Mathematics 222, Spring 2008 Lecture 1 (Wilson)

Second Midterm Exam April 24, 2008 ANSWERS
Problem 1
For any given number x the formula a,, = 2" for n = 1, 2,... defines numbers ay, as,... Using

that formula:

(a)

For what choices of z does the sequence {a,} converge?
When it converges, to what does it converge?
Explain your reasoning.

ANSWER:

The sequence a,, = 2™ is one of the ones used as a specific example in the text (page 754),
if Jz] < 1. In that case the sequence does converge, to 0. But you might not remember
that piece of Theorem 5, so here is a self-contained treatment. Consider five cases: (i)
|z| < 1; (ii) z = 1; (iii) z = —1; (iv) > 1; (v) 2 < —1. Any real number does fit in one
of those cases.

Case (i): One way to show that this converges, and converges to zero, is to refer to the
o

series Y 2" which is a geometric series with ratio z, so it converges if |z| < 1, and it
0
could not converge unless its terms had limit zero. Or, you could be very formal with

the ¢ definition of the limit and show how to find an N such that for all terms a, with
n > N, |a, — 0| < e. But we would accept here that higher powers of a number smaller
(in size) than 1 “clearly” get smaller and smaller, going to zero.

Case (ii): In this case the value of a, = 1™ is 1 for every n. Hence the sequence is a
constant sequence, so it converges with limit equal to that constant, i.e. it converges to
1.

Case (iii): Now the terms a, take on the values —1, 1, —1, 1, alternately. They do not
“go to infinity”, but they also do not settle down to be nearer and nearer to any specific
limit. This case does not converge.

Case (iv): If > 1, the successive values a,, = x™ will get larger and larger without a
bound. So this sequence does not have a limit.

Case (v): If z < —1, the values get bigger and bigger in size but switch back and forth
between positive and negative. So the sequence does not have a limit.

Summarizing: The sequence has a limit (0) if |z] < 1, a different limit (1) if z = 1, and
diverges for all other values of x.

o0
For what choices of x does the series Z a, converge?

n=1
When it converges, to what does it converge?

Explain your reasoning.



ANSWER:

This is a geometric series with ratio x, and with the first term 1 # 0, so it converges if
and only if [z < 1. For those values |z| < 1, it converges to .

Problem 2
- dy .
Solve the initial value problem: e’ o +e*y=sinz AND y(0) = 0.
x
ANSWER:

If you look closely you see that the left side of the equation is exactly the derivative of e* y, so
we could just integrate both sides and get e y = [sinx dx = — cos(z)+C, and then multiply by
e~”. But in case you don’t happen to notice that, we can make this fit the form we used for first-
order linear equations. Divide by e”, or equivalently multiply by e™*, to get % +y =e " sinz.
This is our form with P(x) = 1 and Q(x) = e * sinxz. We compute [ P(x)dx and get = (+C
which we ignore) and then the integrating factor is v(x) = €*. (And multiplying that back on
just gives the original equation, which is why the simpler way I gave first works.) So we can
write the solution as y = = [¢® e * sin(z) de = e~ [sin(z) dz = e *(—cos(z) + C). (Exactly
the same as the first version. . .)

So now we need to find what value of (' makes this fit the initial conditions: From this solution
we have y(0) = 1 x (—cos0+ C) = —1 4+ (', and the initial condition requires y(0) = 0, so
—14 C =0 and hence C' = 1. Thus the solution is y = e *(—cos(z) + 1).

Problem 3

For each series, tell whether it converges Absolutely, Conditionally, or Not at All: Be sure to
give reasons for your answers, citing the convergence tests you used. Make sure you point out
how the requirements of a test are satisfied.

%0 in(2n) + 2
e sin(
@) 3 |(cupr T2
ANSWER:

The original problem on the exam just asked whether this converges absolutely, condi-
tionally, or not at all. If we do that version:

For any n, sin2n is between +1. So the numerator is between 1 and 3. So, if we take
absolute values, we get terms that are at least ﬁ > %, so by comparison to the harmonic
series the resulting series diverges. So we know the series does not converge absolutely.

Now does the actual alternating series converge? This is actually a hard series to be
completely precise about. The alternating series test (Leibniz’ theorem) seems to apply:
This is definitely an alternating series, and the limit of the terms is definitely zero. But
the test also requires that eventually the terms are non-increasing in absolute value! And
since sin 2n varies up and down, we can’t be sure (in fact it is false) that these terms ever



do become non-increasing. In fact I know it converges, to approximately —1.04, but using
arguments too esoteric to expect in Math 222!

So we announced at the exam that you should assume the series does converge and just
answer whether it converges absolutely or conditionally: If it is known to converge then
it must do one or the other. As shown above, it does not converge absolutely, so it must
converge conditionally.

n=1
ANSWER:

: : : 1 :
If we take absolute values we get a series with terms ﬁ That is 22 vt twice a

p-series with p = v/2 > 1, so it converges.

Hence the series converges absolutely.

(© f:

ANSWER: The short answer here is that this is the harmonic series which we have been
using as a standard example of a divergent series. So it diverges. The terms are positive
so taking absolute values makes no difference, so conditional convergence is not possible.
So this does not converge at all. (If you did not recognize the harmonic series you could
view it as a p-series with p = 1, or apply the integral test.)

S|

Problem 4

(a) Let flz) =2 —Z +2 — 2 ... 4 (=1)"" 2" 4 ... wherever that series converges.

(i) Find the interval of convergence for this power series. Be sure to check for (absolute
or conditional) convergence at each end of the interval, if it is not the set of all real
numbers or just {0}.

ANSWER:

We use the ratio test to look for the radius of convergence. The ratio of successive
terms is in absolute value % which simplifies to z 5. Asn — oo, the fraction
goes to 1, so the limiting ration p is x. Hence the series converges absolutely when
|z] < 1. At the ends of the interval: When x = 1, the series is the alternating
harmonic series which does converge conditionally. When x = —1, the series is
the harmonic series except that all the terms are negative, i.e. it is —1 times the

harmonic series, and the harmonic series diverges, so this series diverges.
So the interval of convergence is (—1, 1], with conditional convergence at z = 1.

(i) (3 extra credit points) If x is a number for which this series converges absolutely,
what is f(x)?



ANSWER:

One way to find f(z): If we differentiate this series term-by-term where it converges
absolutely, we get 1 —x + 22 — 2% — 2* —|— , a geometric series with first term 1 and
ratio —z, so it converges to 1_(1_1,) = 7 +x Hence our series must be the integral of
14%&:’ ie. In(1+ x).

Another way: The table of “Frequently used Taylor series” on page 831 in the text
gives this as In(1 + ).

(b) Using the formula for coefficients that involves derivatives, find the Maclaurin series for
f(z) =sinx + cosz. (This is not the same [ as in part (a).) Show your work,

Either write a formula for the n'® term in general or write out all terms through the one
involving 8.

ANSWER:

The derivatives of sin x + cos x are successively cos x —sin x, — sinx —cos x, — cos x +sin x,
and back to sinx + cosx. At x = 0 those have the values 1, 1, —1, and —1. So the
coefficients in the series start out as 67 T ST 3 a0 3 6 ?, g The exam sald that
listing the terms through 2® would suffice, so an acceptable answer is 1+z—1 59{; - 6 —i—zx
+1ab — Lab — Za7 + LB

If you want to write the general n'* term, you can either construct a formula that differs
according to whether n is odd or n is even, or write two parts and add them. Something

like this is needed to get that +,+, —, —, pattern: If we let a, = (_nﬂ when n is even,
n—1 00
and a, = 5_—1% when n is odd, then the series is Z anx"
n=0

Problem 5

(a) For f(z) =3+ x — 22 + 423: Find the Taylor series for f(z) at a = 1.

Write out all the non-zero terms or, if there are infinitely many, describe a pattern that
they follow.

ANSWER:

Since this is a polynomial of degree 3, its derivatives beyond the fourth will be zero. So
there are not infinitely many non-zero terms, and in fact we could write the Maclaurin
series as just the polynomial itself. But we are asked for the Taylor series at a = 1, not
at a = 0. You could use that Maclaurin series and by some algebra rewrite it in powers
of x — 1, but it is probably easier just to compute the coefficients for the Taylor series
directly. The first several derivatives are 3 + x — 222 + 42, 1 — 4z + 1222, —4 + 24x, 24,
and the rest are all zero. Evaluating those at :c = 1 we get 6, 9, 20, and 24. Hence the
first four coefficients for the Taylor series are & = 6, % =9, 20 = 10, and 24 =4, and all
other coefficients are 0. So the series is 6 + 9(x —1)+10(x — 1) +4(x — ) ~ (As a check,

if you expand those powers and collect terms you get back the original polynomial.)

4



(b) We know that the area in a circle of radius r is given by the formula A = 7r2.
Set up and evaluate an integral in polar coordinates to derive that formula.

ANSWER:

We need to integrate %7“2 df through the appropriate region. This circle has constant
radius 7, and letting € go from 0 to 27 takes us once around the circle. So we can use

2r 1 2m 1
/ 57“2 df, where r is a constant. That gives %TQ/ do = 57“2(2# —0)=mr’
0 0

Problem 6
Find the general solution of

y" 4 2y — 3y = —30sin 3.

ANSWER:
First we find g3, the general solution to the homogeneous equation y” + 2y — 3y = 0. The
characteristic equation is 72 + 2r — 3 = 0 or (r + 3)(r — 1) = 0, so the roots are r = —3 and

r = 1. Hence we can write y;, = c1e 3% + cqe”.

Now we need to find a solution y, of the real equation. We use the function on the right
hand side, —30sin 3z, and the method of Undetermined Coefficients. 3i is not a root of the
characteristic equation, those roots were —3 and 1. So we try y = Acos3x + Bsin3xz where
the coefficients A and B are yet to be determined. Taking derivatives, vy’ = —3Asin3x +
3Bcos3x and y”" = —9Acos3x — 9Bsin3x. Putting those back into the equation, we have
—9A cos3x — 9B sin 3z + 2(—3Asin 3z + 3B cos3x) — 3(Acos3x + Bsin3x) = —30sin3z. If
we collect together all of the cos3z terms on the left and also all of the sin3z terms, we
get (—9A + 6B — 3A)cos3x + (—9B — 6A — 3B)sin3x = —30sin3x. Simplifying, (—12A4 +
68)cos3zr+ (—6A—12B)sin 3x = —30sin 3z. Since the sin 3z terms on both sides must match
up, —6A — 12B = —30. Likewise the cos 3z terms, 0 on the right, give us —124 + 6B = 0.
Solving those two algebraic equations gives A = 1 and B = 2. So our particular solution
Yp = cos 3r + 2sin 3x.

Putting these together, the general solution is y = y, + yn = cos 3z + 2sin 3x + c1e7* + coe”.
(Believe it or not, if you put that back into the original equation it works!)

Problem 7
Suppose we use T — % + % (the first few terms of the Maclaurin series for sin(z)) as an

approximation to sin(z), for 0 < z < %

5

(a) What is the maximum possible error, i.e. how much could sin(z) differ from = — %3 + 155

on that range of x-values?
ANSWER:

For the x values required, x > 0 so xz, 23, etc., will all be non-negative. So the series
will actually be an alternating series for these x values. Hence we can either use the



Alternating Series Estimation theorem or the remainder term from Taylor’s Theorem. I
will do it both ways:

As an alternating series, the error is bounded in absolute value by the absolute value of the

first omitted term. For this truly to be an alternating series, we must be ignoring the zero

terms with even powers of x, so the first omitted term is —% and the error is at most the
G 1 1

. : 1 : _ — _
absolute value of that. For any z in [0, 5], that is at most "2 = 2% = m—eors = F=ms.

Using the Taylor Theorem remainder term, we have to decide what n to use in R, (z).
The polynomial contains the series’ terms through the 5 power, so we could use n = 5,
but it even contains the terms through the 6 power since the 6 power term is 0. So
we could use n = 6. We will get refined accuracy using n = 6. Then |Rg(z) will be

|7t derivative of sinx, evaluated somewhere between 0 and x| x |z
7!

]

That derivative will be £ sin or &+ cos but we don’t know where it will be evaluated, so
the simplest thing is to say it is at most 1. Also, for the z values in question, |z7| will
be at most (%)7 Putting these together we get exactly the same error bound that we got
from the alternating series treatment.

Will the value =z — % + % be larger or smaller than the actual value of sin(z) for those
x-values?

ANSWER: This time it does make a difference which of the above methods we use: We
have not had any way of telling from Taylor’s theorem which direction the error goes,
only how big it is. But we can use the Alternating Series Estimation Theorem. That first
omitted term, —%, is negative for all of the x values involved, so it would have made the
estimate smaller to include one more term. Hence the approximation is larger than the
actual value.

Problem 8

For each series, tell whether it converges or diverges. Be sure to give a reason based on one of
the convergence tests we have studied. If you make algebraic changes in the terms be sure to
show what you have done, e.g., to justify a comparison.

(a)

> 3n

ngl n3 + 2

ANSWER:

I think the easiest way to do this one is comparison: If we take the term n§i2 and divide

numerator and denominator by n we get ﬁ We can factor the 3 out of the whole
series and have 33 # The denominator is bigger than n?, so the term is less than #,

and we know Y # converges as a p-series with p = 2 > 1. Hence this series converges.



(b)

i cos(mn)
n=1 n

ANSWER:

cos mn is either £1, depending on whether n is odd or even, so this is either the alternating
harmonic series or its negative: It is actually the negative of the alternating harmonic
series, but either way we know it converges.

. 2n
Zn?+5

n=1

ANSWER:

If we divide numerator and denominator by n, as in part (a), this “looks a lot like” %, but
unfortunately the +5 in the denominator makes the fraction smaller so it is not easy to
use a comparison. But the numerator is exactly the derivative of the denominator, if we
replace n by a continuously varying x, so this is all set up to use the integral test. The
improper integral

oo 2 L b 9 . , b_ . ,
/1 I2+5dx_bli’r£lo/l 2 +5 = Jm [l In(z +5>|]1 _blirilo[ln(b +5) — In6]

diverges, so the series diverges.



