RAYLEIGH QUOTIENT ITERATION

JEAN-LUC THIFFEAULT

To help with the last part of Problem 5 in homework 2, here is a clarification of
the convergence of Rayleigh Quotient Iteration (Theorem 27.3 of Trefethen & Bau,
p. 208). We follow the notation of T&B throughout.

First assume that the normalized estimate v*) is close to the normalized eigen-
vector q; with eigenvalue \;:

(1) Hv(k) —q,l=¢

for € small. This means that

(2) v = Che (C_IJ + é?u(k)) ;

with

(3) Cre = (1+u® )72 and (q))"u® =o0.

The corresponding Rayleigh quotient estimate is then
AB) — (T Ay ®)
= (g;+eu)"A(gq; +eu®) +O()
=\ + 2 (T Au® 4+ O(e?).
Hence, |A®) — )\;| = O(e?). Now take an inverse iteration step: we must solve
(4) (A-pDw=ov" =0y, (q;+eu®)
for w. The solution is
w = Cre (A= pI) " (gs+eu®)
=Cre (N —p)'qs + Croe(A— p D) tu®

Hence,

(5) Cit Ay —ww =gy +e(y— p)(A—pl) 'u®.
Now letting 1 = A®) | we have A\; — p = A; — A®) = O(e?), so that
(6) Ay = A (A = A® N7y = B3k = O(3).
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This is true as long as (A — A®) I)~'u®) doesn’t blow up, but it doesn’t since u® is
orthogonal to q;. Note also that w*+1) remains orthogonal to g;. Thus, to leading
order in £ we get the improved estimate to q; by normalizing w:

w
(7> ’U(k+1) = m = Ok+1,z—:3 (qJ + 53 u(k+1)) .
To get the next level of improvement, start again from with ¢ replaced by &3
and k by k + 1, yielding an (¢3)? = ¢ improvement for the estimate v*+2).



