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For tropical rainfall, there are several potential sources of
predictability, including synoptic-scale convectively coupled
equatorial waves (CCEWs) and intraseasonal oscillations
such as the Madden-Julian Oscillation (MJO). In prior work,
predictability of these waves and rainfall has mainly been
explored using forecast model data. Here the goal is to esti-
mate the intrinsic predictability using, instead, mainly obser-
vational data. To accomplish this, Tropical Rainfall Measur-
ing Mission (TRMM) data is decomposed into different wave
types using spectral/Fourier filtering. Predictability of MJO
rainfall is estimated to be 22 to 31 days, depending on longi-
tude, as measured by the lead time when pattern correlation
skill drops below 0.5. Predictability of rainfall associated
with convectively coupled equatorial Rossby waves, Kelvin
waves, and a background spectrum or non-wave component
are estimated to be 8 to 12 days, 2 to 3 days and O to 3
days, respectively. Combining all wave types, the overall pre-
dictability of tropical rainfall is estimated to be 3 to 6 days,
over the Indian and Pacific Ocean regions, and on equatorial
synoptic and planetary length scales. For comparison, out-
going longwave radiation (OLR) was more predictable than
rainfall by 5 to 10 days over these regions. Wave-removal
tests were also conducted to estimate the contribution of

each wave type to the overall predictability of rainfall. In

*Equally contributing authors.




2 YING LI & SAMUEL N. STECHMANN

summary, no single wave type dominates the predictabil-
ity of tropical rainfall; each of the types (MJO, CCEWs, and
non-wave component) has an appreciable contribution, due
to variance contribution, length of decorrelation time, or a
combination of these factors.
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1 Introduction

Different types of “weather waves” exist in different areas of the globe. While baroclinic eddies generate much of the
synoptic-scale weather fluctuations in midlatitudes, convectively coupled equatorial waves (CCEWSs) are, in a sense,
the “weather waves” of the tropics. CCEWs are a significant component of synoptic-scale variability—i.e., time scales
of roughtly 2-10 days and length scales of roughly 1,000-10,000 km (e.g., Takayabu, 1994a,b; Wheeler and Kiladis,
1999; Kiladis et al., 2009). The Madden-Julian Oscillation (MJO) is another significant contributor to tropical weather
and climate, with a larger-scale signature on scales of roughly 30-90 days and 20,000 km (e.g., Zhang, 2005; Lau and
Waliser, 2012; Waliser, 2012).

In the present paper, some of the main questions of interest are: What are the intrinsic limits of predictability of the
“weather waves” of the tropics (CCEWSs and the MJO)? Furthermore, to what extent do CCEWs and the MJO contribute
to predictability of, more generally, tropical rainfall? The goal is to estimate both (i) the predictability of wave signals
of each individual type and (ii) the predictability of the overall precipitation signal, which is comprised of a mixture of
the signals of different waves and a “background” signal (Wheeler and Kiladis, 1999; Hottovy and Stechmann, 2015).
If the “background signal” is overwhelmingly strong, then the CCEWSs may not contribute much predictability to the
overall precipitation signal; on the other hand, it is also possible that the coherence of CCEWs may contribute to an
enhancement in the amount of predictability of tropical precipitation, beyond the predictability of the “background
signal” alone.

An investigation of these questions serves many purposes. For instance, CCEWSs and the MJO have been difficult to
simulate in global climate models (e.g., Lin et al., 2006; Hung et al., 2013; Jiang et al., 2015); and for assessing model
performance, forecast skill could be a useful metric if upper bounds on predictability are known (e.g., for the MJO, see
Waliser, 2012; Neena et al., 2014). Also, if CCEWSs are shown to offer a significant source of predictability, then it would
provide motivation for the search for improved understanding and simulation of CCEWs.

Some recent work has provided some estimates of the predictability of CCEWSs and tropical precipitation, and
the approach of the present paper will differ in many ways. Ying and Zhang (2017) investigated predictability using
convection-permitting simulations with the Weather Research and Forecasting (WRF) model. The 9-km horizontal
grid spacing provided detailed simulations of multi-scale tropical weather systems, although it was computationally
expensive and the investigation was limited to approximately one month. Dias et al. (2018) and Janiga et al. (2018)
investigated larger amounts of data from approximately one year and over five years, respectively. These latter two
studies used data from several numerical weather predictions models such as the Global Forecast System (GFS) of the
National Centers for Environmental Prediction (NCEP), the Integrated Forecast System (IFS) of the European Centre
for Medium-Range Weather Forecasts (ECMWF), the NCEP Climate Forecast System, version 2 (CFSv2), and the Navy
Earth System Model (NESM). In the present paper, in contrast, predictability will be estimated without a numerical

weather prediction model; instead, estimates of predictability will be derived from primarily observational data. As such,
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these different approaches provide complementary estimates that together can give a fuller picture of predictability.
Some of the advantageous aspects of the present approach are that (i) the use of mainly observational data provides
perhaps a more independent estimate, since it is not subject to the particulars of physics assumptions within models,
and (ii) the computational expense of the model simulations is eliminated, which allows us to consider relatively long
time series with relatively little computational expense.

The concept of predictability can be categorized into intrinsic predictability versus practical predictability. Intrinsic
predictability represents the inherent limit of prediction given a nearly perfect forecast model of dynamical system and
nearly perfect initial/boundary conditions; in such a setting, the predictability is then an indication of the chaotic nature
of the dynamical system (Lorenz, 1969; Zhang and Epifanio, 2007; Sun and Zhang, 2016). Practical predictability is the
ability to make a prediction, given realistic uncertainties in both the forecast model and initial/boundary conditions
(Lorenz, 1982, 1996; Zhang and Nielsen-Gammon, 2006). The prior work of Dias et al. (2018) and Janiga et al. (2018)
was mainly related to practical predictability. In the present paper, the approach is perhaps more closely aligned
with estimating intrinsic predictability, since perfect initial conditions are used, and since the results do not rely on a
numerical weather prediction model.

The remainder of the paper is organized as follows. In section 2, the observational data is described, along with the
methods for estimating predictability. In section 3, estimates of predictability are presented for the rainfall associated
with individual wave types (MJO, CCEWSs, and the non-wave component). In section 4, the different wave types are
combined to provide estimates of predictability of the full rainfall signal. In section 5, the predictability of rainfall data is
compared with the predictability of outgoing longwave radiation (OLR) data. Finally, section 7 includes a concluding
discussion.

2 Data and Methods

2.1 Dataand Setup

The Tropical Rainfall Measuring Mission (TRMM) data is used here for investigating the intrinsic predictability. The
TRMM data mainly used in this paper has a daily temporal resolution and 0.25° spatial resolution running from January
1st, 1998 to December 31st, 2017 . Daily precipitation totals are derived from 3B42 Research Version. The dataset is
downloaded fromhttps://pmm.nasa.gov/data-access/downloads/trmm.

TRMM data is available at different temporal resolution including the 3 hourly product and the daily product. While
the 3-hourly data comes with the advantage of higher temporal resolution, it also has some disadvantages. For instance,
the 3-hourly data will include the diurnal cycle, which may a priori need some special treatment, and 3-hourly data
is perhaps not necessary for investigating the wave types with the largest spectral peaks (MJO, Kelvin, and Rossby
Wheeler and Kiladis, 1999). For this reason, the daily version of TRMM data is mainly used here unless otherwise
specified. Some sensitivity tests using 3-hourly data and further discussions are included in section 6.

For testing the robustness and sensitivity of the main results, in addition to TRMM precipitation data, gridded daily
interpolated OLR data from January 1979 to December 2013 from National Oceanic and Atmospheric Administration
(NOAA\) polar-orbiting satellites are also analyzed in this study. OLR data has often been used in the past as a proxy for
tropical precipitation and deep tropical convection, so it is interesting to compare the predictability of OLR with the
predictability of TRMM data (OLR download link: https://www.esrl.noaa.gov/psd/data/gridded/data.interp_
OLR.html). The OLR data initially from NCAR archives has gaps, and the gaps have been filled using temporal and spatial
interpolation (Liebmann and Smith (1996)) to create the interpolated OLR data used here. The data for each day are
archived on a resolution of 2.5° latitude x 2.5° longitude globally. Note that the OLR and TRMM datasets have different


https://pmm.nasa.gov/data-access/downloads/trmm
https://www.esrl.noaa.gov/psd/data/gridded/data.interp_OLR.html
https://www.esrl.noaa.gov/psd/data/gridded/data.interp_OLR.html
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native resolutions; therefore, in making comparisons between the two, a spatial filter is used to include only certain
wavelengths that are resolved by both datasets; see section 5 for the specifications.

For the purpose of assessing model parameters and evaluating the prediction skills, the dataset is split into training
data and testing data. The long time data before the year 2011 for TRMM (the year 2005 for OLR) is used as the
training period for training parameters in the model and January 2011 to December 2015 (January 2005 to December
2009 for OLR) serves as the prediction period for testing. Data after the year 2015 is not used as testing data since a
cosine tapering has been applied for these data for the purpose of Fourier transform. In the preprocessing, a smoothed
seasonal cycle of the entire dataset is removed via the annual mean and the first three harmonics for all the data, so the
remaining data represent anomalies from the seasonal cycle. An alternative definition of the seasonal cycle was also
tested, where the hard cut-off at the third harmonic was replaced by a smoothed cutoff defined by a cosine tapering,
and no significant differences in the results were seen.

CCEWs have a meridional structure with equatorial synoptic length scale of 0(1000) km (e.g., Kiladis et al., 2009;
Ogrosky and Stechmann, 2016). For this reason, instead of taking data at all the spatial and temporal points directly, we
are only considering rainfall after averaging over the tropical belt, which provides a rainfall signal r(x, t) for longitude x
and time t. In the future it would be interesting to consider the rainfall signal at each latitude y instead of averaging over
the tropical belt. The tropical belt average is performed with a Gaussian weight, which can be viewed as a projection onto
a parabolic cylinder function. Specifically, the projection to parabolic cylinder mode O is used here, namely projecting
the data onto the function

Boly) = e 2 (1

To define the projection, denote r(x, y, t) as the rainfall data, where x is the longitude, y is the latitude, and ¢ is the time.
In (1), y is nondimensional, created by scaling with the reference scale 1500km. The discrete version of tropical belt
average (the projection) then is

0 90°N
rx = [ty gy = Y rixyi0do(r)by @

90°Ss

While it is also common to instead average with equal weight over a band of latitudes such as 10°S to 10°N, the Gaussian
weight is chosen here because it provides a smoother average, and it provides a connection with the parabolic cylinder
functions, which provide a set of meridional basis functions for equatorial waves. Averaging meridionally using a
Gaussian weight is also used in some previous papers (e.g., Stechmann and Ogrosky, 2014; Stechmann and Majda, 2015;
Ogrosky and Stechmann, 2016; Ogrosky et al., 2017). Note that for some wave types, such as equatorial Rossby waves,
an even tighter connection with equatorial wave theory would perhaps use additional parabolic cylinder functions,
since the convergence patterns of equatorial Rossby waves include off-equatorial contributions. Also note that, by
using a symmetric-in-y average in (1)-(2), the data is not expected to include the mixed Rossby-gravity (MRG) waves,
since their signal appears in the antisymmetric data (i.e., the data from equator-to-5°N-averaged precipitation, minus
equator-to-5°S-averaged precipitation; Wheeler and Kiladis, 1999). While the symmetric-in-y data from (1)-(2) will be
the main focus here, the methods have also been repeated for antisymmetric-in-y data by replacing ¢o(y) in (1)-(2) with
é1(y) = 771/4V2 y exp (—~y?/2). Using ¢; (y) instead of ¢o(y) allows the antisymmetric-in-y data to be identified, and it
is used in the results below to investigate the predictability of MRG and n = 0 eastward inertio-gravity (EIG) waves.
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2.2 Wave Decompositions with Fourier Filtering

For identifying signals due to different types of waves, the main method used in this study is the space-time spectral

analysis (e.g., Wheeler and Kiladis, 1999). A brief overview is as follows.

The method begins with some preprocessing, described above, to remove the seasonal cycle, and to obtain an
average over the latitudes near the equator, via a Gaussian weight. The result of the preprocessingis r(x, t), from (2). As
further pre-processing, a cosine tapering is applied near the beginning and end of the time series, so the values of the
time series are zero and the beginning and end, thereby providing a signal that is periodic in time, in preparation for a
Fourier Transform.

Next, a spatial Fourier Transform followed by a temporal Fourier Transform is applied on the longitude-time data

r(x, t) to convert the signal into the wavenumber-frequencey domain, namely,
r(x,t) = Z Z fk’we—[mteZka/Pe’ (3)
k w

where k is the zonal wavenumber, w is the frequency and P, is the circumference of the Earth at the equator (approxi-
mately 40,000 km). The Fourier coefficients 7 , are then used to identify the different wave types.

In order to isolate the signal for each of the different wave types (e.g., MJO, CCEWs, etc.), we follow the method of
Fig. 6 of Wheeler and Kiladis (1999). In particular, each wavenumber-frequency point (k, w) is assigned to a different
wave type a, where «a is an index that indicates the wave type (MJO, Kelvin, Equatorial Rossby, and the non-wave
component). The Fourier decomposition in Eqn. 3 can then be written as a sum over different wave types a, rather than

a sum over different frequencies w:

rxt) =) ) Frealt)e? /P, (4
kK o
with
ra®)= D Peoe™™ (5)
WEQ o

where « is an index that indicates the wave type (MJO, Kelvin, Equatorial Rossby, and the non-wave component) and
Qy o is the set of frequencies for wave type a at wavenumber k.

For example, for the MJO, Q; » issettobe Q 4 = {w : 1/96 < w < 1/30} for wavenumber k = 1,2,3,4, 5 to extract
MJO signals 7¢ o (t) via Eqn. 5 at wavenumber k = 1,2,3,4,5. In practice, the dataset is filtered to keep the part from
1/96 cpd to 1/30 cpd in the wavenumber-frequency domain for wavenumber k = 1,2, 3,4, 5 respectively and set all
the other part of the data for wavenumber k = 1,2, 3,4, 5 all zeros. To convert back, an inverse Fourier transform is
applied to the filtered data for each wavenumber k from 1 to 5. After that, the first 10% and the last 10% of these data
at each wavenumber are cut (due to the cosine tapering applied at the beginning and end of the dataset to facilitate
the Fourier transform). Then predictions are made using these filtered data at each wavenumbers independently. The
total true MJO signal is considered to be the combination of these final filtered data for wavenumber k = 1,2,3,4,5
(i.e.,Zz=1 Fk,a(t)ez”ikx/”e) and the prediction for the total MJO signal is generated by combining predictions at each
wavenumber in the same way (i.e., Y3 _, f,f”:d(t)ez”"“/%, where ff;d(t) is the prediction for 7 4(t)). Analyses on
other CCEWs (e.g., n=1ER, Kelvin) are performed following the similar procedures by setting a different set to Q 4

according to the filtering boxes from Fig. 6 of Wheeler and Kiladis (1999). The “non-wave component” is defined here as
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the remaining part of the signal after the MJO, ER, Kelvin waves have been removed from the original spectral data.
Westward inertio-gravity (WIG) waves are treated here as a part of the non-wave component, due to the limitations
of using daily TRMM observed data, although some explorations of WIG waves with 3-hourly data are described in
section 6.

2.3 Modeling Wave Signals as Damped Oscillators with Stochastic Forcing

As motivation for model choice, we recall that a goal here is to estimate predictability with less reliance on operational
forecast models and more reliance on observational data. This goal is made possible here by the wave decomposition
method described above, since the signal from one individual wave type can be modeled reasonably well by a simple
damped oscillator model, which can be used as a simple forecast model. In this section, the simple model is described
along with the method for fitting to observational data.

As a simple model for an individual wave type, a damped oscillator with stochastic forcing will be used. Specifically,
the complex Ornstein-Uhlenbeck (cOU) process (see, e.g., Majda and Harlim, 2012) is applied for modeling and predicting
filtered signal 7 «(t) at each single wavenumber k and each wave type « [recall from (4) the details about defining
Fr.«(t)]. The traditional Ornstein-Uhlenbeck process is real-valued and does not oscillate (Gardiner, 2004); on the other
hand, the cOU process is complex-valued and is a damped oscillator with stochastic forcing. The cOU process is also
exactly solvable and meaningful for predicting the complex Fourier coefficient 7 4 (¢) for a single wave. In what follows,
we write r(t) in place of 7 4(t) to simplify notation. The evolution of the cOU process is a complex linear stochastic
differential equation:

dr(t) = (—y +iw)r(t) + cdW(t) (6)
wherey, o > 0and w are real numbers and
dWi(t) + idWa(t)

dW(t) = DY (7)

is a complex Gaussian white noise where each component satisfies
dW,(t) = Wi(tydt, j=1,2, 8

that is, white noise W;(t) is intuitively like a “derivative” of the Wiener process W;(t) and it satisfies the following
properties:

E[W;(t)] =0, (9)
E[W; ()W) (s)] = (¢ - s). (10)
[E[l/V,-(t)Wj(s)] =0 fori#j. (12)
The exact solution of (6) is
r(t) = e O (0) + 0’/ elrHONE=9) gy (s) (12)
0

Here, 1/y represents the decorrelation time of the signal and ww is the oscillation frequency with 27 /w to be the time
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of one oscillation period. o is the standard deviation of the white noise. The whole signal r(t) is a periodic decaying
signal with random random white noise. As t — oo, r(¢) will converge to a stationary Gaussian distribution with mean 0
and variance o2 /(2y) (e.g., Majda and Harlim, 2012; Majda et al., 2001). The autocorrelation function is given by the
analytical formula

R(T) = R(t, t+ T) = e—(y+iw)r (13)

in the stationary state as t — oo and 7 is the lag. To summarize, as a forecast model, (12) provides an ensemble of
forecasts, with a forecast mean of r(¢) = (=@t r(0).

One might wonder why white noise is used here, whereas the tropical rainfall spectrum is known to have a form
similar to red noise (e.g., Wheeler and Kiladis, 1999; Hottovy and Stechmann, 2015). The formulation here is, in
fact, consistent with a red-noise spectrum of tropical rainfall. The basic feature of spatiotemporal “red noise” is that
the variance is decreasing as a function of temporal frequency or spatial wavenumber k. These basic features are
actually built into the different values of the parameters y and o for different wavenumber k. For instance, for a larger
wavenumber k, the fitted cOU process will have a corresponding smaller variance o2 /2y with the fitted values of y and
o for this particular wavenumber. Different cOU processes are fitted for different wavenumbers independently. With
different choices of parameters for different wavenumbers, the basic feature of decreasing variance as a function of

wavenumber k is retained.

The model parameters y, w are needed to make a forecast, and different values are used for each zonal wavenumber
k and wave type a. Here the parameters are chosen by matching the observed autocorrelation of the training data and
the analytic autocorrelation function. The model parameters are determined to capture the first maximum/minimum of
the real and imaginary parts of the observed autocorrelation for positive lags, except for the non-wave component. For
the non-wave component, since it has no propagation direction, its values of w are nearly zero, so y, w are selected by
matching the discrete summation of observed autocorrelation function and the integral of the analytic autocorrelation
function, a method that provides better model performance. Also, this is consistent with treating the non-wave
component like the background spectrum of tropical convection, for which a natural simple model is eddy diffusion

(Hottovy and Stechmann, 2015) without any wave oscillations.

An example of the autocorrelation fitting is shown for the MJO in Figure. 1. The left panel shows the observed
autocorrelation function and the analytical autocorrelation function from (13), where the parameters y and w were
chosen to capture the first maximum/minimum of the real and imaginary parts of the observed autocorrelation function.
As seen in the figure, the autocorrelation function of the fitted model has a quite good fitting up to lags of one month,
although there is nonnegligible model error for lags that are larger than one month. It is possible that a nonlinear oscilla-
tor model (e.g., Chen et al., 2014) would be able to fit the statistics even more accurately; however, the present paper is
aimed at modeling many different wave types and many different wavenumbers, which involves model parameters for
each wave type and each wavenumber; therefore, a simple linear oscillator model is advantageous here for its minimial

number of parameters, and it provides reasonable results, as shown in Figure. 1.

2.4 Estimating Predictability

To estimate predictability, forecasts are performed using the stochastic, damped oscillator models described in sec-

tions 2.2-2.3. The initial conditions r(0) for the forecast are assumed to be perfect, in which case the formula for the
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ACF real part (MJO k=1) : Real part, lead = 25 days ized MJO k=1) Correlation Coefficient (MJO k=1)

F~Numerical ACF| FTrue signal [—0.5 critcal line
[—Analytic ACF 1 I -Prediction 08 [—Prediction skill (Correlation Coefficient

) 20 40 60 80 100 0 50 100 150 200 250 300 350 0 10 20 30 40 50 60

Lag Time(days) Time(days) Lead days
d. e. ) ) f.
; ACF imaginary part (MJO k=1) Imaginary part,lead = 25 days MJO k=1) RMSE (MJO k=1)

[True signal
|- Prediction

- “Numerical ACF|
|-—Analytic ACF

'
o\

02 [=SD of the nommaiized data
) ) ) ) ) ) | [-Predition skil(RMSE)
0 20 40 60 80 100 0 50 100 150_ 200 250 300 350 0 10 20 30 40 50 60
Lag Time(days) Time(days) Lead days

FIGURE 1 Panel a(Paneld): Real (Imaginary) part of the fitted auto-correlation function (red line) ant the numerical
auto-correlation function from the observational TRMM data (blue line) for wavenumber k = 1 of MJO; Panel b (Panel
e): Real (Imaginary) part of the time series for MJO (k=1) observations and forecasts with lead time as 25 days in the
year 2011; Panel c and f: Forecast skill (correlation coefficient and RMSE) for predictions for five-years signals of
MJO(k=1).

mean prediction is given by the expected value of (12), i.e.,

E[r()] = E[¢" ) r(0) + o /o t LY HOXE=) gy (5)] = eV HO £ (0). (14)
Note that such a forecast method would not be applicable to real-time forecasting due to the use of Fourier filtering in
time, as described in section 2.2; some real-time wave decomposition methods have been proposed (e.g., Wheeler and
Weickmann, 2001; Wheeler and Hendon, 2004; Kiladis et al., 2014; Stechmann and Ogrosky, 2014; Stechmann and
Majda, 2015; Ogrosky and Stechmann, 2015a,b, 2016), although it is not clear that real-time methods are as skillful
at wave decompositions as non-real-time methods based on temporal Fourier filtering. In any case, the use of these

perfect initial conditions is in line with the main goal here of estimating bounds on intrinsic predictability.

The prediction skill is evaluated by two commonly used criteria, Correlation Coefficient (p) and Root Mean Square
Error (RMSE). Mathematically, with the true data X = (Xj, X2, - - - , Xy) at N points in time and the corresponding
predictions X Pred = (Xf”d, XZ‘Wd, cee X,f,'ed), the correlation coefficient is calculated by

- —pred
NG = X)X - X
\/Z,,\i1 (X _y)z\/zi/\; (Xipred _ Ypred)2

p(X, XPed) = (15)

where X, X% are the averages of X,-,X’.p'ed (i=1,2,---,N)respectively and the RMSE is

N
RMSE(X, XPed) = Z - xPredy (16)
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The overall forecasting skill is defined as the lead day where p(X, XP"¢9) > 0.5 and RMSE(X, XP ) < SD(X)
(standard deviation of the data of the true signal). In other words, the criterion of a reasonable forecast is a threshold of
0.5 for correlation coefficient and 1 standard deviation for the RMSE. These threshold choices are also commonly used
in other forecast studies (e.g., Chen and Majda, 2015).

For the purpose of evaluating cOU predictions and wave exclusion tests, two baselines for comparison are used:
the zero prediction and persistence prediction. The zero prediction is obtained by predicting that the signal will be
identically zero for all future data points. (Note that the time series is centered to mean zero, so this can also be viewed
as a climatological prediction, where the predicted value is the climatological mean.) The persistence prediction is
obtained by predicting that the future weather condition will be the same as the present condition.

3 Predictability of Individual Wave Modes: MJO, CCEWSs, and the Non-wave
Component

In this section, we investigate the question: What is the intrinsic predictability of MJO-related rainfall, CCEW-related
rainfall, and background-spectrum rainfall? Each of the wave types will be considered in isolation to identify the

predictability of each individual wave mode.

3.1 MJO

MJO predictability is shown for each wavenumber k in Fig. 2 and Table 1. The predictability is defined as the lead time
when the correlation coefficient drops to 0.5. In brief, all MJO wavenumbers have predictability of approximately 25-32
days.

As one example forecast for illustration, time series for k = 1 are shown in Fig. 1b,e. The figure shows a comparison
of the true signal and predicted signal at lead time of 25 days. This lead time was chosen for illustration because it is
approximately the predictability limit of the kK = 1 MJO signal (see Fig. 2 and Table 1). As seen in Fig. 1b,e, the predicted
signal catches the overall variability of the oscillations quite well although it fails to catch the more extreme values with
the present simple forecasting framework. In the other panels, in Fig. 1c,f, the RMSE and correlation coefficient are
shown. The correlation coefficient is seen to decrease as lead time increases, and it decreases to 0.5 at a lead time of 25
days, which is used as the value reported in Fig. 2 and Table 1.

To move beyond forecasts of individual wavenumbers, we can combine the wavenumbers k = 1 to 5 of the MJO
signal, using (4). In brief, only the MJO signal (from wave k = 1 to 5) is kept, and the signals of all other wave types are
set to zero. Algorithmically, the space-time data ry;,0(x, t) is then obtained using a temporal inverse Fourier transform
followed by a spatial inverse Fourier transform. From the space-time data ry;,0(x, t), one can observe a forecast of
the MJO at each location around the equator. Such a forecast skill at each longitude is shown in Fig. 3. In terms of
RMSE (Fig. 3 Panel a), the forecast skill is greatest over the Indian Ocean and western Pacific warm pool (longitudes
from roughly 60E to 180), although this is also the region of greatest standard deviation in the MJO signal. In terms
of correlation coefficient (Fig. 3 Panel b)), the forecast skill is more nearly equal at each longitude. As a summary of
forecast skill, in the Panel ciin Fig. 3, it can be seen that the forecast skill is approximately 25-30 days at each longitude,
similar to the forecast skill for individual wavenumbers shown in Fig. 2 and Table 1. Hence, whether viewed longitude by
longitude or wavenumber by wavenumber, the predictability of the MJO is estimated to be 25-30 days.
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35 Forecast Skl|| for dlfferent wave types
T T

30 /\/ i
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——MJO Kelvin —=—MRG
——ER —+—Non-wave Component EIG

FIGURE 2 Forecast skills for different wavenumbers of MJO, ER wave, Kelvin wave, Non-wave Component , MRG
wave and n = 0 EIG wave.

Wave type Wavenumber  Forecastskill[D] y[M~'] w[2zM~"] &[D~"](CPD)
MJO k=1 25 0.33 -4.39 -0.023
MJO k=2 27 0.37 -4.28 -0.023
MJO k=3 32 0.36 -4.39 -0.023
MJO k=4 26 0.35 -4.39 -0.023
MJO k=5 28 041 -4.71 -0.025
ER k=-2 33 0.17 -6.09 -0.032
ER k=-3 16 0.52 -7.85 -0.042
ER k=- 12 1.03 -9.42 -0.050
ER k=-5 11 1.08 -11.78 -0.063
ER k=-6 9 1.18 -12.62 -0.067
Kelvin k=1 17 0.38 -9.00 -0.048
Kelvin k=2 6 179 -15.71 -0.083
Kelvin k=3 4 2.85 -23.56 -0.125
Kelvin k=4 4 3.76 -27.49 -0.146
Kelvin k=5 2 481 -39.27 -0.208
Non-wave Component k=1 2 1.72 0.08 0.001
Non-wave Component k=2 8 0.76 -0.20 -0.001
Non-wave Component k=3 5 1.94 -0.26 -0.001
Non-wave Component k=4 2 3.52 -0.10 -0.001
Non-wave Component k=5 1 10.04 -0.29 -0.002
MRG k=-1 5 1.07 -47.12 -0.250
MRG k=-2 5 1.29 -47.12 -0.250
MRG k=-3 4 1.93 -47.12 -0.250
MRG k=-4 3 272 -47.12 -0.250
MRG k=-5 5 221 -39.27 -0.208
EIG k=1 5 1.30 -47.12 -0.250



YING LI & SAMUEL N. STECHMANN | 11

a .
o5 RMSE for predicting MJO . b 4 Corr. Coef. for predicting MJO
[ 51ead day:
0.9 1
2r 1 0.8F ead da 4
8

8o7p 1
151 1 8oef 25 lead days R

SD of MJO

0.5 51 s

o 60E 120E 180 120w 60W o 0 60E 120E 180 120w 60W o]

Location Location
C.
40 Forecast skill for MJO from TRMM
T T T T
35 ‘—cOU prediction - - Persistence prediction‘
2
&30 TR N
o
=25 ’_"\_\_r_l_’_’—’
%20 - .
]
© 15
9]
s 10 i
T T 0 R T g 1 T e e e L L
55 i
0 | L L 1 1
0 60E 120E 180 120W 60W 0
Location

FIGURE 3 Forecast skills for MJO at different locations. Top two panels: RMSE (panel a) and correlation coefficient
(panel b) for predicting MJO from TRMM data with different lead days; Bottom panel (panel c): Overall forecast skill for
predicting MJO components from TRMM data with different methods cOU (solid pink) and persistence prediction
(dashed green).

3.2 CCEWs

Predictability is estimated for two CCEWs: the ER and Kelvin waves. The results will be analyzed from two perspectives:
wavenumber by wavenumber, and longitude by longitude.

First, predictability is reported for each individual wavenumber, analyzing each wavenumber separately from each
other wavenumber, in Table 1 and Fig. 2. The predictability is seen to depend strongly on wavenumbers. For instance, the
ER wave has a predictability of 33 days for wavenumber 1 but a predictability of roughly 8-10 days for wavenumbers 5
to 10; and the Kelvin wave has a predictability of 17 days for wavenumber 1 but a predictability of roughly 2-3 days for
wavenumbers 5 to 10. Overall, one can see a rough general trend in Table 1 and Fig. 2: predictability tends to increase as
wave oscillation period increases. This is consistent with the intuition that waves with longer oscillation periods also
tend to have longer decorrelation time y~', and longer decorrelation times are associated with longer predictability
times. A figure of @ for different wave types versus different wavenumbers along with some additional figures are also
provided in the supporting information.

Second, to analyze the predictability at different longitudes, the data from different wavenumbers are combined
together to predict, e.g., the ER signal as a function of longitude. The spatial variations of predictability for the ER and
Kelvin waves are shown in the first two columns in Fig. 4. Both ER and Kelvin have their largest variance over the Indian
Ocean and western Pacific warm pool, from about 60°E to 150°W. The predictability of the ER wave varies from 8 days
to 12 days over all the locations, while the forecast skill of the Kelvin wave varies from 2 days to 3 days, with little

variation from location to location.
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FIGURE 4 Forecast skills for ER wave, Kelvin wave and non-wave component. From the left to right are ER wave
(panel a,d,g), Kelvin wave (panel b,e,h) and non-wave component (panel b,e,h), from the top to bottom are RMSE (panel
a,b,c), correlation coefficient (panel d,e,f) and overall forecast skill (panel g,h,i).

3.3 Non-wave Component

Lastly, consider the non-wave component. The wavenumber-by-wavenumber results are shown in Table 1 and Fig. 2.
Note that the non-wave component is not assigned a particular propagation direction (e.g., eastward or westward),
so the +k and —k wavenumbers are analyzed together as a single unit, as wavenumber k. The predictability of the
non-wave component is typically low, in the range of 1 to 2 days. An anomaly is seen in wavenumbers 2 and 3, for which
the predictability times are 8 and 5 days, respectively; these longer predictability times are likely the result of, e.g., the
MJO signal being partially identified as “non-wave component,” since the MJO signal could potentially influence some
frequencies that lie outside the filtering box of Fig. 6 of Wheeler and Kiladis (1999). Overall, though, when viewed
longitude by longitude (see Fig. 4 Panel (i)), the non-wave component has low predictability of roughly 1 day.

We note here the possibility of localized regions of enhanced predictability, as illustrated by the case of the non-
wave component near 120E longitude; see Fig. 4 Panel (i). To ensure that this behavior is not a result of an error in the
data analysis, one can trace its source to the plot of correlation coefficients, from which the forecast skill is calculated;
see Fig. 4 Panel (f). One can see that the curves for two different lead times (e.g., lead times of 2 and 3 days) can
sometimes be nearly overlapping when their correlation coefficients are nearly equal; e.g., see 120E longitude. If this
occurs for a correlation coefficient of 0.5 (i.e., the cutoff correlation coefficient for defining the “forecast skill”), then
the forecast skill can have a sharp change for nearby longitudes, as seen here for the non-wave component near 120E
longitude. Such behavior also appears if OLR data is analyzed instead of TRMM data, as shown below in section 5. We
speculate that it may be related to the unique geographical features of the Indo-Pacific maritime continent, such as its

associated topography and/or land-sea contrast. This behavior could be eliminated by choosing a different cutoff, such
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as 0.6 instead of 0.5, since we see this behavior here for the lower correlation coefficient values of 0.55 or lower; but we
will retain the cutoff of 0.5 since it is a commonly used definition of forecast skill.

4 Predictability of Tropical Rainfall

The previous section assessed predictions of rainfall associated with an individual wave type (MJO, ER, Kelvin, or
non-wave component). In this section, in contrast, predictions of the full rainfall signal are analyzed. As a first brief look,
see Fig. 5. The solid curve indicates the predictability of the full rainfall signal, and it is repeated identically in each panel
of the figure. The forecast skill is roughly 3 to 6 days over the Indian and Pacific Ocean regions. This skill represents a
substantial improvement over what was seen for the non-wave component alone (see Fig. 4), which was predictable
for only roughly 1 to 2 days. The improved skill can be attributed to the additional wave types beyond the non-wave
component: the CCEWSs and the MJO.

In what follows, to provide a more detailed view of the full rainfall signal, wave-exclusion studies are also used in
order to assess the contribution of each wave type to overall predictability (Sec. 4.1). Also, to assess predictability on

different length scales, the planetary length scales (zonal wavenumbers -5 to +5) are investigated in Sec. 4.2.

4.1 Wave-Exclusion Studies

In this section, we ask: How important is each individual wave type for the predictability of the full rainfall signal? To
investigate this question, we exclude the predictions of one wave type in predicting TRMM rainfall data, and evaluate the
resulting decrease in predictability. To exclude a wave type, two methods are examined: either (i) setting the prediction
of the wave's signal to be zero, or (ii) using a persistence prediction for that wave type. While we are changing the
predictions for the component of the one wave type of interest, all the other components of the signal are kept being
predicted by cOU processes, as in our standard methodology.

The main results of the wave-exclusion studies are shown in Fig. 5. The forecast skill is presented as a function
of longitude. With all wave types predicted and none excluded, the precipitation is most predictable over the Indian
Ocean to Pacific Ocean regions, where the predictability is roughly 3 to 6 days, aside from the longer predictability of 9
days near 120E. When one wave type is excluded, a substantial loss of predictability is typically seen. In particular, if
either the MJO, ER, or non-wave component is excluded, then a loss of predictability of several days can be seen over
the Indian Ocean and Pacific Ocean regions.

For the Kelvin wave, on the other hand, the results are somewhat mixed. Little predictability is lost if the Kelvin
wave is excluded by predicting it to be zero. Over many parts of the Indian and Pacific Oceans, no predictability is lost,
and over other parts of the tropics, the loss is 1 to 2 days of predictability. Given that the overall predictability is only 1
to 2 days for many regions outside the Indian and Pacific Oceans, one could possibly view this as a substantial loss. Also,
if the Kelvin wave is instead excluded by using a persistence forecast, then a substantial loss in predictability is seen:
roughly 1to 4 days.

Two factors are perhaps sufficient to explain each wave type’s importance: decorrelation time and variance. The
decorrelation time (y~') has a rough correspondence with the predictability, as seen in Table 1 (see also Figs. 2, 3, and 4).
For instance, the MJO and ER waves have the longest decorrelation times and predictability, whereas the non-wave
component and Kelvin waves have shorter decorrelation times and predictability. However, decorrelation time alone
is not enough to explain the contribution of each wave type to the predictability of overall rainfall. For instance, the
MJO and non-wave component have somewhat similar contributions based on the wave exclusion studies (Fig. 5), yet

the non-wave component has a very short decorrelation time. Hence, a second factor is needed to explain why the
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FIGURE 5 Panel a: Forecast skill for predicting TRMM data (wavenumber from -15 to 15) with cOU processes for
all wave and non-wave components. Panel b-e: Forecast skills for predicting five-years TRMM data (wavenumber from
-15 to 15) with different predicted MJO (Panel b), ER wave (Panel c), Kelvin wave (Panel d) and non-wave component
(Panel e). Three forecast methods are used wave-exclusion studies: cOU prediction (pink), persistence prediction (blue)
and prediction with all zeros (green).

non-wave component has an important contribution: variance. The variance (or, rather, its square root, the standard
deviation) is shown for each wave type in Fig. 6. The non-wave component has the largest standard deviation of all
wave types, so substantial predictability will be lost if a poor forecast is used for such a large share of the total standard
deviation. In this way, each of the wave types has an appreciable contribution to the overall predictability of rainfall, due
to along decorrelation time or a large variance or a combination of these factors.

4.2 Planetary-Scale Predictions

In the results above, the equatorial synoptic length scales (zonal wavenumbers -15 to +15) were considered, in order to
include effects of many CCEWs. Instead, if we are only interested in the large-scale variations of rainfall, is it possible to
achieve better prediction skill?

This question is now investigated by considering only zonal wavenumbers k = —5to 5, in order to represent the
planetary-scale zonal variations of rainfall. One might expect enhanced predictability if only the largest scales are

considered, consistent with the general idea that spatial averaging will improve forecast skill (e.g., Li and Stechmann,



YING LI & SAMUEL N. STECHMANN | 15

a. b.
0 SD for different signals : SD(One Wave Type)/SD(TRMM Data)

8 B 1 08 [ 4
£ 06} ]
£
£

04r 7
0.2 b

0 60E 120E 180 120W 60W 0 0 ' ; ' ! '
—MJO —Non-wave Component (k = -15 to 15) 0 60E 120E 180 120W 60w 0

—ER —TRMMsignal 1 (k=-15t0 15)
Kelvin—TRMM signal 2 (k = -720 to 719)

—MJO —Kelvin
—ER_—Non-wave Component (k = -15 to 15)

FIGURE 6 Panel a. Standard Deviation (SD) for different signals: MJO, ER, Kelvin, Non-wave component (k=-15 to
15), true signal from k=-15 to 15 of TRMM data and the original TRMM data (all wavenumbers,from k=-720 to k=719);
Panel b. Standard deviation of the each wave type signal (MJO, ER, Kelvin, Non-wave component) over the standard
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2018). Exactly how much improvement is seen? The predictability is shown in Fig. 7. The forecast skill is quite long:
roughly 10 to 20 days over the Indian and Pacific Ocean regions. Comparing Fig. 7 to the forecast skills for wavenumbers
from-15 to 15 in Fig. 53, the forecast skill for the planetary scale predictions has very significant improvements from
60°E to 150°W. The planetary scale predictions are overall about 5-15 days more predictable in these areas, particularly
near 120°E and 180° with about 10-15 days improvements in forecast skills.
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FIGURE 7 Forecast skills for predicting five-years TRMM data on planetary scales (wavenumber from -5 to 5) with
different prediction methods for the MJO.

The dominant coherent wave signal on planetary scales is the MJO. How important is the MJO to the predictability
of rainfall on planetary scales? To investigate this question, a wave-removal study is implemented where the MJO is
removed in one of two different ways: predict the MJO-associated rainfall is zero, or use a persistence prediction for the
MJO-associated rainfall. The results are shown in Fig. 7. The forecast skill of tropical rainfall is significantly decreased
when the MJO is removed from consideration. Specifically, the forecast skill is only 4 to 7 days over the Indian and
Pacific Ocean regions if the MJO is removed. Hence, the MJO plays a crucial role in the predictability of rainfall on
planetary scales, and it contributes up to 15 days of additional predictability.
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5 Comparing predictability of precipitation versus cloudiness (OLR)

Besides precipitation, another quantitative measure of moist convection is OLR. OLR data is commonly used as a proxy
for cloudiness, for many purposes, such as identifying CCEWSs or the MJO (e.g., Wheeler and Hendon, 2004; Kiladis
et al,, 2014). In prior studies on predictions of CCEWs and the MJO, Dias et al. (2018) analyzed precipitation whereas
Janiga et al. (2018) analyzed OLR. The predictability could possibly vary significantly depending on which data is used,
since, e.g., OLR and precipitation represent distinct physical quanitities with potentially different properties. In this

section, we investigate the predictability of OLR, and we compare it with the predictability of precipitation.

For comparing OLR and precipitation, results are shown in Fig. 8, and can be summarized as follows. On the one
hand, for the broad conclusions regarding comparisons of different wave types, the results are essentially the same, and
they are therefore not repeated in detail for the OLR case. For instance, whether OLR or precipitation data is used, each
of the wave types is seen to have an appreciable contribution to the predictability of the full rainfall signal. The detailed
amounts of each wave’s contribution can be different for OLR versus precipitation, as illustrated in Fig. 8 for the case
of the non-wave component (see section 4 for a note about the enhanced predictability of the non-wave component
near 120E longitude). Nevertheless, the broad conclusion remains the same: each of the wave types has an appreciable
contribution.

On the other hand, one clear difference between OLR and precipitation is that OLR is generally speaking more
predictable. Fig. 8 quantifies the difference in predictability. The larger predictability of OLR is seen whether viewing
individual wave types or the full rainfall signal. The detailed amount can be different for different wave types; for
example, for the non-wave component, Fig. 8 shows that OLR is more predictable than precipitation by only roughly 1
to 2 days at most locations, whereas for the full rainfall signal, OLR is more predictable than precipitation by roughly 5
to 10 days at many locations over the Indian and Pacific Ocean regions. Other wave types, such as the MJO (not shown),
are also noticeably more predictable in terms of OLR versus precipitation.

As some additional sensitivity tests, beyond considering two quantities (precipitation and OLR), we also analyzed
the impact of using only zonal wavenumbers -15 to 15 in the predictions. In other words, recall that only the synoptic and
planetary scales (zonal wavenumbers -15 to 15) have been considered throughout the present paper. Such a choice was
made in part because the predictability of wavenumbers with 10 < |k| < 15is already low (see Table 1 and Fig. 2) and in
part because the focus was on CCEWSs and the MJO. The predictability of higher wavenumbers (|« | > 15) is low, but they
could influence the overall predictability if they account for significant variance. To investigate, we now ask the question:
If only zonal wavenumbers -15 to 15 are predicted, and if all higher wavenumbers are predicted to be zero, and if the
prediction is assessed via comparison with the full dataset (including |k| > 15), then what is the resulting prediction
skill? In other words, if only wavenumbers -15 to 15 are modeled, how skillfully can the full dataset (including |k | > 15)
be predicted? The results are shown in Fig. 8c for the full TRMM rainfall dataset, which includes zonal wavenumbers
-720 to 720. The predictability drops significantly, consistent with the fact that the higher wavenumbers (smaller scales)
contribute an appreciable amount of variance and tend to be less predictable (e.g., see Table 1 and Fig. 2). A similar drop
in predictability is also seen for OLR in Fig. 8d, although the higher resolution comparison is not too drastically different
inits predictability compared to the standard case. OLR predictability may be less sensitive to changes in resolution
because it is generally more smoothly varying than precipitation, or possibly because the higher resolution OLR data
includes only wavenumbers -72 to 72 (as opposed to the precipitation case which includes wavernumbers -720 to 720
at its highest resolution).
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FIGURE 8 Forecast skills for the non-wave component of (a) TRMM and (b) OLR. Forecast skills for the full signal
including all wavetypes for (c) TRMM and (d) OLR. Red bar is for the forecast skill from the comparison between the
predictions of 31 wavenumbers and the 31 wavenumbers of the true signal, green bar is for the forecast skill from the
comparison between the predictions of 31 wavenumbers and the true signal with all wavenumbers.

6 Discussion

In this section, several additional tests are discussed, along with some additional discussion and comparisons with other
studies.

While the results above were obtained using daily data, another version of TRMM rainfall data is also available as
3-hourly data, which offers additional possibilities, such as the resolution of WIG waves. As one test with the 3-hourly
data, we compared two cases: one case where WIG waves were treated as its own wave type and another case where
WIG waves were included with the non-wave component. In these tests, for each time available in the time series, a
24-hour running time average was used to average over the effects of the diurnal cycle; note that the result is still a
3-hourly time series, although each data point corresponds to a 24-hour time average. In comparing these two cases,
the results were essentially the same, suggesting that, at least when analyzed after a 24-hour running time average,
the WIG waves do not contribute a substantial addition to the predictability. This is possibly due to the fact that the
spectrum is red, so the variance of high-frequency waves such as the WIG waves is a relatively small contribution to the
overall rainfall variance and predictability.

Other sensitivity studies were also carried out to examine different ways of modeling the non-wave components.
Since the non-wave component has a wide range of frequencies, whereas the CCEW types were defined over more
restrictive ranges of wavenumbers and frequencies, one may want to examine alternative methods where the non-wave
component is divided into subcomponents. Two alternative cases were considered. First, the non-wave component
was divided into the two subcomponents of oscillation periods less than 5 days and greater than 5 days. As a second

case, three components were used: periods less than 5 days, between 5 and 10 days, and greater than 10 days. In these
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alternative cases, the forecast skill for the non-wave components are nearly the same as in the standard case in Fig. 2
and Table 1. For the different wavenumbers, the skill is either the same as in the standard case, or sometimes 1 day
better skill, and 2 days better skill for a small number of wavenumbers. Hence the precise forecast skill of the non-wave
component changes a little if different methods are used, but the overall broad conclusions about different wave types
still hold.

It is interesting to make some further comparisons with other prior work. For instance, practical and intrinsic
predictability of multiscale weather and CCEWs over Indian Ocean were investigated based on the Weather Research
and Forecasting (WRF) Model in Ying and Zhang (2017). They found that the practical predictability limit decreases
rapidly as scale decreases along with many other interesting error analysis and results about the predictability. More
specifically, one of the conclusions in Ying and Zhang (2017) is that precipitation has a more limited predictability in
comparison to other variables, and its practical predictability limit is only 3 days for large scales and < 12 h for the
smaller scales. Both the decreasing predictability for smaller scales and the limited predictability of precipitation are
also reflected in the present paper to some extent. In other work, Neena et al. (2014) estimate MJO predictability to be
20-30 days based on single-member hindcast and 35-45 days based on ensemble-mean hindcasts, respectively. Those
results are somewhat consistent with the 20-30-day predictability of the MJO estimated in the present paper, although
it is difficult to compare in detail due to the different quantities predicted. Neena et al. (2014) focus on predictions
of the real-time multivariate (RMM) MJO index of Wheeler and Hendon (2004), which is based on zonal winds and
OLR, variables that are typically seen to be more predictable than precipitation, which was the variable of focus in the
present paper. Beyond these examples of prior work, there are also a number of other interesting papers that examine
the practical predictability of current models (e.g., Wheeler et al., 2017; Kim et al., 2018; Vitart and Robertson, 2018,

and references therein).

7 Conclusion

In this paper, the main goal was to analyze the predictability of CCEWSs and the MJO, and to assess how important each
wave type is to the predictability of the full rainfall signal. The methodology utilized observational data as much as
possible, in order to avoid the influence of any particular model’s assumptions about detailed physics parameterizations.
Also, the methodology allowed the forecasts to be decomposed into the contributions from each wave type (CCEWs,
the MJO, and a background spectrum or non-wave component), and each wave type was treated with an independent
forecast model. In this way, one wave type could be considered by itself in isolation, or one wave type could be excluded
to measure its influence on the full rainfall signal.

CCEWs and the MJO were seen to provide a significant source of predictability. If the tropics had no CCEWSs nor
MJO, then it would arguably be a tropics where the entire spectrum looks like the non-wave component, or background
spectrum or random scattered thunderstorms (e.g., Hottovy and Stechmann, 2015). Since the non-wave component of
rainfall has a predictability of O to 3 days, whereas the the overall predictability of tropical rainfall was estimated to
be roughly 3 to 6 days, over the Indian and Pacific Ocean regions, one could say that CCEWs and the MJO contribute
approximately 3 additional days of predictability. From a slightly different viewpoint, one could say that CCEWSs and the
MJO double the range of predictability, from 0-3 days to 3-6 days. These results help to quantify the importance of
CCEWs and the MJO, in terms of rainfall predictability, as an alternative measure of importance beyond more traditional
measures such as climatological variance (e.g., Takayabu, 1994a,b; Wheeler and Kiladis, 1999).

Two factors are perhaps sufficient to explain the importance of each wave type: decorrelation time and variance.
For the first factor, if a wave type has a long decorrelation time, then it is also likely to be predictable at long lead

times. For the second factor, if a wave type has a large variance—i.e., if it contributes a significant fraction of the overall
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variance—then it is likely to make a significant contribution to the overall predictability as well. In the case of the
non-wave component, which has largest contribution to variance of all mode types, the contribution is to limit the
overall predictability to several days, in opposition to the other wave types, such as the MJO, which are more predictable
but which have lesser contributions to the overall variance. The wave-exclusion studies of section 4 helped to quantify
the contributions of each wave type, and to illustrate the importance of the two factors of decorrelation time and
variance.

In a comparison of two datasets, OLR data was seen to be much more predictable than TRMM precipitation data.
Such aresult is consistent with the well-known general property that OLR data is more smoothly varying in space and
time than precipitation data. Here a quantitative comparison was given in terms of predictability. OLR was seen to be
more predictable than rainfall, over many locations in the Indian and Pacific Ocean regions, by approximately 5 to 10
days. Given that rainfall predictability was estimated to be roughly 3 to 6 days, the additional predictability of 5 to 10
days for OLR is quite large. One implication is that it could be difficult to compare and contrast different studies, such as
Dias et al. (2018) who analyzed precipitation and Janiga et al. (2018) who analyzed OLR.

Finally, results were also provided for another question: What are the decay time scales of CCEWs and the MJO?
Observational estimates of the decay time scales were provided here in Table 1, and they can be compared with the
decay time scales predicted by theoretical models (e.g., Stechmann and Hottovy, 2017; Ogrosky et al., 2019). As a brief
comparison, Stechmann and Hottovy (2017) report theoretical values of MJO decay time scales of roughly 1.5 months
in their standard parameter regime. Here the MJO decay time scale was estimated from precipitation observations to
be roughly 3 months. Note, however, that the 3-month estimate was based on fitting the autocorrelation function for
lags of roughly O to 30 days (in order to provide an accurate forecast for these relatively short lag times). Instead, if the
autocorrelation function were fit for longer lags, such as 0 to 100 days (see Fig. 1a,d), then an estimate of roughly 1.5
months would be more appropriate, based on the decay of the autocorrelation function from lag O to a lag of 50 or 100
days. As another estimate, if OLR is used instead of precipitation data, we found decay times of roughly 1.7 months
for zonal wavenumbers 1, 2, and 3. In brief, while different methods could lead to different decay time scales from
observational estimates, and while different parameter values could lead to different decay time scales from theoretical
models, there is some broad agreement between observations and theory in this preliminary comparison. It would
be interesting in the future to make a more detailed comparison between theoretical and observational estimates of
CCEW and MJO decay time scales.
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