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Abstract. A variety of stochastic models have been used to describe time series of precipitation or rainfall.
Since many of these stochastic models are simplistic, it is desirable to develop connections between the stochastic
models and the underlying physics of rain. Here, convergence results are presented for such a connection between
two stochastic models: (i) a stochastic moisture process as a physics-based description of atmospheric moisture
evolution and (ii) a point process for rainfall time series as spike trains. The moisture process has dynamics
that switch after the moisture hits a threshold, which represents the onset of rainfall and thereby gives rise to
an associated rainfall process. This rainfall process is characterized by its random holding times for dry and
wet periods. On average, the holding times for the wet periods are much shorter than the dry ones, and, in
the limit of short wet periods, the rainfall process converges to a point process that is a spike train. Also, in
the limit, the underlying moisture process becomes a threshold model with a teleporting boundary condition.
To establish these limits and connections, formal asymptotic convergence is shown using the Fokker—Planck
equation, which provides some intuitive understanding. Also, rigorous convergence is proved in mean square
with respect to continuous functions of the moisture process and convergence in mean square with respect to

generalized functions of the rain process.

1 Introduction

Time series of precipitation or rainfall display highly irreg-
ular behavior, as illustrated in Fig. 1, and many valuable
models have been based on stochastic processes. A vari-
ety of different stochastic models have been used, includ-
ing renewal processes, Markov chains, Poisson processes,
and point processes (Green, 1964; Katz, 1977; Richardson,
1981; Smith and Karr, 1983; Foufoula-Georgiou and Let-
tenmaier, 1987; Rodriguez-Iturbe et al., 1988; Cowpertwait
et al., 1996; Wilks and Wilby, 1999). The many applica-
tions of these models include weather forecasting, stochas-
tic weather generation, climate impact assessment, climate
model downscaling, hydrological modeling, ecological mod-
eling, and agricultural modeling.

Commonly, stochastic models for rainfall are empirical —
i.e., based mainly on fitting the model behavior to match ob-

servational rainfall data — rather than based mainly on the
underlying physical laws. Nevertheless, it is desirable to re-
late the stochastic models to physical principles, to the extent
possible. Here, we investigate such a relation.

In particular, the goal of the present paper is to prove a
connection between (i) a point-process description of rainfall
time series and (ii) a physics-based model for the stochas-
tic evolution of moisture. At first glance, the point-process
model appears to be somewhat disconnected from basic
physical laws based on mass, momentum, and energy. How-
ever, the point-process model can be seen to arise from the
underlying evolution of moisture (which is the mixing ratio
of water vapor in the air) (Abbott et al., 2016). Here, this
connection is demonstrated via formal asymptotics on the
Fokker—Planck equation and proved rigorously in the mean-
square sense.
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Figure 1. Sample precipitation time series from observations at (a) Manus Island and (b) Nauru reproduced from Fig. 3 of Abbott et al.
(2016) with permission from the authors. The latter two panels are stochastic model simulations of (c) the rain rate process o € (¢) with finite

rain rate r and (d) o (¢) as the point process.

To be more specific, a point-process model of rainfall can
be viewed as a spike train, as in Fig. 1d, where a rainfall
event is an instantaneous spike. The point process could be
defined and characterized by the random waiting time, 79,
of the duration of the “dry spell” in between rain events. As
an empirical model of rainfall, one could estimate the prob-
ability density function (pdf) of t¢ based on observational
data (Peters et al., 2010; Deluca and Corral, 2014). For such
an empirical approach, one could use data of rainfall time
series alone, without appealing to any physical laws or any
other type of observational data (humidity, wind speed, etc.).
Similarly, beyond point processes, one could use a renewal
process as a model of rainfall time series, as in Fig. 1c, by in-
troducing a finite (and possibly random) time 7" for the dura-
tion of the rain event. Again, as in the case of a point process,
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one could use a renewal process as an empirical model, based
on data of rainfall time series alone, without appealing to any
physical laws or any other type of observational data. How-
ever, it would be desirable to show that the point-process and
renewal-process models can also arise from more physically
based underpinnings.

Here, as mentioned above, a point-process model of pre-
cipitation will be linked to the evolution of moisture to pro-
vide a more physically based foundation of the point-process
model. The moisture model used here is a continuous-time
stochastic process for g(t), which represents the amount of
water vapor in a column of the atmosphere, as an anomaly
from a baseline level, at time ¢ (Stechmann and Neelin,
2011, 2014; Hottovy and Stechmann, 2015b; Abbott et al.,
2016; Neelin et al., 2017). For example, the anomaly ¢(¢) =0
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corresponds to 62 mm of moisture in the column, and ¢ () =
b =3 mm will be an upper threshold of 65 mm of moisture
in the column.

The ¢ (t) process is governed by the stochastic differential
equations (SDEs)

dg(®) =

m dt + Do dW;
—r dt+ Dy dW,

foro(t)=0
foro(t)=r

. q=0, c(=0, (1)

where m and r are the moistening and rain rates, respec-
tively, and Dy and D are the constant diffusion coefficients
which capture the fluctuations of moisture during the respec-
tive states and W; is a standard Wiener process. The quantity
o(t) is an indicator function for rain, and the dynamics of
o (t) switch from O to r when g(¢) reaches a fixed threshold
b > 0. For instance, supposing that (g(0), o (0)) = (0, 0), then
o(t) =0 until the time #; = inf{r > 0: ¢(t) = b}, at which
time the value of o switches to o (t) = r. Then o () switches
back to zero at a later time when the moisture has been de-
pleted to the lower threshold (g(¢) = 0). Figure 2a, b show
a realization of the processes ¢(¢) and o(¢). The process
o(t) can be viewed as a renewal process, with random du-
rations ¢ and " of dry spells and rain events, respectively,
although o () is not just a standalone renewal process, since
it arises from the underlying dynamics of moisture g. The
moisture in the column can potentially reach negative val-
ues, i.e., ¢(f) < —62, on very rare occasions. This effect is
due to the idealized nature of the model.

The threshold behavior of Eq. (1) is a fundamental fea-
ture of the moisture—rainfall relationship that is seen in na-
ture (Peters and Neelin, 2006; Deluca et al., 2015), and it is
a basic aspect of many more complex moisture models and
convective parameterizations as well (Lin and Neelin, 2000;
Frierson et al., 2004; Khouider and Majda, 2005; Khouider
et al., 2010; Hottovy and Stechmann, 2015a; Stechmann and
Hottovy, 2016; Ahmed and Neelin, 2019; Mueller and Stech-
mann, 2020; Huang et al., 2022). Sometimes the threshold is
also called a trigger (Hernandez-Duenas et al., 2019). The
threshold can be viewed as the threshold for the release of
moist convective instability, and the moisture ¢ is used as the
physical quantity that governs the onset of moist convection.
In this way, Eq. (1) is a physically based model of atmo-
spheric moisture, and, from it, one can obtain a rainfall time
series as a secondary or auxiliary quantity.

The main purpose of the paper is to define and show con-
vergence of the threshold model in Eq. (1) as r — oo to a
point-process model of rainfall. For example, on the level of
renewal processes, " — 0, and thus o () converges to a pro-
cess that is zero everywhere and that has spikes at infinity
after random durations of length 9. That is, o (¢) converges
to a Dirac delta process. However, o (¢) is right-continuous
and has left-hand limits, whereas the spike train is not. Thus,
the mode of convergence is not clear. For ¢(¢) the limit is also
unclear but will be redefined in a way to show convergence
with respect to the topology on continuous functions with
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the uniform metric. In this study, the limiting processes are
defined (in Sect. 2), and convergence is shown both heuristi-
cally (for the Fokker—Planck equation) and rigorously.

Some of the novel aspects of this work are as follows.
The limit jump process ¢(¢) has an associated Fokker—Planck
equation that is derived using a matched asymptotic method.
The resulting Fokker—Planck equation has a peculiar bound-
ary flux condition which defines a “teleporting” boundary
condition of ¢(¢). The processes are decoupled into evapo-
rating and precipitating processes. Only after this decoupling
can convergence of the evaporation processes be shown rig-
orously with respect to the uniform metric on the space of
continuous functions. Also, the rain process o (¢) is shown to
converge rigorously with respect to the generalized function
space. This proof shows convergence of a renewal process
to a delta process. Furthermore, the proof shows what kinds
of bounds are needed for the rain event times " in order for
integrated convergence to hold.

The convergence results shown here have the potential to
impact various other fields. Many fields of study use simi-
lar renewal processes to model different types of phenom-
ena (Cox, 1962). The connections to rain models were made
above. In addition, there has been work in queuing theory
to approximate point processes with renewal processes (e.g.,
Whitt, 1982; Bhat, 1994) and using threshold triggers in fi-
nancial models (Lejay and Pigato, 2019). Thresholds arise
in many applications of piecewise dynamical systems where
the threshold marks a change in the dynamics, as in Fillipov
dynamics and hybrid switching diffusions (Filippov, 2013;
Simpson and Kuske, 2012). The limiting process is similar to
a stochastic resetting process studied in Evans and Majumdar
(2011) and Evans et al. (2020). Here the process stochasti-
cally resets to ¢ = 0 after a random hitting time t¢ which de-
pends on the process. Another interesting connection is with
neuron stochastic integrate and fire models (see Sacerdote
and Giraudo, 2013, for a review). The moisture process with
a finite rain rate is similar to a Wiener process model of a sin-
gle neuron with refractoriness. A similar model was studied
in Albano et al. (2008), where the refractory time was con-
stant. Here, the refractory time is random and coincides with
the rain duration time 7". Thus, the work here is applicable
to understanding the differences in using a model without re-
fractoriness versus a model with a short, possibly random,
refractory time.

The structure of the paper is as follows. The processes
for moisture and rain are defined in Sect. 2. The modes of
convergence are discussed in Sect. 3. The heuristic conver-
gence with the Fokker—Planck equation is shown in Sect. 3.1.
Rigorous convergence of the moistening process E€ to E is
shown with respect to L? in Sect. 3.2, and the rain process o €
is shown to converge to the sum of delta distributions o with
respect to generalized functions in Sect. 3.3. Some important
statistics as well as an analysis of the differences when us-
ing the two processes are shown in Sect. 4. The results are
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summarized in Sect. 5. Technical details of the proofs and
derivations are given in the Appendix.

2 Model description

In this section the moisture and precipitation processes are
defined. First, the underlying moisture process of the renewal
rain process is defined. The processes are defined with a
small parameter € with the limit as € — 0 in mind.

The moisture process g€(¢) € R is defined as the solution
to the SDE,

dg() =

m dt + Do dW,
—E dt + Dy dW,;

for o€ (t

for af(t; . q°(0)=0, o€(0)=0,

@

where m and r/e are the moistening and rain rates, and 0 <
Dy < D are the fluctuations of moisture during the respec-
tive states. Here the small parameter € is essentially the ratio
of moistening and rain rates (times a constant O (1) factor). In
other words, € is the value which makes m /r order 1. In the
tropics, the rain rate is often seen to have values in excess of
15mm h~! (e.g., see Fig. 1a and b). See Fig. 7a in Holloway
and Neelin (2010) for an estimate of a typical moistening rate
in the tropics. There the moistening rate is roughly 0.4 mm
h~!. The rain process o¢(¢) € {0, /€} is defined as follows:
since 0¢(0) = 0, let 7,° = inf{t > 0|¢“(t) = b}. Then o (¢) =
0 for ¢ € [0, 7). Next, let 7y =inf{t > 7 |¢*(t) =0} and
o€(t)=r/e for t € [T, Ty). This process repeats up to an
arbitrary final time T. Define the time intervals 7" and /"¢
as

e =7 0, (3a)
0 =T =T, (3b)
o€ =Tf — 5. (3¢)
n =T T, (3d)

and so on. These are the duration times for dry and rain
events, respectively.

The associated processes, as € — 0, are defined as g(¢) and
o (t) for the moisture and rain processes. (It would perhaps
be appropriate to denote the limiting processes as ¢°(r) and
o%(), to indicate that they arise from ¢¢(¢) and o(¢) in the
limit ¢ — 0. However, we will drop the superscript 0 from
qo(t) and o%(¢) to ease notation.) The moisture process is the
solution to the SDE
dg(t)=m dt 4+ Do dW;, ¢q <b, ¢q(0)=0, @
with the unusual boundary condition as follows: let the usual
stopping time be 77 = inf{t > 0|q(¢t) = b}. Then, at time ¢t =
T1, the process ¢(t) jumps or “teleports” to ¢ = 0. However,
the function is defined as both 0 and b at 7;. For convention,
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the process is defined as cadlag (continuous from the right
with left-hand limits), i.e.,

lim ¢(z) =0, lim ¢g(t)=0, ¢(7;)=0. 5)
t—(T)*

t—(TD)~
Then the process starts over using the dynamics of Eq. (4)
until 7, = inf{t > T1|q(¢t) = b}, and the process repeats. The
time intervals

=T =T, (©)

are the dry event durations. The rain event duration, on the
other hand, is not defined for this limiting process, since rain
events are instantaneous in the intense-rain-rate limit of € —
0.

Example time series of the processes are shown in Fig. 2.
The processes with finite rain rate /e for € > 0 are shown
in panels (a) and (b). Panel (a) is the moisture process g€ (¢)
defined in Eq. (2). The rain rate process is shown in panel (b)
and takes the value r/e when g€ () reaches level b for the first
time (panel a in black) and resets to zero when ¢€(¢) reaches
zero (panel a in gray). This process repeats. The limiting pro-
cesses are shown in panels (c) and (d). Panel (c) shows the
limiting moisture process ¢(¢) defined in Eq. (4), and panel
(d) shows the rain process defined in Eq. (7). The moisture
process is a Brownian motion with positive drift until reach-
ing level b. When ¢(t) = b, the process o (¢) takes an infinite
value, and the moisture process is reset to zero.

From the definition of rid above, the rain point process o (¢)
is defined as

N(T)
ot)=bY 8(t—T. (7
i=1

where N(T) is the random variable of the number of times
the process g(¢) reaches b in time 7. The quantity b arises
because the moisture process g€ loses moisture at a rate of
r/€ per time, on average. The moisture process ¢(¢) loses all
the moisture built up (which is an amount b) instantaneously.

Note that g€(¢) has continuous paths, while ¢(#) has jump
discontinuities. Thus, any mode of convergence between g€
and g with an associated metric (e.g., uniform or Skorohod)
will fail (Kelley, 2017). Nevertheless, there is another way to
define both ¢€ and ¢ in which convergence with respect to
L? with the uniform metric on the space of continuous func-
tions (C[0, T']) can be shown. To do so, g¢(¢) is decomposed
into an evaporating process, E€(t), and precipitating process,
P<(t). These processes are defined as

qgc=1m dt + DodW; forof =0
! 0 forof =rje °
0 forof =0
€ _ t
and  dPy = { —2dt+DydW,; forof =r/e ° ®)

Thus, the moisture process g€(¢) is written as

q€(t) = E(t) + P*(1).
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Figure 2. Realizations are plotted of the processes (a) g€ (z), (b) o€ (¢) for rain rate /¢ defined in Eq. (2) with € > 0 and, on the other hand,
the limiting (¢ — 0) processes (¢) ¢ () and (d) o (¢) defined in Egs. (4) and (7), respectively. Here m = r = 0.4 mm h~! with € = 0.01. Thus,

the effective rain rate is 40 mmh~1.

In the limit, the jumps will be captured in the P€ process.
In the following section it will be shown (see Sect. 3.2) that
E€ — E, where E(t) is defined as the solution to the SDE

dE({t)=mdt + Dy dW;, E(0)=0. ©))

Furthermore, the spike times of the o process, which was
defined above in Eq. (7), could now also be defined in terms
of the E(t) process as 7; = inf{t > 0|E(¢t) =1ib, i € N}, i.e,,
the first passage time of Brownian motion with drift to ib.

3 Convergence to a point process

In this section convergence is shown both heuristically (e.g.,
Sect. 3.1) and rigorously (e.g., Sect. 3.2 and 3.3).

Note that the simplest ideas of convergence break down
when considering pathwise convergence of g€ to ¢ and o€ to
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o. This is because g€ is a continuous process for all € > 0,
whereas ¢ is a process with jumps, o€ is left-continuous with
right-hand limits, and o is no longer left-continuous. Thus,
there is no topology with the associated metric d such that
q¢ — q withrespect to d (Kelley, 2017). However, one could
try to show that g€ converges in a notion weaker than the
Skorohod topology; see Kurtz (1991) for these conditions.
Such convergence would happen in a topology which does
not have an associated metric (see Jakubowski, 1997). This
approach is not pursued here as it is technical and does not
give any insight into the model or approximation.

Instead, we pursue convergence in the following senses.
The next three subsections prove convergence of the vari-
ous processes introduced in Sect. 2. In Sect. 3.1 the Fokker—
Planck equation for g€ is shown to converge (formally) to
a Fokker—Planck equation for g. This derivation gives rise

Nonlin. Processes Geophys., 30, 85-100, 2023
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to an interesting partial differential equation (PDE) with un-
usual “teleporting” boundary conditions. In Sect. 3.2 conver-
gence in paths is shown for E€ to E with respect to the uni-
form metric for continuous functions on [0, T']. In Sect. 3.3
convergence is shown for o€ to o with respect to general-
ized functions. This norm is necessary because o is a sum of
Dirac delta functions. In addition, this convergence is natu-
ral to consider for applications where the errors are analyzed
between using o€ and a point process (o) in, for example, a
climate model or as a model for observational time series.

3.1 Fokker—Planck equation

In this section, we derive the Fokker—Planck equation of
Eq. (4) by taking the formal asymptotic limit, as € — 0, of
the Fokker—Planck equation of Eq. (2). This mode of conver-
gence provides some intuition for the behavior in the € — 0
limit.

The Fokker—Planck equation for Eq. (2) (see Hottovy and
Stechmann, 2015b) is composed of two densities. These den-
sities are denoted pg and p; for the dry state (o€ = 0) and the
rain state (o€ = 1), respectively. These densities evolve ac-
cording to the following Fokker—Planck equations:

D2

9po = —mdgpo+ =100 = 8(@) 1,
—oo<qg<b,t>0, (10)
r D% 2
dp1 = =031+ —-9;01+8(g —b) fo,
€ 2
0<qg<oo, t>0, (11)

where the fluxes f; are defined as

D2
folg, 1) =mpo(q,t) — Tanp()(q, )

(12a)
r D12
and with the following conditions,
po(b, 1) = p1(0,1) =0, (13)
o
/po(q,t)+p1(q,t)dq=1, 1=0, 14
—00

which are absorbing boundary conditions and the normal-
ization condition, respectively. This implies that once the
particle reaches g =b (or g =0), the particle is removed
and added to the state 0 =1 (or o = 0) (Gardiner, 2004).
Thus, the particle reaches ¢ = b but cannot be found there:
po(b,t) = 0. Note that the flux terms in Egs. (12a) and (12b)
contain pq, p; terms and their derivative. If the derivatives
are zero, then the absorbing boundary conditions would im-
ply that the Dirac delta coupling terms in Egs. (10) and
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(11) are zero. However, this is not the case. The Fokker—
Planck equation must be solved on three separate intervals
of (—00,0], [0, b], and [b, 00). This leads to points of non-
differentiability for pg and p; at ¢ =0 and g = b. For an ex-
ample, see the stationary solutions in Sect. 4 and Fig. 3.

To obtain Egs. (10) and (11), a further approximation is
used. In Hottovy and Stechmann (2015b), g(¢) is modeled
similarly to Eq. (2), except that the o process switches states
at a random time with rate A after g(¢) reaches the threshold.
Call this process g*(¢). The Fokker—Planck-type equation for
g’(t) uses terms from the master equation (see Gardiner,
2004, Sect. 3.5). The Fokker—Planck equation in Eqgs. (10)
and (11) is derived by taking an asymptotic of the equations
for qA and taking a limit as A — oo, that is, as the random
switching time becomes small.

One interesting property of these Fokker—Planck equations
is the appearance of Dirac delta source terms, which rep-
resent transitions between the dry state and the rain state.
For instance, in Eq. (10), a Dirac delta source term arises
at ¢ =0, and it represents the transition from the rain state
(o€ =1) to the dry state (6¢ = 0) when the (raining) mois-
ture process reaches the lower threshold at ¢ = 0. The magni-
tude of this Dirac delta source term is — f1|4—0, Which is the
outward flux of p; at the lower threshold, ¢ = 0, as defined
from Eqgs. (11) and (12b).

The proposed limit as € — 0 for the Fokker—Planck equa-
tion is

2

Dy o
0 po = —m3gpo + 734,00 + folg=b6(q),
—o00o<qg<b, t>0, (15)
o1 =0, (16)

with the following conditions:

po(b,1) =0, (17)
b
/po(q,t)dq=1. (18)

This Fokker—Planck equation is much different than the cou-
pled system of Egs. (10)—(11). For example, the coupled sys-
tem is defined for all —0co < g < 0o, whereas Eq. (15) is only
defined for —oco < g < b. This is because the boundary g = b
becomes impassable due to the teleporting boundary, or, in
physical terms, the rain rate is so strong that the moisture g
moves above the threshold b by only a small O(e) amount
that vanishes as € — 0. The restriction of g can be seen in
the stationary densities in Sect. 4. There, the stationary den-
sity for state 0€(#) = 1 decays to zero quickly. Another in-
teresting property of this Fokker—Planck equation is that the
absorbing boundary condition at ¢ = b in Eq. (17) is actually
coupled to a Dirac delta source at ¢ = 0 in the Fokker—Planck
Eq. (15). In this coupling, the flux fy|4=p of absorption at
the boundary is also equal to the magnitude of the source
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folg=b6(q) which inserts mass at ¢ = 0. Therefore, when the
process is absorbed at ¢ = b, it is reinserted at ¢ = 0, and in
this way it represents a teleporting boundary condition.

The convergence of the time-dependent Fokker—Planck
Egs. (10)—(11) is shown through an asymptotic expansion
in the Appendix. The analysis is shown for the full time-
dependent Fokker—Planck equation to show that the tran-
sient solutions to these equations also converge as € — 0.
The method used is a matched asymptotic expansion argu-
ment (Bender and Orszag, 2013). This argument shows how
the interesting delta function condition of the probability flux
arises in Eq. (15).

3.2 Pathwise convergence

Rigorous mathematical convergence is now considered. For
this section and the next, a useful lemma is first stated and
proved. In essence, the lemma states that, for a finite time in-
terval [0, T'], it is (exponentially) unlikely that a large number
of rain events will occur.

Lemma 1. Let N¢(T) be the number of rain events
for the q€ process defined in Eq. (4). Then, for 0 <s <
min{rb/e D3, mb/D?},

Nmb 2D?s
2 I+ 2
Dy m

PNC(T)=N)<exp{sT — —1

The proof of the lemma is contained in the Appendix. This
lemma shows that the probability of N events decays expo-
nentially in N. With this lemma, pathwise convergence is
now considered. Recall from the discussion at the beginning
of the section that we consider convergence not for g€, but
for the evaporating process E€. Convergence from E€ to E
is shown in L%(§2) with respect to the uniform metric on the
space of continuous functions C[0, T'].

Theorem 1. Let g; be defined as
qt€ = Ete + Ptéa

where E;, Pf are solutions to the SDEs in Eq. (8). Further-
more, let E; be defined as the solution to Eq. (9). Then,

2
lim E sup |E; — Ey| =0. (19)
e—0 0<t<T

This theorem shows that the moistening process E€ con-
verges to the process E as € — 0. Furthermore, the moisten-
ing process E contains all the dynamics of the joint (E, o)
process. The rigorous proof is shown in the Appendix. The
proof relies on the processes E€ and E being driven by the
same white noise process. Thus, they converge to each other
by showing that the first two moments of "¢ converge to
zero (see Eq. A27).
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3.3 Distributional convergence

In this subsection L?(2) convergence of o€ to o is shown
with respect to a generalized function norm. This norm is
considered here due to the nature of the delta function. It is
also a natural norm to consider as it is an integrated error.
That is, this norm considers the accumulation of errors after
running the model for time 7" > 0.

Theorem 2. Let ¢:[0,T)—> R be a test function in
CX(0,T). Let 0¢(t) and o (t) be defined as in Egs. (2) and
(7), respectively. Then,

giiI})E[I(GE(I),¢(I)) — (o), p)*1=0, (20)
where
T
(f(@®),g@®) Z/f(t)g(t) dr. 21
0

The technical details of the proof are given in the Ap-
pendix. The procedure is similar to the proof of Theorem 1.
Howeyver, here the case for different numbers of rain events in
the time interval 0 <t < T for the processes o and o€ must
be considered in a different way (see Eq. A45). This leads
to needing estimates of the first four moments of the event
duration t"€.

4 Statistics and applications

In this section, important statistics and applications of the
processes (¢€,0€) and (¢, o) are presented. These statistics
show the differences between the processes and give moti-
vation for the approximations. These include the stationary
Fokker—Planck solution, the rain and dry event distributions,
the rain fraction, and an application of Theorem 2.

4.1 Stationary Fokker—Planck equation

Here the analytical solutions to the stationary Fokker—Planck
equation are given. The stationary Fokker—Planck equation
for the process g€ is

2

D
0=—mdypi° +52906° —8@hi, —o0<g<b, (22

2

r D
0=—0,p(° + =35 p1° + (g = b fo,

5 % 0<g<oo, (23)

with the conditions

po(b,t) = p1(0,1) =0, (24)
/po(q,t)er(q,t) dg=1, t>0. (25)
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Figure 3. Stationary probability density functions (pdfs) for the
p8° density (black line) and eploo density for values of € =
1,0.5,0.25,and 0.1 (gray lines). The dashed line is the limit shape
of the p‘l’o density scaled by el

The analytical solutions are found in Hottovy and Stechmann
(2015a) and are reproduced here. They are

w()_li 1 —ex _2_r
ISV _br/e+m p GD%q ’

forO0<g <b (26)
1 m 2r
00 =11 - ——b
D= eXP( eD? )
2
exp <——rz(q - b)) , for0=g=<b, @7n
€Dy

and similarly for p;°. The densities are plotted in Fig. 3. The
black curve is the pi° density for one value of € = 1. For
the other masses pg° changes very little (order €) and is not
shown. The density o7 is plotted in gray for various values
of €. The density is scaled by € ~!. The dashed gray line is
the limiting shape. Thus, as € — 0, the density is a uniform
distribution on the interval [0, b] that tends to zero. Note that
the absorbing boundary conditions from Eq. (24) are satis-
fied (py°(b) = 0 and p{°(0) = 0). However, their derivatives
(the fluxes) are nonzero. Thus, the Dirac delta terms in the
Fokker—Planck equation are nonzero.

4.2 Event duration

Another statistic studied here is the event duration probabil-
ity density. This density gives information on the probability
of a dry/rain event lasting time # minutes. For the process g€,
both the dry and rain states are Brownian motions with drift
(m for dry and r/e for rain). Thus, the event duration den-
sities are the first passage to g = b densities for Brownian

Nonlin. Processes Geophys., 30, 85-100, 2023
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Figure 4. Event duration pdfs for dry events (pg; black line) and
rain events (o1, gray lines) for e =1,0.5,0.25,and 0.1. The dashed
line is for € = 0.01.

motion with drift (Gardiner, 2004, Sect. 5.5.1). These den-
sities were found in Stechmann and Neelin (2014) and are
reproduced here. The event duration density for a rain event
is

b . rb . —b?
= —eXpy —= (Xpy —=
T fmpr D3 |20k

—rt |, (28)
€X )
P 262D%

and similarly for the dry event duration po;. The density for
rain events changes with €, while the dry event density does
not. The rain event duration has cutoffs for short and long
times. They are

_ b? , 262D}
short-time cutoff: —; long-time cutoff: 7
2D r

7

1
The short-time cutoff is independent of €, while the long-
time cutoff tends to zero in O(e?). This implies that for
smaller €, the extreme events are being cut off quickly.
Hence, in the € — 0 limit, extreme rainfall events do not oc-
cur. In order to preserve extreme rainfall events in a point-
process model of rainfall, the rain rate amplitude would need
to be modeled as a stochastic process, since rain event dura-
tions are assumed to be short (see Sect. 4.5).

These densities are plotted in Fig. 4 on a log—log scale. The
dry density pq; is the black curve. The rain event duration
density py; is plotted in gray for various values of €. The
dashed gray line is a density for small € = 0.01.
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4.3 Average cloudiness

The average cloudiness is the fraction of time that the sta-
tionary process is in the rain state o > 0. It is defined as

e ¢]

Elo/(r/e)] = / p(q) dg.

0

where p{* is the solution to the steady-state Fokker—Planck
Eq. (23). For the process o€, it is

Elo¢/(r/e)] =

m+rje
Furthermore, the variance of the average cloudiness is

1 >_m+r/6—1

var(o®/(r/€)) = mtr/e (1 Cm+rfe) T (m+r/e?

The average cloudiness is zero when using the point-process
model o. However, for o€ as ¢ tends to zero, the average
cloudiness and its variance are O(€) and nonzero.

4.4 Total rainfall

For an example of using the results of Theorem 2, consider
calculating the total rainfall at a specific grid point of a global
circulation model. Define the rainfall time series at a point as

A(t) = o (D¢, (29)

where o encodes the rainfall rate, and ¢»(¢) = 1 when there is
a cloud (or rainfall) and ¢(¢) = 1 otherwise. One question is
what the impact is on total rainfall in a simulation of time T
between the rain processes o€ and o.

Theorem 2 states that the integrated difference of the total
rainfall tends to zero. That is,

T T
Elig%)/IAé(t)—A(t)I dl:/lag(t)qﬁ(t)—a(tw(t)l dr. (30)
0 0

The proof of the theorem in the Appendix yields more infor-
mation than that. For example, if it is known that there are N
rain events after time 7', then estimate Eq. (A45) yields

T

ul 2
/'Aé(’) RUCEDD ((2) K2E[z 4
0 i=1

r 2
[
+E[I6(T5_) = (TP ). 31
where the probability of N events is one and where the final

remainder term has been dropped (for clarity of this calcula-
tion). Here K is a global bound on the function ¢. For this
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example, K = 1. From the estimates in the proof, the right-
hand side is bounded by terms which have the first four mo-
ments of the event duration time t"€, the global bound K
of ¢, and the number of rain events. Thus, Theorem 2 and
its proof give details on the differences for key atmospheric
elements when using the rain processes o€ and o.

4.5 Modifications for the point-process model

The issue of how to use a finite-event-duration model to
inform parameter selection is discussed in this subsection.
There are two potential points of concern with the point-
process model. One is that the point-process model o (¢) has
rain events of duration zero, whereas the rain process model
o €(t) has rain events of duration 7¢". Thus, for time T,

N(T)
T = Z 'L'id + 'Cl-e’r,
i=1

where NV (T) is the random number of rain events in T time.
For finite € > 0 the value of A/(T') is larger than for the point-
process model, on average.

There are many potential solutions for the issue of zero-
event times for the point-process model. One example is to
modify the dry-duration pdf to account for the small but finite
size of rain events. That is, let ¥ be a random variable which
models a finite-size rain event. For example, see Eq. (28).
Define
=yt
as a new dry event random variable. This new event distri-
bution would account for the rain event within the dry event.
As for the moisture process ¢, once the threshold of g =b
is met, the process then holds at b for a random time of t’.
Then the process would jump to g = 0.

Another potential modification is the definition of rain
amount. For the model with finite € > 0, for each event the
model rains b amount over a random time t"€. For the point-
process model, the model rains » amount instantaneously.
Here the discrepancy between the two models is captured in
Theorem 2, and the example of total rainfall is the example
in Sect. 4.4. A possible modification to the model would be
to use a finite-event-duration model to help assign a random
magnitude to each point-process model event. For example,
let b; be random variables with some distribution from a
finite-event-duration model which accounts for random rain
amounts. Then the point-process model can be modified from
Eq. (7) as

N(T)

o(t)y= Y bist—T)). (32)
i=l1

5 Conclusions

In this paper, a threshold model for moisture and rain was
shown to converge to a point process and related processes

Nonlin. Processes Geophys., 30, 85-100, 2023



94 S. Hottovy and S. N. Stechmann: Convergence of rain process models to point processes

and to converge for various modes of convergence. By
demonstrating this type of convergence, the simple ideas of
a point-process model of rainfall, which at first may appear
to be only an empirical model, can be linked with underlying
physical processes and the evolution of moisture.

Here convergence for the moisture processes was defined
and shown for the Fokker—Planck equation as well as the
paths of the processes. Furthermore, the convergence of the
rain process was shown in mean square difference with re-
spect to the space of generalized functions.

Using a point process to approximate rainfall allows sim-
plification for computation and exact formulas. For example,
the autocorrelation function is known in the case of point pro-
cesses as shown in Abbott et al. (2016). Furthermore, point
processes have been studied extensively in the neural science
literature (Sacerdote and Giraudo, 2013), and many statis-
tics have been derived. Some examples of exact statistics are
shown. These examples have interesting characteristics as the
small parameter € tends to zero.

The proofs shown here are revealing on their own, and they
demonstrate further details of the convergence. The Fokker—
Planck derivation in Sect. 3.1 shows that the density for the
moisture in the rain state tends to zero, while the flux term
remains nonzero, allowing for the “teleporting” boundary
condition that arises for the limiting moisture process. For
the convergence of paths of moisture shown in Theorem 1,
the moisture process must first be decoupled into a moisten-
ing and precipitating process. Then the moistening process
is shown to converge (Theorem 1), while the precipitating
process contains all of the discontinuities. Finally, the proof
of convergence of the rain processes in Theorem 2 gives es-
timates that would be useful for determining the error rates
for using the point-process approximation. This is done in an
example of total rainfall.

Appendix A: Proofs from Sect. 3

The rigorous mathematical proofs and formal asymptotic
analysis for the results presented in Sect. 3 are given in this
Appendix.

A1 Derivation of the Fokker—Planck equation

The Fokker—Planck equation for the process g€ is

D2
— %P0 =8@ i,

—oo<qg<b,t>0, (A1)

0rp0 = —mdg po +

D?
r 142
dipr=Z0gp1+ —=9501+8(g =) fo,

0<g<oo,t>0. (A2)

To derive the limiting (¢ — 0) Fokker—Planck equation, the
analysis follows the procedure of matched asymptotic expan-
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sions (see, e.g., Bender and Orszag, 2013). Consider two re-
gions [0, €] and [€,00). Let p; p be the density in the first
region, which is a boundary layer region, and let p; o be
the density away from this region. Since the Fokker—Planck
equations have parameter €, let p; g have the asymptotic ex-
pansion of the form

p18 =Pl g +epl g+ 0D,
and let pj A have the asymptotic expansion
pra=p) A +e€pi o+ O

These expansions are stopped at the order € level. This is due
to the higher-order terms not having an impact on the limit-
ing equation. In the end, it will be shown that p? A= ,o?‘B.
For the region away from the boundary, the density is ,011‘ A=
% fo(b, t). This allows for the teleporting boundary condition
of fo(b,1)(q).

First, to show p; g =0, consider Eq. (A2) with the
rescaled variable ¢ = éq. This yields the equation

2

r Dy ,
0 p1B= 6—23501,3 + p%pl,B- (A3)
Substituting this expansion into Eq. (A3) yields, at order € ~2
and order e !, respectively,
D2
O(€™): 0=rdzp)p+ 7135/)?,,3, (Ada)
1 D% 2
O@E™: Ozraq,oll’B—i-?aqpll’B. (A4b)

Note that the O(1) equation is not written. At this order and
higher, there are iterative PDEs written for pi’ B for i > 2.
These terms will converge to zero at a rate O(e’) and thus
are not considered here. By solving the order € ~2 equation in
Eq. (A4a) and applying the absorbing boundary condition at
g =0, one arrives at

0 2r
PiB= Ci()| 1—exp _Eq . (AS5)
1

The order e ! equation in Eq. (A4b) has essentially the same
solution as above, and, after applying the absorbing boundary
condition, one finds

| 2r .
pig=Ca(t)| I —exp _Eq . (A6)
1

Now consider the interval away from the boundary [€, 00).
Let p1,A be the density in this region. The equation in this
region is

r D?
dipra=dgpra+ 5 0 oLa+8g =D fob,0).  (AT)
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Note that the § term acts on fj, which is a function of pg.
The asymptotic expansion is for p; only in the [€, co) region,
and thus the density pg is a first-order term. Substituting the
expansion into Eq. (A7) gives the following equations, sepa-
rated into their orders of €:

O™ :0=rd p} 5, (A8a)
0 1 D% 2.0
O(1):0:p] A =13gp1 A+ 78(1:01,/\
+3(qg —b) fob,1). (A8b)
The order e ! equation in Eq. (A8a) has the solution
pi.a = C3(0). (A9)

Note that p; A is a density, and thus p?’ A Mmust be integrable
on [O(€), 00). Thus, C3(¢) =0 and

pra=0. (A10)

From the first-order equation in Eq. (A8b), by substituting in
,0?1 A =0, we arrive at

€ <q<b,

1] Can), for
{ 4> b. (A1D)

PLAT) )~ Lfob,n),  for

Note that the constant of integration in each interval of b must
be the same. Otherwise, the magnitude of the § function in
Eq. (A8b) would not be correct. The density ,011’ A must be
integrable, which implies that

1
Ca(t) = — fo(0.1). (A12)

It is assumed that the matching between the A and B solu-
tions must occur at an intermediate location or overlapping
region. That is, for values of g = €!/?,

prp(e? 0 =p) A%, 1)
and
pi ', 0)=pj A", 0).

The first equation implies that C(¢) =0 and p?B = p? A=
0. In the limit as € — 0, the second equation yields

1

Co(t) = ;fo(b, 1). (A13)

Thus, the densities are

V=0 (A14)

and

1 %fo(b,t)<17exp|:f%g}), 0<gq <0,
— 1

PL=Y Lawn 0@ <q<p A

0, b<gq.
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Note that the flux of p; at ¢ = 0 is, to leading order, in terms
of pi,

2

D
£1O0.0=rp{(0,1)+ €41 (0, 1). (A16)

Using the asymptotic formula for ,011 yields

1

D? |1 2r
f10.0 ==y = folb, D\ 5 ) ( = folb,1). (A17)

Consequently, while the rain-state density itself is small (i.e.,
,0(1) =0), the flux f; of the rain state is O(1), and its value
f1(0,¢) at the threshold g = 0 represents an O(1) flux from
the rain state to the dry state.

Thus, the Fokker—Planck-type equation for g(¢) is

D;
0:po = —mdgpo + =" 9p0 + folg=p3(@),
—oco<q<b,t>0, (A18)
p1 =0, (A19)
with the following conditions:
po(b) =0, (A20)
b
/m(q,z) dg=1. (A21)
—00

A2 Proof of Lemma 1

Note that the process N¢(T) is a renewal process. It is de-

fined by the interarrival times

S — d,e T,€
n — Tn + Tl’l ’ n 2 19

(A22)
where rid’E (t;"°) is the duration for the ith dry (rain) event
of the o€ process. Note that S, is used instead of 7, — 7,—»
to align with the common notation of renewal processes. The
distributions of rid and rid’e are the same and are independent
of €, while tl.r’e depends on €. For the lemma, the quantity of
interest is the probability of having N rain events in time 7',
which is defined as

PNY(T)=N)=P(Si1+ S+ Sy<T,

S1+S+---+Sv+Sv+1>T). (A23)

The probability on the right-hand side is estimated crudely
by only considering one of the two events. Note that
S1, 82,83, ..., S, are independent and identically distributed
(IID) random variables with E[S;]= E[t%€ 4+ t™¢], and
o2 = Var(S;) < 00, so that

PN (T)=N)<P(Si+S2+--+Sy <T). (A24)
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The above probability is estimated by using a variant of the
Chernoff bound (Hoeffding, 1994). That is,

n
P(Si+S+---Sy<T)< exp(sT)l_[E[e_‘Ysi], (A25)
i=0

for any s >0, where E[e 5] = Mg, (s) is the moment-
generating function for the random variable ;. The moment-
generating function can be factored due to independence of
"€ and T

Ms.(s)= Mrl.'" (S)Mr;ie (s). (A26)
These moment-generating functions are computed explic-

itly from the distributions found in Hottovy and Stechmann
(2015b). They are

o0
Mye = [ pnya
l 0
= exp —_rb 1+ 2D%S€2 -1 (A27)
D2 2 /
(o 0]
Mfl_d,g = /e‘”pd(t) dr
0
—expd 2014 2Dps (A28)
D2 ) ’

1

which are defined for s < min{rb/e D?, mb/D%}. Chernoff’s
bound then yields

PN (T)=N)<P(S1+ S+, <T) (A29)
N
<exp(sT) [ [ Ele™5] (A30)
i=0
Nrb [ | 2D3ée?
=expqysT — r2 1+ 22 S—l
ED2 r
Nmb 2D%s
—— ! -1 (A31)
1 m
- ;_ Nmb 2D}s | A32)
GXp S1 — —2 5 — .
D1 m
O

A3 Proof of Theorem 1

To begin, note that the SDEs for E€ and E (see Eq. 8) only
differ when o €(¢) = r/e. Thus, the solutions to the SDEs give
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the formula

|[E€(t)— E(1))
N—E(T)Blﬁfir’f Trioite e
= Z m dr + Do dW, |, (A33)
=T T

where N¢€(T) is the number of rain events for 7 < oo, and
€ > 0Ois fixed. Note that interval [7,;_,, 75;] has been written
as [T, T5;_, + 7, "] to emphasize the rain event duration
rir’e. To proceed, the number of rain events is conditioned to
be N. Note that m > 0 and the stochastic integral is a martin-

gale, and Doob’s maximal inequality yields

_ , N
E ( sup ]E‘(t)—E(t)]) } <) 4E
N=1

0<t<T

2
I.€e
Tyt

Do dW,| | N€(T)=N

N T+t €

Z / m dr +
i=1 G €
T Ty
PNE(T)=N).

(A34)

By Lemma 1, the sum above converges due to the fast de-
cay of PIN¢(T)= N) as N — oo. Applying the Cauchy—
Schwarz inequality to the sum and the Itd isometry to the
stochastic integral yields

2
E (sup |Ef(t)—E(z)|)
0<t<T

<Y cnE [m2|rr’€|2 + D3| | NE(T) = N]
N=I
P(NY(T)=N), (A35)

where "¢ denotes the general event duration, which has
the same distribution as all of the IID 7;"“. This sum con-
verges due to the fast decay of P(N(T) = N) as shown in
Eq. (A32).

To finish the proof, the following moments of r[r ¢ are used.
The integrals can be computed exactly using the densities for
7, found in Hottovy and Stechmann (2015b). They are

be bD2%e3  pre?
Elt1=—, ElgPl=—F—+— (A36)
r r r
Thus, the limit is
2
imE | | sup |E€(t)—E()]
e—0 0<t<T
— 2 2 2
. TI,€ TI,€ € —
SGIER)NZ::ICNE[m 712 + D3| J\/(T)_N]
P(N“(T)=N),
(A37)
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& bD%e>  b%e? b
= men [ (%5755 +oi (7))
PN (T)=N) (A38)

=0, (A39)

where Tonelli’s theorem allows the limit as € — 0 to ex-
change with the infinite sum. This completes the proof.
O

A4 Proof of Theorem 2

To prove the theorem, the expectation is conditioned on the
number of events A/¢(T'), as was done in the previous section.
Thus, the expectation is

E[(o€(t) — (1), $(1))*]

o N T+t
=Y E| > o€ ()p(t) dt
N=1 i=1 7;71
T
— /bS(t —T)Ho(t) dt
0
2
/\/(T)
/ba(t — THe(r) de NET) =
i= N+1
PNS(T)=N), (A40)

where N (T) is the number of dry events for the o (¢) process
up to time T. Again, because of the decay of P(N¢(T) = N)
as N — oo given in Lemma 1, the infinite sum converges.

To estimate the quantity in Eq. (A40), one rain event is
considered, and the Cauchy—Schwarz bound will be used.
Consider the ith rain event:

T+t
o (O(t) dt — be(Ty)
Ty
T+t
= / —¢(t)——¢>( s+ ¢(7§§_1)df
Tai1
+bp(Ty;_ ) —bd(Ty;_y) — bo(Ty)
7—2§—I+ti
= / (¢(l) o(T5i_y) de
Ty

+ (gr —b) ST ) +b@(T5_ )~ (T (A4D)

The function ¢(¢) is smooth on [0, 7] and thus is locally Lip-
schitz. Let the Lipschitz constant be K > 0. Then, along with
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the triangle inequality,

Tria+e e
/ < (OB(r) di — bH(T) (Ad2)
7

T+t

= [ Lkl e | (G -b) o)
7

IS — &(T9) (Ad3)

< SKIe P+ | (S = b) 0(T5 )|

IO — (T, (Add)

where the last inequality results from ¢ — 7 _, being an in-
creasing function on [75_,, 75;_, +1;"“]. Using the inequal-
ity above, along with the Cauchy—Schwarz inequality, the
quantity in Eq. (A40) is bounded by

o N Tty © T
SE[DY / oS ()p(t) dt — / b8(t — To)p(t) dt
N=1 i=1
Tyi-1 0
Ny T :
-y / b8(t — Tp(t) dt ‘/\/'G(T):N
i:N+10

< ii(( ) K2E[l7"]

N=1i=1

(S —b)oTs of
2j|>P(J\f€(T):N)

PN (T)=N

+E[

+E Um%ﬁo—wm

2
N(T)

+> E / b8(t — T))¢(r) dt
N=1 i= N+l

P(N“(T)=N),
(A45)
where all expectations are conditional on N¢(T) = N

To finish the theorem, the following moments of ;" are
used:

be bD%*e®  bre?
Elt/]=—, ElltPl=—F—+—,
r r r
b4 4 b3 D265 b2D466
E[lTh 1Y = j +6 5‘ +15 6‘
r r r
bDG 7
+ 15 (A46)
r!
Thus, the first term in Eq. (A45) is
( ) E[lzF*] = 0(e?). (A47)
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The second term in Eq. (A45) is

e[(Ce - s)ocrs-of ]

e[ s] e
—E -<(£r;’f)2 —~2bo¢ +b2>] (A49)

E[oT5 7] (A50)
= O(e), (AS1)

where the expectation turns into a product because rl.r’e and
75‘1._1 are independent. For the third term of Eq. (A45), the
Lipschitz condition is used to write

E[16(T5_n - oW < KE 1T, - TP

Note that the stopping times can be written in terms of the
moistening processes in the following way:

(A52)

| T
= / m dr, (A53)
0
Te
1 2=l Y
! / m dr (A54)
m =
T
L Ty T5 i+
- — / mdt+» 1dr (A55)
"= =
Tz,‘—z T3
o€=0 of=1
o T 7521 Ty
1 ! Dy
m j:l m
T52 T52 0
o Tt T+t
i Do
+ 1dr+ aw, | (As6)
" m
=1 € €
/ T T
o TSt
— E Le Do qw
“iEs ey [ R
Ty
Dy
— / — dW;, (A57)
m
0
where 7;; = 0. Similarly,
1 Ti
- / m de (A58)
m
0
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T T T
1 Dy
=—\| [md+ [ Dyaw, |- | =2 aw, (A59)
m m
0 0 0
1 D
= —E;— f 20 aw,, (A60)
0

where the Wiener process is the same realization as in
Eq. (A57). The definitions of the stopping times ;1 and
7i imply

E%—ze[_l =E7 = bi.

Thus, the difference in stopping times is

X 7’5le
€ s A € _ _ _0
| 2i—1 77| = m(E7;ei71 E77) / det
Ti
€ € 2
i i Tjortm
Dy
+2r;’6+2 / ?dwt (A61)
” T
r,e 2
T 2 AR
< /W"dwt +Z\rjff|2+z / Zodwt, (A62)
7 = e

where the triangle inequality has been used. Taking the ex-
pected value and using the It6 isometry yields

2
ElT5_, T|]<—2 [T —Til
i i
r,€,2 0 I,€
+) Ellt; |1+WZE[T (A63)
j=1 j=1
DZ i
_ 0 d,e I,€ d
_—E|:er +rj —‘L'j:|
Jj=1
i 2 i
€2 0
+Z}E[Irj 1+ —22 (A64)
j: :

Note that rid’e and tl.d are IID random variables with the same
distribution, and thus the expectations cancel. For the re-
maining terms, the moments of r]r.’e in Eq. (A46) are used
to give
D} D2
ENTS_ = TilP1 < K*(i—5 E[x"] +i—J E[t"]
m m

+HIE[|T"*) = 0(e),

(A65)

which completes the consideration of the third term of
Eq. (A4)).
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For the last “remainder” term in Eq. (A45), the expectation
is conditioned on both A (T) and N'¢(T). That is,

%) N(T) :
> CE /bs(t—’r)¢(t) de | IN«(T)=N
N=1 i= N-H
PN€(T)=N) (A66)
N(T) 2
=CE / b8(t — TH(1) dr (A67)
—NE(T)+1
oo 00 N+M r :
=Y Y CE > /ba(r —THe(1) dr
N=1M=1 i=N+1 0
NYT)=N,N(T)=N + M]
PN (T)=N, N(T)=N + M). (A68)

If N¢(T) > N(T), then there is no sum, and the term is
zero. If N€(T) # N(T), then the processes Ef and E; from
Sect. 3.3 must be at least b units apart. Thus, by Theorem 1,

PN(T) # N(T)) = P(IE“(t) — E(t)] > D). (A69)

Furthermore, convergence in expectation (L?) implies con-
vergence in probability. Therefore,

lin})P(|Ef(t)—E(t)| >b)=0 (A70)
Putting this together with the above estimate yields
2
) N(T)
lim CE /ba(t —THo(t) dt
08T i=N+1})
NET)=N]PWNT)=N) (A71)
00 00 N+M g
<lim Z Z CE f b8(r — T(1) dr
0N M= i=N+1})
N«T)=N,N(T)= N + M]
P(E‘(t)— E(®)] > b) (A72)
=0, (A73)

by using Tonelli’s theorem to exchange the sums and the
limit. Thus, all of the terms in Eq. (A45) have been shown
to converge to 0 as € — 0, so that, returning to Eq. (A40) and
taking the limit, we have

lin})E[<U€(t)—G(t),¢(t))2] = (A74)
€—>
and the proof is completed.
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