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Flapping States of a Flag in an Inviscid Fluid: Bistability and the Transition to Chaos
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We investigate the ‘‘flapping flag’’ instability through a model for an inextensible flexible sheet in an
inviscid 2D flow with a free vortex sheet. We solve the fully-nonlinear dynamics numerically and find a
transition from a power spectrum dominated by discrete frequencies to an apparently continuous spectrum
of frequencies. We compute the linear stability domain which agrees with previous approximate models in
scaling but differs by large multiplicative factors. We also find hysteresis, in agreement with previous
experiments.
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A longstanding problem in the coupled motion of elastic
bodies and high-speed flows is the instability underlying
the flapping of flags. One of the earliest attempted explan-
ations dates to Lord Rayleigh, who made an analogy to an
instability of a fluid jet [1]. Since the 1930s, workers in
aeronautics and applied mechanics have addressed the
stability problem using linearized and approximate flow
models [2–4], and empirical models [5]. Recent models
[6–8] have recalled some elements of this earlier work
while introducing new approximations. Realistic unsteady
flow solvers allow for numerical simulations at moderate
Reynolds numbers (O!102") [9,10] but accurate studies at
higher Reynolds numbers are difficult due to the necessity
to resolve the production and dynamics of thin free shear
layers.

In this work we simulate the nonlinear dynamics of a
heavy elastic sheet which moves in a 2D inviscid fluid and
sheds a vortex sheet from its trailing edge. Most previous
flag models can be considered as approximations, with
varying degrees of accuracy, to this model. We characterize
the behavior of flapping flags at large amplitudes and over
many flapping periods, and demonstrate a transition from
periodic to chaotic flapping as bending rigidity is de-
creased. We also determine the stability boundary of the
flow-aligned state for the flag, in the two-dimensional
parameter space of dimensionless flag inertia and bending
rigidity, and compare this with two recent models [7,8].
This comparison indicates that greatly-simplified models
coupling flag rigidity, and flag and fluid inertia, can yield a
qualitative understanding of flag stability. Finally, we dem-
onstrate that this model exhibits bistability over a range of
dimensionless rigidity, which is consistent with recent
experiments of Zhang et al. in soap-film flows [11] and
of Shelley et al. in water tunnels [8].

The flag model.—We consider the 2D flag as an inex-
tensible elastic sheet of length L, mass per unit length !s,
and rigidity B, moving under the pressure forces of a
surrounding inviscid and incompressible fluid of density

!f (here, mass per unit area) that moves past the flag with
free-stream speedU. Scaling space on L, and time on L=U,
the flag with position X!s; t" (s is arclength; 0 # s # 1)
evolves via Newton’s 2nd law as

 R1Xtt $ @s!Tŝ" % R2@ss!"n̂" % &p'n̂; (1)

where T is the tension that enforces inextensibility, [p] is
the pressure jump across the flag, and " is the flag curva-
ture. The tension has been scaled by !fU2L, the pressure
by !fU2, and R1 and R2 are the two control parameters of
the dynamical system with R1 $ !s=!fL the dimension-
less mass of the flag and R2 $ B=!fU2L3 its dimension-
less rigidity (also an inverse square velocity). The sheet is
held and clamped at s $ 0, its leading end, with zero
deflection. Free-end boundary conditions are assumed at
s $ 1 with T $ " $ "s $ 0 there, and the tension can be
eliminated from Eq. (1) by integration of the ŝ component
from s $ 1.

As the flag is also a surface in the flow, by the kinematic
boundary condition it must move with normal velocity # of
the fluid, which is continuous across Cb although the
tangential velocity is not. Hence we can write

 X t $ #n̂( $ŝ; (2)

where the choice $ $ Rs
0 ds

0#!s0""!s0" enforces the same
frame as is implicit in Eq. (1), i.e., s is independent of t.
The wake shed behind the flag is modeled as a (free) vortex
sheet (labeled Cf in Fig. 1), or a %-function distribution of
vorticity along a curve in the plane. The flag can also be
considered a (bound) vortex sheet (labeled Cb in Fig. 1)
due to the tangential velocity jump across it. The velocity
induced by the singular vorticity distribution on C $ Cb (
Cf is given by the Biot-Savart integral, and relative to the
background flow is:

 u !x" $ x̂( 1

2&

Z
C
ds0'!s0" !x%X!s0""?

jx%X!s0"j2 ; (3)
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sign. The fluid drag on the flag also increases dramatically
with this transition from harmonic flapping, moving in
time-average from 0.139 to 0.525 between panels a to b,
with the drag time-trace punctuated by intermittent high-
drag ‘‘flag-snapping’’ events (as is somewhat evident from
Fig. 2(b)]. In short, the sheet dynamics now has more
degrees of freedom in both time and space, the latter being
of larger amplitude and bending energy.

Further decreases in R2 introduce yet more spatial com-
plexity as well as the broad spectral content characteristic

of chaotic dynamics. This is illustrated in Figs. 2(c) and
3(d) [17] for which R2 ! 0:0025. The flag snapshots over
regular time intervals fill space within a roughly linear
envelope, and the flag shape has become more irregular.
The vortex wake seen in Fig. 2(c) retains predominantly
single-signed vorticity above and below the center line, but
the structure of the vortices and the spacing between them
is irregular. The spectrum now shows no apparent domi-
nant frequencies but rather a wide range of excited fre-
quencies. Here the time-averaged fluid drag is 0.427, still
large but somewhat decreased from the previous case.

As a point of comparison, in Fig. 2(d) we show snap-
shots from the model and from a recent experiment using a
paper flag in air [18]. In both cases R1 ! 0:37. For the
experiment, R2 is unavailable. For the model we take R2 !
0:018, giving the longest wavelength mode; the snapshots
vary little with R2 until the abrupt onset of a higher
wavelength mode. The model shapes show larger curva-
tures but similar flapping amplitude (the model gives more
similar shapes using R1 ! 0:25). Possible reasons for the
differences are 3D effects and skin friction in the experi-
ment, and nonuniformity in the experimental flow.

Linear stability.—Here we study directly the linear
stability of the straight flag, and assess recent models of
the transition to instability. We infer stability directly by
imposing small initial perturbations and tracking their
growth (if any) in the full numerical system. By searching
over a large portion of the R1-R2 space, we identified a
boundary curve, plotted in Fig. 4, below which (in R2)
small perturbations grow exponentially, with a rate which
increases with distance from the line, and above which
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FIG. 3. Temporal power spectra of flag bending energy vs.
frequency, for R1 ! 0:3 and R2 equal to 0.014 45 (a), 0.014 36
(b), 0.0138 (c), and 0.0025 (d).
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FIG. 2 (color online). Snapshots of the flag for fixed mass
(R1 ! 0:3) and decreasing rigidities R2. (a) The observed flap-
ping mode at R2 ! 0:014 45, about a factor of 2 below the
critical R2 ! 0:0262; (b) a higher energy flapping mode for
R2 ! 0:0138; (c) a chaotic flapping mode at R2 ! 0:0025.
(d) Comparison of experimental flag snapshots in [18],
Fig. 12b, with model shapes. In both cases R1 ! 0:37 (see text
for R2).
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FIG. 4. Computed stability boundary in the R1R2 plane. The
upper solid boundary gives the smallest R2 above which a small
leading-edge forcing (y"t# ! 10$5"2t#2e$"2t#2 ) does not lead to
flapping. The lower solid boundary is the largest R2 below which
such forcing leads to exponential growth of elastic energy in
time until the flag saturates with O"1# flapping, as shown in
Figs. 1 and 2. The solid line gives the scaling R1 % R2 for
comparison at small flag masses. The black crosses mark the
cases shown in Fig. 2 [upper cross is (a) and (b), and lower is
(c)]. The dashed line shows the stability boundary from [8], and
the dash-dotted line the corresponding boundary plotted in Fig. 3
of [7] (showing only the portion R2 & const, but having the same
asymptotic scalings as the model here and in [8]).
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such forcing leads to exponential growth of elastic energy in
time until the flag saturates with O"1# flapping, as shown in
Figs. 1 and 2. The solid line gives the scaling R1 % R2 for
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cases shown in Fig. 2 [upper cross is (a) and (b), and lower is
(c)]. The dashed line shows the stability boundary from [8], and
the dash-dotted line the corresponding boundary plotted in Fig. 3
of [7] (showing only the portion R2 & const, but having the same
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3. STRAIN AND THE VOLUME ELEMENT

⌦(0) ⌦(t)

�

X

x(X, t)

Last lecture we introduced the Deformation Gradient Tensor (the Jacobian matrix of the map

�(X, t)),

F(X, t) =
@�

i

@X
j

e

i

e

j

= r�

T . (23)

Also recall how a material line element dX maps to a spatial line element, dx,

�(s)
�(s) = �(�(s), t)�

X(s) x(s)

dx = F · dX = dX · FT = dX · r�. (24)

Let’s investigate what happens to the length of a material line element

|dx| =
p

dx · dx =
p

(F · dX) · (F · dX) = (dX · FT · F · dX)1/2 = (dX · C · dX)1/2, (25)

where we have defined the:

• Right Cauchy-Green tensor: C(X, t) = FT · F

(So named since F is on the right).

Let dX = a0d" where |a0| = 1 (dX has length d", a0 is a unit vector), and define the stretch

vector,

�

a0(X, t) = F(X, t) · a0, (26)

Continuum mechanics, abridged.
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FIG. 4. The displacement field may be represented in the material or the spatial frame.

The representations of the displacement field are naturally related by the map x = �(X, t), so

that we may write

U(X, t) = U(��1(x, t), t) = u(x, t) (1)

U and u have the same values, but take di↵erent (related) arguments. Rigid body translation, for

instance, is written as

U(X, t) = U(t). (2)

Finally, the velocity and acceleration of material, written either in the material or spatial repre-

sentation, are given by

• Velocity of a material point: V (X, t) = @
t

�(X, t)
• Acceleration of a material point: A(X, t) = @

tt

�(X, t)

Or, writing as Eulerian variables,

V (�, t) = V (��1(x, t), t) = v(x, t), (3)

A(��1(x, t), t) = a(x, t). (4)

Biological Continuum Mechanics page 2 of 105

FIG. 2. In the continuum approximation, a small parcel of matter is larger than the mean free path, but
small enough so that changes in variables such as particle-averaged velocity and pressure are e↵ectively
continuous from one neighboring parcel to another.

A. Kinematics

We begin, as always, with Kinematics. Greek, “kinesis”: motion, movement (no forces...)

? Key idea:

⌦(0) ⌦(t)

�

X

x(X, t)

FIG. 3. The reference (left) and current (right) configurations of the material. The material “label,” X,
is transformed to a new position x = �(X, t). The reference and current domains are written as ⌦(0) and
⌦(t).

x = �(X, t) is a vector-valued map from the reference to the current frame, and �(X, 0) = X.

We’ll often refer to X as a “label” of the material at x. For now we’ll assume � is one-to-one

(hence, invertible), and smooth.

Inverse: X = �

�1(x, t). Quantities described as functions of X are called material or Lagrangian

quantities, e.g. ⇢(X, t), u(X, t). Quantities described as functions of x are called spatial or Eule-

rian quantities, e.g. ⇢(x, t), u(x, t).

A displacement field is defined as the vector field indicating the displacement of each material

element (see Fig. 4).

• Material description: U(X, t) = x(X, t) � X

• Spatial description: u(x, t) = x � x(X, t)

“Reference configuration” “Current configuration”
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FIG. 4. The displacement field may be represented in the material or the spatial frame.

The representations of the displacement field are naturally related by the map x = �(X, t), so

that we may write

U(X, t) = U(��1(x, t), t) = u(x, t) (1)

U and u have the same values, but take di↵erent (related) arguments. Rigid body translation, for

instance, is written as

U(X, t) = U(t). (2)

Finally, the velocity and acceleration of material, written either in the material or spatial repre-

sentation, are given by

• Velocity of a material point: V (X, t) = @
t

�(X, t)
• Acceleration of a material point: A(X, t) = @

tt

�(X, t)

Or, writing as Eulerian variables,

V (�, t) = V (��1(x, t), t) = v(x, t), (3)

A(��1(x, t), t) = a(x, t). (4)

X(x, t)
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x(X, t)

Last lecture we introduced the Deformation Gradient Tensor (the Jacobian matrix of the map
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i
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j
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Also recall how a material line element dX maps to a spatial line element, dx,

�(s)
�(s) = �(�(s), t)�

X(s) x(s)

dx = F · dX = dX · FT = dX · r�. (24)

Let’s investigate what happens to the length of a material line element

|dx| =
p

dx · dx =
p

(F · dX) · (F · dX) = (dX · FT · F · dX)1/2 = (dX · C · dX)1/2, (25)

where we have defined the:

• Right Cauchy-Green tensor: C(X, t) = FT · F

(So named since F is on the right).

Let dX = a0d" where |a0| = 1 (dX has length d", a0 is a unit vector), and define the stretch

vector,

�

a0(X, t) = F(X, t) · a0, (26)

Continuum mechanics, abridged.
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How does a line element transform?

dxi =
X

j

@xi

@Xj
dXj =

@xi

@Xj
dXj = FijdXj

(Einstein summation notation: 
    repeated index —> implied sum)

F(X, t) =
@xi

@Xj
ei, ej =

✓
@x

@X

◆T

F(X, t) =
@xi

@Xj
ei, ej =

✓
@x

@X

◆T

So:
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�
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What about the length of  a line element?

F(X, t) =
@xi

@Xj
ei, ej =

✓
@x

@X

◆T
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p

(F · dX) · (F · dX) = (dX · FT · F · dX)1/2 = (dX · C · dX)1/2, (25)

where we have defined the:

• Right Cauchy-Green tensor: C(X, t) = FT · F

(So named since F is on the right).

Let dX = a0d" where |a0| = 1 (dX has length d", a0 is a unit vector), and define the stretch

vector,

�

a0(X, t) = F(X, t) · a0, (26)
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Standard measure of  “strain”:
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and the stretch ratio,

� = |�
a0 |. (27)

Then,

|dx| =
p

d"2 �

a0 · �

a0 = � d" = � |dX|, � =
p

a0 · C · a0, (28)

where � > 1 indicates extension and � < 1 indicates compression.

For elasticity we’ll need a measure of “strain” (deformation minus rigid body motion). There

are many; here is an important one:

• Green-Lagrange Strain tensor E = 1
2(C � I) = 1

2(F
T · F � I)

(Not to be confused with the rate-of-strain tensor, which we’ll discuss later!) Other measures

include the family 1
2m(Cm � I) for m constant.

(HW): Show dX · E · dX = (d"2/2)(�2 � 1) = 1
2(|dx|2 � |dX|2).

It will be useful to describe the strain in terms of the previously discussed displacement,

U(X, t) = x(X, t) � X (29)

Intuitively, the strain should depend on the displacement gradient,

U(X + dX, t)

U(X, t)

X

X + dX

x(X, t)

x(X + dX, t)

so let’s compute it:

@U
j

@X
i

=
@x

j

@X
i

� �
ji

) (30)

rU = rx � I = FT (X, t) � I, [rU ]
ij

=
@U

j

@X
i

. (31)

Or, in the spatial description, u(x, t) = x � X(x, t), and

r
x

u =
@u

@x

= I � @X

@x

= I � F�T (x, t). (32)
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j
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r
x
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(Where else do we see “stretch-squared?”)
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r
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u =
@u
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Or, in the current configuration,
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Therefore, we can write the Strain Tensor E in terms of rU :

E = 1
2

⇥
(I + rU) · (I + rU)T � I

⇤
= 1

2

⇥
(rU + rU

T ) + rU · rU

T

⇤
, (33)

or, in index notation,

E
ij

=
1

2

✓
@U

i

@X
j

+
@U

j

@X
i

◆
+

1

2

✓
@U

k

@X
i

@U
k

@X
j

◆
, (symmetric). (34)

• Derive similar tensors in the spatial coordinates:

e.g. |dx|2 � |dX|2 = 2dx · e · dx , e = 1
2

�
I � F�T · F�1

�
(35)

e
ij

=
1

2

✓
@u

i

@x
j

+
@u

j

@x
i

◆
� 1

2

✓
@u

k

@x
i

@u
k

@x
j

◆
(Euler � Almansi strain tensor) (36)

Note: E = 0 does not imply U = 0! However, we do have that E = 0 ) C = I ) |dx| = |dX|
8 dX. So there is no relative motion of points under �, and hence the map must be a rigid-body

motion.

• Show E = 0 directly if x = c + QT · X, with Q · QT = I. (Q is orthogonal)

• Show e = F�T · E · F�1 (E is the “push forward” of e) and E = FT · e · F (E is the “pull back”

of e). (E, e are covariant tensors. Cauchy stress will be contravariant).

How does a volume element dV in the reference frame transform? We already have defined the

Jacobian matrix, so we may simply write

dv = dx1dx2dx3 =
���
@x

@X

���dX1dX2dX3 = J(X, t)dV, (37)

where J(X, t) = det(F) is the Jacobian of the transformation; J(X, 0) = det(I) = 1.

Finally, recall that a material vector @�/@s transforms via @�/@s = F · (@�/@s).

A normal vector to a surface does not: n̂ 6= F · N̂ . Instead...
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(Rigid body motion)

(Finger tensor)



Linear (Hookean) constitutive law

Assume small deformation everywhere,  
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A. Constitutive Laws

A constitutive law is an empirical (arrived at by observation) description of the stress tensor �.

The first setting we will discuss is linear elasticity. Recall the strain tensor

E =
1

2

�
rU + rUT + rU · rUT

�
, (101)

where U is the displacement, U(X, t) = x(X, t) � X = u(x, t) = x � X(x, t). Assuming a small

displacement relative to any other length scale, then

x(X, t) ⇡ X. (102)

As a consequence,

J(X, t) = det(F) ⇡ 1,

so

⇢(x(X, t), t)J(X, t) = ⇢(X, 0) = ⇢0(X) and thus ⇢(x, t) = ⇢0(x).

Also,

@

@X
i

⇡ @

@x
i

) @U
j

@X
i

⇡ @u
j

@x
i

,

so

E ⇡ 1

2
(ru + ruT) = e (103)

Hence, for small displacements, there are negligible di↵erences between the material and the spatial

variables and related tensors, and the strain tensor is linear in the displacement (we have neglected

terms of order |u|2 in E above).

Hooke’s Law is an observation of a linear relationship between the stress � and the strain e.

Assuming that the material is not pre-stressed (i.e. � = 0 if e = 0), then the general statement of

Hooke’s Law is

�
ij

= C
ijkl

e
kl

, (104)

where C is a fourth order tensor. With no further assumptions, we would need to determine 81 pa-

rameters by independent experiments! However, symmetries reduce the number of free parameters

significantly. Using � = �

T and e = eT , we in fact only need 36 parameters (still a huge number!).

Another assumption will help significantly. Should we assume the material to be isotropic (meaning
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variables and related tensors, and the strain tensor is linear in the displacement (we have neglected

terms of order |u|2 in E above).

Hooke’s Law is an observation of a linear relationship between the stress � and the strain e.

Assuming that the material is not pre-stressed (i.e. � = 0 if e = 0), then the general statement of

Hooke’s Law is

�
ij

= C
ijkl

e
kl

, (104)

where C is a fourth order tensor. With no further assumptions, we would need to determine 81 pa-

rameters by independent experiments! However, symmetries reduce the number of free parameters

significantly. Using � = �

T and e = eT , we in fact only need 36 parameters (still a huge number!).

Another assumption will help significantly. Should we assume the material to be isotropic (meaning

Then
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81 constant model…. weeee ! 
Use symmetries (to 36) and demand isotropy (down to two!)
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there is no “preferred” direction), then we are down to just two parameters, and we may write

C
ijkl

= ��
ij

�
kl

+ 2µ�
ik

�
jl

, (105)

and thus

� = �(r · u)I + 2µe. (106)

This the constitutive law for linear isotropic elasticity. � and µ are called the Lamé constants, and

µ is called the shear modulus. The Lamé constants for some common materials are

Cartilage : � = 3 ⇤ 104N/m2, µ = 9 ⇤ 104N/m2

Rubber : � = 4 ⇤ 107N/m2, µ = 3 ⇤ 106N/m2

Diamond : � = 3 ⇤ 1011N/m2, µ = 4 ⇤ 1011N/m2

(107)

Inserting the stress (106) into the Cauchy momentum equation, and using Dv/Dt = v

t

+ v · rv ⇡
v

t

= u

tt

results in the Navier (or Lamé) equation,

⇢0utt

= (� + µ)r(r · u) + µ�u + b. (108)

If � � µ then compression or expansion are energetically extremely expensive. We commonly

approximate such materials as having �/µ ! 1, and call such materials incompressible. Letting

" =
µ

�
⌧ 1,

then balancing terms we see that

r · u = O(").

This means that a scalar function p
"

which we define as p
"

= �(µ/")r ·u approaches a finite limit

as " ! 0. This limit is written as p, an isotropic pressure. Assuming the density ⇢0(X) = ⇢,

constant, the equation 108 reduces to

⇢ u

tt

= �rp + µ�u + b. (109)

In elastostatics, u

tt

= 0, and the statement of force equilibrium is given by

rp = µ�u + b, r · u = 0. (110)

Hence, p acts as a Lagrange Multiplier which enforces the incompressibility condition. Taking the

divergence of the above, we see that p is harmonic (�p = 0), and u is biharmonic (�2
u = 0).

F = ma: Navier (or Lamé) equation
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It is common to define a scalar function W (e), a strain energy density, such that

@W

@e
ij

= �
ij

, (120)

for then dW (e)/dt = (@W/@e
ij

) d
ij

, and

d

dt

Z

⌦

1

2
⇢|v|2 dv +

Z

⌦
W (e) dv

�
=

Z

⌦
⇢ g · v dv +

Z

d⌦
t · v da. (121)

In the case of linear elasticity the stress is given by �
ij

= �e
kk

�
ij

+2µe
ij

, so W (e) must be quadratic,

and it is simple to show that

W (e) =
1

2
�(e

kk

)2 + µ(e
ij

e
ij

). (122)

W (e) may be interpreted as a stored elastic energy, and the physical interpretation of Eqn. (121)

is

d

dt
[Kinetic energy + stored elastic energy] = rate of work by external and internal forces.

(123)

Exercise: Derive the steady Navier equation by minimizing the energy

U =

Z

⌦
[W (e) � ⇢ g · u)] dv, (124)

using the principle of virtual work, �U/�u = 0. In so doing show that the natural boundary

condition (if none is specified) is t|
�⌦ = n̂ · �|

�⌦ = 0.

B. Boundary Conditions

Generally, we specify u|
@⌦ or t|

@⌦ or a combination of the two (e.g. Galileo’s Problem, 1638); see

Fig. 9.

Examples from linear elastostatics. Recall the constitutive law of linear elasticity,

� = � (r · u) I + 2µe. (125)

· Simple Shear

The displacement for a simple shear is written as

u = (↵ e1 · e2) · x, (126)

Stored elastic energy:

Side notes: 
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The displacements                     might be huge (so                 ) 

But the gradients                        are order h/R << 1.

Euler-Bernoulli beam theory:  
mechanically linear, geometrically nonlinear
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conditions that force such a one-dimensional bending response, we would
inevitably cause a crease to be formed.

Although the above theory only applies to very small transverse displace-
ments of shells whose built-in curvature is already small, it illustrates many
of the key differences between the elastic responses of shells and plates. Any
theory for more general shells demands more differential geometry than we
can conveniently introduce in this chapter, and we will return to this topic in
Chapter 6. We can, however, consider nearly one-dimensional elastic bodies
with arbitrary curvature, and this we do in the next section.

4.9 Nonlinear beam theory

4.9.1 Derivation of the model

We now return to the beam configuration considered in Section 4.4, now gen-
eralising the model to make it applicable to commonly observed phenomena
such as the deflection of a diving board. Diving boards undergo large dis-
placement without any of the damaging effects that are associated with large
strains. This is possible because a thin elastic beam can be bent without sig-
nificantly stretching its centre-line, as illustrated in Figure 4.17(a,b). The
internal displacement field in such a beam is shown schematically in Fig-
ure 4.17(c): the net effect is to stretch the outer surface of the beam and
compress the inner surface, while the length of the centre-line is virtually
unchanged. It is an elementary exercise in trigonometry to show that the

h

R

(a)

(c)
(b)

Fig. 4.17 A beam (a) before and (b) after bending; (c) a close-up of the displacement
field.

h

h/R ⌧ 1If

U(X, t)

rU(X, t)

U ⇡ u

In this theory it is still assumed that the Hookean constitutive law applies, 
even though large deformations are permissible. 



1705: Jacob Bernoulli, Elastic line or Elastica

Resistance to bending is proportional to curvature

1638: Galileo Galilei, Fracture of rods and cylinders.

“Galileo’s Problem”

1678: Hooke’s Law,  F=-kx  Ut tensio sic vis

1744: Daniel Bernoulli suggests to Euler :
         minimize the integral of the square curvature

Historical aside:



The complete approach is an asymptotic calculation based on the small number " = h/R

where R is the inverse of  the largest curvature in the problem.

x(s, t)

In the asymptotic calculation (or ask Bernoulli) it is shown that the elastic energy is given by

E =
B

2

Z L

0
2 ds+

Z L

0
T (s)(|xs|� 1)2 ds

If  we wish to study an inextensible rod/sheet, we need a Lagrange multiplier:

Arc-length s is the reference configuration label X!

 = |xss|

E =
B

2

Z L

0
|xss|2 ds+

Z L

0

T (s)

2
(|xs|� 1)2 ds

Euler-Bernoulli beam theory



Euler-Bernoulli beam theory

Why all this talk about inextensibility?

Stretching energy / h

Bending energy / h3



E =
B

2

Z L

0
|xss|2 ds+

Z L

0

T (s)

2
(|xs|� 1)2 ds

E [x+ "g] =
B

2

Z L

0
|xss + "gss|2 ds+

Z L

0

T (s)

2
(|xs + "gs|� 1)2 ds

Principle of  virtual work: at equilibrium, 

�E
�x

= lim
"!0

E [x+ "g]� E [x]
"

= 0 8g

Z L

0
(�Bxssss + (T (s)xs)s) · g ds = 0 8g

Integrate by parts…

�Bxssss + (T (s)xs)s = 0Since true for all g:

Euler-Bernoulli beam theory

g·



Had we included kinetic energy in the calculation, we would have found F=ma:

⇢xtt = �Bxssss + (T (s)xs)s = 0

“Euler-Bernoulli beam”

While integrating by parts we find “solvability” conditions from the boundary terms:The sedimentation of flexible filaments 709

and we also observe the boundary conditions for solvability,

(Bxss)(0) = 0, (Bxss)(L) = 0, (2.4)
(Txs)(0) = (Bxss)s(0), (Txs)(L) = (Bxss)s(L). (2.5)

As expected, the integrated fluid force along the filament is equivalent to the net
gravitational force,

Z L

0
f ds =

Z L

0
[�Fg(s) � (T(s)xs)s + (Bxss)ss] ds = �

Z L

0
Fg(s) ds = �FG. (2.6)

Scaling lengths upon L and forces upon the total gravitational force, FG = |FG|, the
dimensionless fluid force per unit length on the filament is given by

f̄ (s̄) = �F̄g(s̄) � (T̄(s̄)x̄s̄)s̄ + �(B̄(s̄)x̄s̄s̄)s̄s̄, (2.7)

where x = Lx̄, s = Ls̄, T = FGT̄ , B = (⇡/4)Ea4B̄ and F̄g(s̄) integrates to �ŷ. Here we
have introduced an elasto-gravitation number, � = ⇡Ea4/(4FGL2), which compares the
elastic forces acting on the filament with the gravitational force. With all variables now
understood to be dimensionless, we drop the bars in (2.7) for the duration of the paper.

2.2. Fluid–body interaction and filament dynamics
As a filament settles in a fluid, the elastic and gravitational forces acting along the
body are coupled to the body’s orientation and shape dynamics. When the Reynolds
number is small (Re = ⇢UL/µ ⌧ 1, with U a characteristic speed and µ the fluid
viscosity), the fluid flow is well-described by the Stokes equations,

�rp + µ1u = 0, r ·u = 0, (2.8)

where u is the fluid velocity and p is the pressure. We assume that the filament moves
in an infinite quiescent fluid, and the boundary conditions are the no-slip condition
on the filament surface and u(x) ! 0 as |x| ! 1. Classical works have developed
slender-body theories for the velocities of slender filaments and the associated viscous
forces along the filament length (Batchelor 1970; Cox 1970; Keller & Rubinow 1976;
Johnson 1980). More recently, Tornberg & Shelley (2004) coupled the dynamics of a
flexible filament with the slender-body theory of viscous fluid–body interactions in an
environment absent of gravity. Using the small aspect ratio of the filament as a small
parameter, these asymptotic theories result in a relationship between the velocity of
the filament centreline and the viscous force along the entire body length through a
one-dimensional integral equation.

Scaling time upon a sedimentation time scale of 8⇡µL2/FG, the dimensionless
velocity of a point s along the body centreline is approximated as

xt = �⇤[ f ] � K [ f ], (2.9)

where f is the scaled fluid force acting on the body given by (2.7) (Johnson 1980).
This expression is accurate to order O(✏2) for the force f and O(✏2 log(✏)) for the
velocity xt, where ✏ = a/L ⌧ 1 is the body aspect ratio. The local and non-local
operators in (2.9) are associated with a distribution of singular solutions of the Stokes
equations along the filament centreline (see Johnson 1980; Götz 2000), and are given
by

⇤[ f ](s) = ⇥
(c(s) + 1)I + (c(s) � 3)ŝ(s)ŝ(s)

⇤
· f (s), (2.10)
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x(s, t)

Let
ŝ = xs = (cos ✓(s), sin ✓(s))

ŝ

(s) = ✓s(s)Then (so choose arc-length and tangent angle whenever possible!)

Even better!

Euler-Bernoulli beam theory

Small amplitude? (s, y(s)) ⇡ (x, y(x))

✓ ⇡ y
x

f ⇡ �By
xxxx

ŷ

f = �B

✓
ss +

1

2
3

◆
n̂ = �B

✓
✓sss +

1

2
✓3s

◆
n̂

(Flag model!)



Euler-Bernoulli beam theory

An equation for the tension: use the constraint! @t(|xs|2) = 0 ) xs · xst = 0

(stay tuned)
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WAVE PROPAGATION ALONG FLAGELLA
BY K. E. MACHIN

Department of Zoology, University of Cambridge

{Received 13 May 1958)

The nature of the mechanism which initiates and propagates transverse bending
waves along the length of a flagellum has been the subject of discussion for many
years. Two possible mechanisms have been advocated: (i) that the flagellum is a
passive elastic filament set in motion by an active process located at its proximal
end, the propagation of the wave along the filament being the result of its elastic
properties; (ii) that actively contractile elements exist along the length of the
flagellum. The latter view has received the greatest support, but no definite proof
appears to have been established.

In this paper the problem is approached theoretically by considering the types of
wave propagation which can occur along an elastic filament immersed in a viscous
medium.

To simplify the analysis the following assumptions have been made: (i) the
flagellum is circular in cross-section; (ii) the waves are propagated in a plane;
(iii) inertial forces are negligible; (iv) the amplitude of the waves is sufficiently
small* that only the forces normal to the axis need be considered.

Assumptions (i) and (ii) are not inconsistent with the biological evidence (Gray,
1955)-

At the very low Reynolds number appropriate to flagellar motion (of the order of
I O ^ - I O " 6 ) assumption (iii) is certainly valid. Although assumption (iv) is not true
for observed flagellar motion, results derived using it are not likely to be greatly
in error even when applied to large-amplitude waves.

THE MODES OF WAVE PROPAGATION ALONG A FLAGELLUM
Two sets of forces govern the motion of a flagellum and hence determine the form
and rate of propagation of waves along it: (i) elastic forces which tend to straighten
the flagellum; (ii) viscous forces which oppose the motion of each element through
the water.

Consider the forces acting on an element dx of the flagellum (Fig. 1).
The elastic force dFE is given by equation (1), which occurs in the theory of

vibrating beams (Morse, 1948):
^dx, (r)

where Q is Young's modulus, S is the area of cross-section and K is the radius of
gyration of the section.

• For clarity, wave amplitudes in all diagrams have been shown large.

J. Exp. Biol.

Trapping and Wiggling: Elastohydrodynamics of Driven Microfilaments

Chris H. Wiggins,* D. Riveline,# A. Ott,# and Raymond E. Goldstein§

*Department of Physics, Princeton University, Princeton, New Jersey 08544 USA; #Institut Curie, Section de Physique et Chimie,
75231 Paris Cedex 05, France; and §Department of Physics and Program in Applied Mathematics, University of Arizona,
Tucson, Arizona 85721 USA

ABSTRACT We present an analysis of the planar motion of single semiflexible filaments subject to viscous drag or point
forcing. These are the relevant forces in dynamic experiments designed to measure biopolymer bending moduli. By analogy
with the “Stokes problems” in hydrodynamics (motion of a viscous fluid induced by that of a wall bounding the fluid), we
consider the motion of a polymer, one end of which is moved in an impulsive or oscillatory way. Analytical solutions for the
time-dependent shapes of such moving polymers are obtained within an analysis applicable to small-amplitude deformations.
In the case of oscillatory driving, particular attention is paid to a characteristic length determined by the frequency of
oscillation, the polymer persistence length, and the viscous drag coefficient. Experiments on actin filaments manipulated with
optical traps confirm the scaling law predicted by the analysis and provide a new technique for measuring the elastic bending
modulus. Exploiting this model, we also present a reanalysis of several published experiments on microtubules.

INTRODUCTION

Attempts by theoretical physicists to contribute in some
useful way to the study of biology have, so far, been most
successful in systems in which all forces and motion can be
modeled and mathematized explicitly, or in those governed
by equilibrium statistical mechanics, for which equipartition
can be invoked. One specific example of such success is the
analysis of structural microfilaments, essentially one-di-
mensional mechanical objects with no moving parts. De-
spite this unassuming mechanical description, these semi-
flexible biopolymers are essential for innumerable functions
and processes at the molecular and cellular level.
Depending on the bending modulus of the filament in

question, experiments investigating the elastic properties of
these biopolymers largely rely on either mechanical or
statistical techniques. Microtubules, with a persistence
length of !5 mm, are quite amenable to micromanipulation
or forcing via hydrostatic drag. Actin and nucleic acids,
with persistence lengths near 15 !m and 50 nm, respec-
tively, fall in the realm of statistical mechanics (note that we
are here addressing the bending elasticity, not the stretching
elasticity, another area of great excitement and successes;
Yin et al., 1995; Cluzel et al., 1996; Smith et al., 1996).
An area in which careful analysis has been less prevalent,

however, is investigations of dynamics at the single poly-
mer level. Such a theoretical program has only recently been
made experimentally relevant through the advent of optical
tweezers and the proliferation of similar techniques for
precise and controllable micromanipulation. Whereas treat-
ments of the undamped, inertial case have a long history
(Harris and Hearst, 1966; Landau and Lifshitz, 1986), and

viscously overdamped dynamics have been studied in great
detail and with exciting results in bulk for polymer gels
(Isambert and Maggs, 1996; MacKintosh and Janmey,
1997), the application of viscous dynamics to single poly-
mers and connections with experiment have not been fully
elucidated. We intend this paper to be a complement to the
important works done in the inertial and bulk contexts.
Specifically, we here couple elasticity theory and over-

damped viscous hydrodynamics (as is appropriate in the
biological context) to explore elastohydrodynamics. Al-
though equations with the appropriate units will be suffi-
cient to determine the scales of forces and velocities, if we
wish to extract numbers from the experiments it is necessary
to perform a thorough analysis. The slenderness of the
filaments allows us to simplify greatly the hydrodynamics
and arrive at a local partial differential equation of motion.
We find that coupling to hydrodynamics allows us to extend
the range of mechanical experiments to much smaller bend-
ing moduli. For example, whereas measurements of actin’s
rigidity so far have been via fluctuation analyses invoking
equipartition and thus statistical mechanics, we present here
an experimental method that does not rely on nonzero
temperature. Furthermore, the method allows investigation
into questions that have been raised about whether actin can
even be treated as a semiflexible polymer, or is in fact
scale-sensitive (Käs et al., 1993) or dynamic in its elasticity.
Such a purely mechanical treatment obviates the possible
complications of statistical treatments like dimensionality
(Ott et al., 1993), correlations among sampled images, or
self-avoidance.
It is our hope that this new experimental method, as well

as the general analytic techniques here outlined, will con-
tribute to the current exciting and active dialogue among
physicists and biologists regarding the nature and numbers
behind biopolymer rigidity, as well as the effects of asso-
ciated proteins and varying biochemical environments on
elastic moduli. Furthermore, these new methods and anal-
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and rewrite the solution as

y!x, t" ! y0!#ei"th!#"$ (31)

and Eq. 2 as

ih! %h#### (32)

The solutions of Eq. 32 are of the form h(#) & ce$#, where

$ may be any one of the four distinct (complex) numbers
such that $4 & %i. These are $j & ij exp(%i%/8), j & 1 . . . 4.

The general solution is the sum of these four solutions,

h!#" ! !
j&1

4

cjei
jz0# (33)

where z0 ' e%i%/8 " 0.92 % 0.38i. The unpleasant (but
certainly not subtle) remainder of the problem is to solve for

the four cj’s, given some four boundary conditions. At the
left (x & 0) end, we enforce the position and the condi-

tion of torquelessness (as appropriate for an optical trap):

yxx(0)& 0. The right end must satisfy the free end boundary

conditions (Eq. 6). The cj derived from these conditions are
functions of a rescaled polymer length " ' L/#(") and may
properly be written as cj(").

Semiinfinite polymer

The exact solution for h(#) is presented in Appendix C; it
simplifies greatly, however, for extreme values of L/#(").
For this reason we include a discussion of the polymer of

infinite extent. In this limit, the two coefficients cj for which
$j has a nonnegative real part must be zero, allowing only
decaying solutions as x 3 (.

The solution consistent with the two left-end boundary

conditions is

y!
y0
2

)e%C˜#cos!S̃# & "t" & e%S˜#cos!C̃# ' "t"* (34)

where C̃ & cos(%/8) and S̃ & sin(%/8). Compare with the
solution to SII (Eq. 27). The semiinfinite solution (Eq. 34)

is shown at the bottom of Fig. 6 for "t & n2%/6, n & 1 . . .

6. In the hydrodynamic case, the solution of Eq. 27 de-

scribes exponentially decaying right-moving traveling

waves of transverse velocity. In the elastohydrodynamic

case, the higher order derivative allows more complicated

behavior: right- and left-moving waves of displacement,

with different decay rates and velocities. In this case, the

right-movers have a slower decay (because S̃ " 0.38 +
0.92 " C̃), and might be expected in some sense to domi-
nate over the left-movers. This mechanism will be elabo-

rated on below (under Propulsive Force).

Finite polymer

In the limit of a short or stiff polymer, " ++ 1, we rewrite

# & (", ( & x/L ! (0, 1) and expand, yielding

h ) !(" " #1'
3

2
($

(35)

&
i("4

1680
!%16& 70(2 ' 70(3 & 21(4"

Equivalently, we may derive this polynomial by truncating

a series expansion for h in ( and enforcing the equation of
motion (Eq. 32) and the boundary conditions (Eq. 6). Using

Eq. 35, all four boundary conditions are satisfied exactly,

whereas Eq. 32 is solved to order $("4).
The exact solution is shown in Fig. 6 for " & 1, 2, 4, and

( and "t& n2%/6, n& 1 . . . 6. Note the existence of a pivot

point at x & 2L/3 as " 3 0. This behavior is described by

the $("0) term in Eq. 35: as " 3 0, the polymer acts as a

rigid rod. As a consequence, it is impossible to tell if a

movie of such a polymer is being played forward or back-

ward. Indeed, this is a filamentous version of the famous

“one-armed swimmer” or “scallop” example, illustrating the

lack of net propulsion for rigid objects executing time-

reversible motions in low Reynolds number flow (Purcell,

1977; Childress, 1981).

Propulsive force

Problem II and its associated experiment are sufficiently

reminiscent of flagellar hydrodynamics to motivate a cal-

culation of the propulsive force F generated in the x direc-
tion by the wiggling. This can be done by integrating f%, the
force exerted by the polymer on the fluid, along the length

of the filament. We then contract this instantaneous total

force with êx and average over one period. This force is
FIGURE 6 Solutions to EHD problem II for filaments of various

rescaled lengths ".
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equal to and opposite the propulsive force exerted by the

fluid on the polymer.

Noting that the force per unit length in Eq. 4 is a total

derivative,

f! ! A"s!#sn̂$
1

2
#2t̂" (36)

and recalling the boundary conditions imposed on # and #s,
we have

F # !$ dsf! ! êx ! A#ssin %"s! 0# (37)

This is geometrically exact. We now wish to calculate the

time average F! over one period. Within the linearized so-
lution, #s sin % % yxxxyx. Recalling the expression for y in
Eq. 31, we obtain

F! !
y02&'

4&2 $! L
""'#" (38)

where "(') is the characteristic length and $ is a scaling

function conveniently normalized (see below).

The exact solution to EHDII given in Appendix C can be

used to calculate the function$ for all values of the polymer
length. The asymptotic behavior as # 3 % is

$"## 3 1( 4e!2S̃#
sin"2C̃## (39)

When the length is short compared to the characteristic

length, the polymer flexes very little, so

$ %
11

3360
#4 ( $"#8# %

11

3360

&'

A L
4

(40)

As Fig. 7 illustrates, the short-length approximation (Eq.

40) shows good agreement with the exact solution for

# ) 3, as does the large-# approximation (Eq. 39) for

# * 3. The approach to the asymptotic limit is oscillatory,

with a maximum near # & 4, the value at which %{h+}

acquires its first root, and a local minimum near # & 6, the

value at which &{h+} acquires its second root. The unex-

pected local maximum indicates that there is an optimal

combination of A, ', and a finite L.
Inserting typical numbers from the experiment (in cgs),

, ' 10
!2
, y0 ' 4- 10

!4

' ' 2.,
L
d ' 10

3

we find that F(%) & 2 ' 10
!9
dynes ( 3 ' 10

!2
pN. For

a trap stiffness of )0.02 pN/nm, this would induce a dis-
placement of 1.5 nm, at the lower limit of experimental

observation. The production and measurement of propulsive

force by an artificial flagellum were attempted by G. I.

Taylor (Taylor, 1952), using a glycerine-filled tub to mimic

the low Reynolds numbers found in vivo. Taylor struggled

to drive the flagellum without inducing unwanted torque or

disturbing the flow, a difficulty obviated by the use of

optical traps.

Returning to the asymptotic expressions for h derived in
the previous two sections, we observe a pleasant accordance

with the qualitative features of Fig. 7. In the semiinfinite

case, we noted the presence of right- and left-movers, with

right-moving waves of displacement exhibiting slower de-

cay. Such a dominance accounts for the nonzero propulsive

force in the #3 % limit, where a net propulsion to the left
survives. In the # 3 0 case, we recovered a shape that

approaches a pivoting rigid rod, not unlike a one-armed

swimmer. As we expect from life at low Reynolds number

(Purcell, 1977; Childress, 1981), such a motion, invariant

under t 3 !t, can produce no net propulsion.
As a further illustration of the relationship between low-

Reynolds-number swimming and cyclic motions, we ob-

serve that the lowest-order expression for the time-averaged

force is equal to

F!
&'

2. $
0

2./'

dt yx(
x(0

d

dt $
0

L

dx y"x# (41)

or, noting that *0
L
dx y(x, t) is simply the area '(t) under the

curve y(x, t), and that the slope at the left is to first order
simply the tangent angle %0,

F!
&'

2. $
0

2./'

dt %0
d'

dt !
&'

2. ) %0 d' (42)

This result can be interpreted quite simply: the propulsive

force results from pushing aside some volume (or in two

dimensions, an area) of fluid, projected in the direction of

propulsion êx an amount proportional to %0. Note that had
we been interested in the propulsion in the transverse (êy)

FIGURE 7 Scaling function $ for propulsive force. The large # expan-

sion is plotted for # + 2, and the small-# solution is plotted for # , 3.5.
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WAVE PROPAGATION ALONG FLAGELLA
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The nature of the mechanism which initiates and propagates transverse bending
waves along the length of a flagellum has been the subject of discussion for many
years. Two possible mechanisms have been advocated: (i) that the flagellum is a
passive elastic filament set in motion by an active process located at its proximal
end, the propagation of the wave along the filament being the result of its elastic
properties; (ii) that actively contractile elements exist along the length of the
flagellum. The latter view has received the greatest support, but no definite proof
appears to have been established.

In this paper the problem is approached theoretically by considering the types of
wave propagation which can occur along an elastic filament immersed in a viscous
medium.

To simplify the analysis the following assumptions have been made: (i) the
flagellum is circular in cross-section; (ii) the waves are propagated in a plane;
(iii) inertial forces are negligible; (iv) the amplitude of the waves is sufficiently
small* that only the forces normal to the axis need be considered.

Assumptions (i) and (ii) are not inconsistent with the biological evidence (Gray,
1955)-

At the very low Reynolds number appropriate to flagellar motion (of the order of
I O ^ - I O " 6 ) assumption (iii) is certainly valid. Although assumption (iv) is not true
for observed flagellar motion, results derived using it are not likely to be greatly
in error even when applied to large-amplitude waves.

THE MODES OF WAVE PROPAGATION ALONG A FLAGELLUM
Two sets of forces govern the motion of a flagellum and hence determine the form
and rate of propagation of waves along it: (i) elastic forces which tend to straighten
the flagellum; (ii) viscous forces which oppose the motion of each element through
the water.

Consider the forces acting on an element dx of the flagellum (Fig. 1).
The elastic force dFE is given by equation (1), which occurs in the theory of

vibrating beams (Morse, 1948):
^dx, (r)

where Q is Young's modulus, S is the area of cross-section and K is the radius of
gyration of the section.

• For clarity, wave amplitudes in all diagrams have been shown large.
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Fig. 3. Calculated wave-patterns on a flagellum. Vertical amplitudes have been exaggerated for clarity.



Wave propagation along flageUa 801
but contains less than one wavelength. When L<il^ the motion approximates to
that of a relatively rigid cilium.

Two of the arguments purporting to show that distributed contractile elements
must exist along flagella are: (i) Since in observed flagellar motions the point of
maximum amplitude occurs some way from the proximal end, energy is being fed
in near this point; (ii) inertial forces are necessary to maintain a progressive wave
system. The results of Fig. 3, derived for a weightless passive flagellum, show that
these arguments are not valid.

However, it is clear from Fig. 3 that a passive elastic flagellum of uniform cross-
section driven from one end cannot exhibit more than \\ wavelengths along its
length. Further, the amplitude of the wave decreases exponentially. If a flagellum
exhibits more than i\ wavelengths, or has a sustained amplitude along its length,
the propagation of the waves cannot be due to a passive mechanism. This con-
clusion is unaffected by the nature of the drive at the proximal end, since the
secondary wave becomes negligible beyond 3^.

So far only uniform flagella have been considered. The behaviour of a flagellum
whose size or mechanical properties vary along its length can readily be described,
provided that the variation is slow compared with the wavelength. Under these
conditions the value of 1$, the scale length, will vary along the flagellum, giving a
non-linear 'stretch' to the wave-patterns of Fig. 3. The result of this is shown in
Fig. 3 J drawn for a flagellum whose distal end is one-third of the diameter of the
proximal end. Again waves of sustained amplitude appear impossible.

So far as is known, the only instance in which the envelope of an actual flagellum
has the form of any of the curves of Fig. 3 is in the case of 'ageing' spermatozoa
described by Gray (1955). On the other hand, passive models described by Gray
(1955) have envelopes very similar to those of Fig. 3.

It appears, then, that under certain abnormal circumstances sperm tails behave
as though they were passive, but that to explain their normal motion an active
mechanism is essential.

BENDING MOMENTS IN AN ACTIVE FLAGELLUM
As it seems clear that the waves exhibited by a passive elastic filament cannot
resemble those observed on a normal flagellum, it is of interest to consider the
alternative hypothesis of actively bending elements distributed along the length of
the filament.

If a distribution B (x) of active bending moment along the flagellum is postulated,
equation (1) becomes

dF^-QSK&dx-^dx, (14)
and (3) becomes

i
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surrounding fluid during lateral swimming. In addition, for both the infinite- and finite-length cases, we have shown

that the change in the hydrodynamic efficiency is relatively small, and remains well above the hydrodynamic efficiency

of typical biological cells.

The model presented here uses some simplifying assumptions, and leaves a number of open questions. First, the

hydrodynamic description could be improved upon by the inclusion of non-local effects, for example using slender

body theory, or a more complete three-dimensional method for thicker organisms such as nematodes. The work of

Tam [33] appears to indicate that the sawtooth form may not be regularized by the non-local fluid interactions in

the limit of zero bending costs, but that the number of expressed wavelengths may be decreased. Another exclusion

in the work presented here is the possible presence of a head. Although most sperm cells have relatively small cell

bodies (such as human spermatozoa), they can be large for some microorganisms and generally act to damp rotations

imposed by the flagellar beating. In addition, the expression we used for the bending energy becomes invalid when

the radius of curvature approaches the body radius. The formation of material or structural singularities has been

considered by other authors, and this can also provide a barrier to the degeneracy mentioned above [39].

FIG. 15: Marine invertebrates spermatozoa. (a): Superimposed images of the headless spermatozoon of Lytechinus. (b):
Spermatozoon of Chaetopterus exhibits non-integral spatial wave-numbers. Reproduced with permission by the Journal of
Experimental Biology, Ref. [18].

In our opinion, the two most important implications of our study for the biophysics of swimming cells are the

following. First, we have shown that a physically-motivated measure of internal elastic cost for the deformable

flagellum regularizes the hydrodynamically-optimal solution of Lighthill, and that this is done with only a small loss

in hydrodynamic efficiency. Second, our results show the emergence of small numbers of wavelengths in the optimal

solution when bending is at all costly (see Fig. 11). This result, which is likely to remain robust to improvements

on the modeling such as the one discussed above, is consistent with observations on the morphology of eukaryotic

flagella, in particular for spermatozoa (see the review in Ref. [21]). As an example, we reproduce in Fig. 15 the shapes

of two marine invertebrates spermatozoa (Lytechinus and Chaetopterus) from Ref. [18]. In both cases, although the

shapes are different from out optimal solutions, the presence of the half-integer wave-number morphology (k ≈ 1.5) is

apparent. Our work constitutes therefore an attempt at a physical rationalization of this observed feature of eukaryotic

flagella. We also observe that our optimal solutions display hydrodynamic efficiencies which are significantly above

those of biological swimming cells, which are typically in the 1% range. Our solution could therefore also be considered

as an appropriate ‘initial condition’ for further (more directly biological) optimization, at the expense of hydrodynamic

efficiency. Finally, we note that another (less common) means of eukaryotic propulsion involves the passage of periodic

helical waves down along the length of a flagellum. In this case, in addition to the costs discussed here, there may

also be costs due to a twisting of the material, and dynein motors have been observed in some cases to exert twisting

Spermatozoa of Lytechinus and Ciona (sea urchin)
Brokaw, J. Exp. Biol. (1965).

d ⇡ 500nm

L ⇡ 50µm
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Abstract. We study the dynamics of an elastic rod-like filament in two
dimensions, driven by internally generated forces. This situation is motivated
by cilia and flagella which contain an axoneme. These hair-like appendages of
many cells are used for swimming and to stir surrounding fluids. Our approach
characterizes the general physical mechanisms that govern the behaviour of
axonemes and the properties of the bending waves generated by these structures.
Starting from the dynamic equations of a filament pair in the presence of internal
forces we use a perturbative approach to systematically calculate filament shapes
and the tension profile. We show that periodic filament motion can be generated
by a self-organization of elastic filaments and internal active elements, such as
molecular motors, via a dynamic instability termed Hopf bifurcation. Close to
this instability, the behaviour of the system is shown to be independent of many
microscopic details of the active system and only depends on phenomenological
parameters such as the bending rigidity, the external viscosity and the filament
length. Using a two-state model for molecular motors as an active system, we
calculate the selected oscillation frequency at the bifurcation point and show that
a large frequency range is accessible by varying the axonemal length between
1 and 50 µm. We discuss the effects of the boundary conditions and externally
applied forces on the axonemal wave forms and calculate the swimming velocity
for the case of free boundary conditions.

1. Introduction

Many small organisms and cells swim in a viscous environment using the active motion of
cilia and flagella. These hair-like appendages of the cell can undergo periodic motion and use
hydrodynamic friction to induce cellular self-propulsion [1]. Of particular interest for the present
work are those flagella and cilia which contain an axoneme, a characteristic structure which occurs
in a large number of very different organisms and cells and which appeared early in evolution.
It consists of a cylindrical arrangement of nine doublets of parallel microtubules, which are
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Figure 2. Two filaments (full curves) r1 and r2 at constant separation a are
rigidly connected at the bottom end with s = 0, where s is the arclength of
the neutral line r (broken curves). Internal forces f(s) are exerted in opposite
directions, tangential to the filaments. The sliding displacement ∆ at the tail is
indicated.

In the following sections, we present a systematic study of the dynamics of elastic filaments
subject to internal forces [17]. In section 2, we derive the dynamic equations. Similar equations
have been proposed by [12, 13]. Our derivation follows recent work on the dynamics of
semiflexible filaments subject to external forces [25]–[29], which we generalize for internal
forces. We show how the dynamic equations can be solved perturbatively and we determine
the shapes of bending waves, discuss the velocity of swimming and calculate the tension profile
along the flagellum. In section 3, we discuss the general properties of an active system that
generates internal forces. The behaviour of self-organized bending waves and oscillations in
the vicinity of a Hopf bifurcation of the active system coupled to the filament dynamics are
discussed in section 4. We calculate the generic wave patterns at the bifurcation and determine
the selected oscillation frequency using a two-state model for active elements. Finally, we
propose experiments which could be performed to test predictions that follow from our work.

2. Internally driven filament

The cylindrical arrangement of microtubule doublets within the axoneme can be described
effectively as an elastic rod. Deformations of this rod lead to local sliding displacements
of neighbouring microtubules. Here, we consider planar deformations. In this case, the
geometric coupling of bending and sliding can be captured by considering two elastic filaments
(corresponding to two microtubule doublets) arranged in parallel with a constant separation a
along the whole length of the rod. At one end, which corresponds to the basal end of an axoneme
and which we call the ‘head’, the two filaments are rigidly attached and are not permitted to
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slide with respect to each other [2]. Everywhere else, sliding is possible, see figure 2. The
configurations of the system are described by the shape of the filament pair given by the position
of the neutral line r(s) as a function of the arclength s, where r is a point in two-dimensional
space. The shapes of the two filaments are then given by

r1(s) = r(s) − an(s)/2
r2(s) = r(s) + an(s)/2 (1)

where n, with n2 = 1, is the filament normal. The local geometry along the filament pair is
characterized by the relations

ṙ = t (2)
ṫ = Cn (3)
ṅ = −Ct (4)

where t denotes the normalized tangent vector and C = ṫ·n is the local curvature. Throughout
this paper the overdots denote derivatives with respect to s, i.e. ṙ ≡ ∂sr ≡ ∂r/∂s.

2.1. Bending and sliding of a filament pair

The bending of the filament pair and local sliding displacements are coupled by a geometric
constraint. The sliding displacement at position s along the neutral line

∆(s) ≡
∫ s

0
ds′ (|ṙ1| − |ṙ2|) (5)

is defined to be the difference of the total arclengths along the two filaments up to the points
r1(s) and r2(s) which face each other along the neutral line. From equations (1) and (4) follows
that ṙ1,2 = (1 ± aC/2)t and thus

|ṙ1,2| = 1 ± aC/2. (6)

Therefore, the sliding displacement

∆ = a
∫ s

0
ds′ C (7)

is given by the integrated curvature along the filament.

2.2. Enthalpy functional

The bending elasticity of filaments (microtubules) characterizes the energetics of the filament
pair. In addition to filament bending, we also have to take into account the internal stresses due
to active and passive elements. We introduce a coarse-grained description, defining the force
per unit length f(s) acting at position s in opposite directions on the two microtubules, see
figure 2 (the internal forces must balance). This internal force density corresponds to a shear
stress within the flagellum which tends to slide the two filaments with respect to each other.
A static configuration of a filament pair of length L can thus be characterized by the enthalpy
functional

G ≡
∫ L

0

[

κ

2
C2 + f∆ +

Λ
2

ṙ2
]

ds. (8)

Here, κ denotes the total bending rigidity of the filaments. The incompressibility of the system
is taken into account by the Lagrange multiplier function Λ(s) which is used to enforce the
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constraint ṙ2 = 1 which ensures that s is the arclength [25]. The internal force density f couples
to the sliding displacement ∆ as described by the contribution

∫

ds f∆. The variation of this term
under small deformations of the filament shape represents the work performed by the internal
stresses. Using equation (7) leads, after a partial integration, to

G =
∫ L

0
ds

[

κ

2
C2 − aCF +

Λ
2

ṙ2
]

(9)

where

F (s) ≡ −
∫ L

s
ds′ f (10)

is the force density integrated to the tail. From (9) it follows that if the internal stresses or F are
imposed, G is minimized for a filament curvature C = C0 where C0(s) = aF (s)/κ is a local
spontaneous curvature. The internal forces therefore induce filament bending. In order to derive
the filament dynamics, we determine the variation δG with respect to variations δr. Details of
this calculation are given in appendix A. As a result, we find

δG

δr
= ∂s[(κĊ − af)n − τt]. (11)

Here,

τ = Λ + κC2 − aCF (12)

plays the role of the physical tension. This becomes apparent since from equation (11) it follows
that

τ(s) = t(s)·
(
∫ L

s
ds′ δG/δr + Fext(L)

)

(13)

where Fext(L) is the external force applied at the end which satisfies (20). Therefore, τ is the
tangent component of the integrated forces acting on the filament.

2.3. Dynamic equations

We assume, for simplicity, that the hydrodynamics of the surrounding fluid can be described
by two local friction coefficients ξ∥ and ξ⊥ for tangential and normal motion, respectively. The
equations of motion in this case are given by [26, 27]

∂tr = −
(

1
ξ⊥

nn +
1
ξ∥

tt

)

· δG
δr

. (14)

For the following, it is useful to introduce a coordinate system r = (X, Y ) and the angle ψ
between the tangent t = (cosψ, sinψ) and the X-axis which satisfies C = ψ̇. We find with
equation (11) that

∂tr =
1
ξ⊥

n (−κ
...
ψ +aḟ + ψ̇τ) +

1
ξ∥

t(κψ̇ψ̈ − aψ̇f + τ̇). (15)

Noting that ∂tṙ = n∂tψ, we obtain an equation of motion for ψ(s) alone:

∂tψ =
1
ξ⊥

(−κ
....
ψ +af̈ + ψ̇τ̇ + τ ψ̈) +

1
ξ∥
ψ̇(κψ̇ψ̈ − af ψ̇ + τ̇). (16)
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(C = )

B. Fluid-body interactions

The fluid-body interactions are modeled using the local
resistive force theory of Gray and Hancock !1955".34 Resis-
tive force theory relates the local fluid force per unit length
and the local fluid/body velocity !equivalent by the assump-
tion of a no-slip boundary condition". In the classical theory,
the velocity of the slender body at a station s is separated
into tangential and normal components, as is the correspond-
ing force per unit length f!s , t":

ŝ · f!s,t" = KT ŝ · u, n̂ · f!s,t" = KN n̂ · u . !5"

The force per unit length on the fluid, f!s , t", is thus taken to
be

f!s,t" = KT ŝŝTu + KN!I − ŝŝT"u

= !KT − KN"ŝ!ŝ · u" + KNu . !6"

With no external forcing, the dynamics are thus set by con-
ditions ensuring zero net force and zero net torque on the
body at all times,

#
0

L

f!s,t"ds = 0, #
0

L

$x!s,t" − x0!t"% ! f!s,t"ds = 0. !7"

These three equations are linear in the velocities ẋ0 and "̇,
which are solved by a simple matrix inversion. The time-
dependent body geometry determines uniquely the velocities
at all times.

Corrections to the resistance coefficients and to the
local theory, in general, are the subject of a number of
studies.11,34,35 For this study we fix the ratio rk=KN /KT
=1 /2 with the acknowledgment that this ratio has been found
in these other works to be dependent !though logarithmi-
cally" on the ratio of body radius to wavelength, a /#, which
we take to be very small. Nonlocal effects are potentially
significant for the study of all but the thinnest of bodies;
however, the use of slender body theory is complicated by
the need for high resolution of the body shape near any re-
gion of rapid geometric variation such as a kink. The slender
body theory generates a system of Fredholm integral equa-
tions of the first kind which are in general susceptible to
oscillatory behavior or slow convergence in their numerical
solution, particularly when the immersed boundary has a
sharp geometry.36 This said, we note that Tam33 shows the
near recovery of Lighthill’s sawtoothed waveform solution
using the full slender body theory.

C. Energetics

1. Dissipation

The rate of mechanical work done by the body against
the fluid, $̃!!t", is determined through an integration along
the body centerline,

$̃!!t" = #
0

L

f!s,t" · u!s,t"ds !%0" , !8"

and is seen to be non-negative due to the form of Eq. !6".
Averaging over one cycle, we define

$! = &$̃!!t"' , !9"

where

&$̃!!t"' =
1
T!#

0

T!

$̃!!t"dt . !10"

In addition to performing work against the fluid, internal
forces must also be exerted in order to create bending waves
along the flagellum. In this paper we are considering these
forces by explicitly taking into account the elastic nature of
the flagellum, as well as the presence of internal dissipation.
Three new measures of energy are therefore defined below.

2. Bending

Figure 2 shows a transmission electron microscopy
!TEM" image and a cross-sectional diagram of a typical eu-
karyotic flagellum, in this case that of the organism Chlamy-
domonas. The internal structure of a eukaryotic flagellum,
known as the axoneme, is usually composed of nine micro-
tubule doublets which encircle a central microtubule pair
!though other numbers and modifications of this basic pat-
tern have been observed".21 Dynein molecular motors act to
generate shear forces that cause sliding between the outer
doublet microtubules, and consequently the macroscopic
passage of waves along the flagellar length.37 Nexin proteins
are elastic links that act to keep the outer microtubule dou-
blets well spaced.

We model the elastic energy stored in the bending of the
axoneme, EBending

! !t", as a function of the flagellum’s effec-
tive Young’s modulus E, its second moment of inertia I, and
the local flagellum curvature &!s , t" using the classical elastic
beam theory;38 thus,

EBending
! !t" =

1
2

EI#
0

L

&2!s,t"ds . !11"

Note that kink instabilities have been shown to form when
soft elastic cylinders are bent beyond a critical radius of
curvature;39 however, we take such defects to be negligible
given the assumption of the vanishingly small aspect ratios
considered here.

For a periodic wave with an integer number of wave-
lengths, the rate of change of the bending energy is zero,
!tEBending

! !t"=0. Physically, elastic forces are conservative
and are therefore not associated with energy dissipation.
However, an organism must be capable of creating the bend-

(a)
Nexin

Membrane

Outer dynein arm
Inner dynein arm

Radial Spokes Central singlet microtubules

Microtubule doublet(b)

FIG. 2. The structure of the flagellar axoneme is seen in a !a" TEM image
!Ripped Electron Microscope Facility, Dartmouth College" and !b" a cross-
sectional diagram of a Chlamydomonas flagellum.
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constraint ṙ2 = 1 which ensures that s is the arclength [25]. The internal force density f couples
to the sliding displacement ∆ as described by the contribution

∫

ds f∆. The variation of this term
under small deformations of the filament shape represents the work performed by the internal
stresses. Using equation (7) leads, after a partial integration, to

G =
∫ L

0
ds

[

κ

2
C2 − aCF +

Λ
2

ṙ2
]

(9)

where

F (s) ≡ −
∫ L

s
ds′ f (10)

is the force density integrated to the tail. From (9) it follows that if the internal stresses or F are
imposed, G is minimized for a filament curvature C = C0 where C0(s) = aF (s)/κ is a local
spontaneous curvature. The internal forces therefore induce filament bending. In order to derive
the filament dynamics, we determine the variation δG with respect to variations δr. Details of
this calculation are given in appendix A. As a result, we find

δG

δr
= ∂s[(κĊ − af)n − τt]. (11)

Here,

τ = Λ + κC2 − aCF (12)

plays the role of the physical tension. This becomes apparent since from equation (11) it follows
that

τ(s) = t(s)·
(
∫ L

s
ds′ δG/δr + Fext(L)

)

(13)

where Fext(L) is the external force applied at the end which satisfies (20). Therefore, τ is the
tangent component of the integrated forces acting on the filament.

2.3. Dynamic equations

We assume, for simplicity, that the hydrodynamics of the surrounding fluid can be described
by two local friction coefficients ξ∥ and ξ⊥ for tangential and normal motion, respectively. The
equations of motion in this case are given by [26, 27]

∂tr = −
(

1
ξ⊥

nn +
1
ξ∥

tt

)

· δG
δr

. (14)

For the following, it is useful to introduce a coordinate system r = (X, Y ) and the angle ψ
between the tangent t = (cosψ, sinψ) and the X-axis which satisfies C = ψ̇. We find with
equation (11) that

∂tr =
1
ξ⊥

n (−κ
...
ψ +aḟ + ψ̇τ) +

1
ξ∥

t(κψ̇ψ̈ − aψ̇f + τ̇). (15)

Noting that ∂tṙ = n∂tψ, we obtain an equation of motion for ψ(s) alone:

∂tψ =
1
ξ⊥

(−κ
....
ψ +af̈ + ψ̇τ̇ + τ ψ̈) +

1
ξ∥
ψ̇(κψ̇ψ̈ − af ψ̇ + τ̇). (16)
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is defined to be the difference of the total arclengths along the two filaments up to the points
r1(s) and r2(s) which face each other along the neutral line. From equations (1) and (4) follows
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2
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Table 1. Different boundary conditions studied. (A) clamped head, free tail;
(B) fixed head, free tail; (C) swimming flagellum with viscous load ζ; and
(D) clamped head, external force applied at the tail.

Boundary condition Head s = 0 Tail s = L

A ∂tr = 0 ∂tt = 0 Fext = 0 Text = 0
B ∂tr = 0 Text = 0 Fext = 0 Text = 0
C Fext = −ζ∂tr Text = 0 Fext = 0 Text = 0
D ∂tr = 0 ∂tt = 0 Fext ̸= 0 Text = 0
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Figure 3. Resting frame (X, Y ) and frame (x, y) moving with the filament at
velocity v̄. The tangent t and the normal n are indicated, the angle between the
X, x-axis and t is denoted ψ.

The tension τ is determined by the constraint of incompressibility ∂tṙ2 = 2t·∂tṙ = 0. This
condition and (15) leads to a differential equation for the tension profile:

τ̈ −
ξ∥
ξ⊥
ψ̇2τ = a∂s(ψ̇f) − κ∂s(ψ̇ψ̈) +

ξ∥
ξ⊥
ψ̇(aḟ − κ

...
ψ). (17)

Equations (16) and (17) determine the filament dynamics [12]. The filament shape follows from

r(s, t) = r(0, t) +
∫ s

0
(cosψ, sinψ) ds′ (18)

where r(0, t) can be obtained from (15) evaluated at s = 0.

2.4. Boundary conditions

The filament motion depends on the imposed boundary conditions. The variation δG has
contributions at the boundaries which can be interpreted as externally applied forces Fext and
torques Text acting at the ends, see appendix A. At the head with s = 0,

Fext = (κĊ − af)n − τt

Text = −κC − a
∫ L

0
ds′ f. (19)

Similarly, at the tail for s = L,

Fext = (−κĊ + af)n + τt

Text = κC. (20)
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If constraints on the positions and/or angles are imposed at the ends, forces and torques have
to be applied to satisfy these constraints. In the following, we will discuss different boundary
conditions as specified in table 1. Case A is the situation of a filament with a clamped head, i.e.
both the tangent and the position at the head are fixed, the tail is free. Case B is a filament with
fixed head, i.e. the tangent at the head can vary. The situation of a swimming sperm corresponds
to case C where the friction force of a viscous load attached at the head is taken into account,
the head is otherwise free. As an example of a situation with an external force Fext(L) applied
at the tail we consider case D. For simplicity, we assume a force parallel to the (fixed) tangent at
the head.

2.5. Small deformations

In the absence of internal forces f , the filament relaxes passively to a straight rod with ψ̇ = 0,
i.e. ψ is a constant. Without loss of generality, we choose ψ = 0 in this state, which implies
that the filament is parallel to the X-axis. Internal stresses f(s) induce deformations of this
conformation. We can perform a systematic expansion of the filament dynamics in powers of
the dimensionless stress amplitude ϵ, where f(s, t) = ϵf1(s, t) and f1 characterizes the stress
distribution along the filament. The dynamic equations (16) and (17) can be solved perturbatively
by writing

ψ = ϵψ1 + ϵ2ψ2 + O(ϵ3)
τ = τ0 + ϵτ1 + ϵ2τ2 + O(ϵ3) (21)

which allows us to determine the coefficients ψn(s, t) and τn(s, t) as described in appendix B.
The coefficients ψ2 and τ1 vanish by symmetry. Indeed, under the transformation f → −f , we
have ψ → −ψ and τ → τ . In the cases considered here, the coefficient τ0 = σ is a constant,
which vanishes for boundary conditions A–C. In case D, it is equal to the X-component of the
external force applied at the end. To second order in ϵ, the filament shape is thus characterized
by the behaviour of ψ1(s, t) which obeys

ξ⊥∂tψ1 = −κ
....
ψ1 +σψ̈1 + af̈1. (22)

In order to discuss the filament motion in space, we define the average velocity of swimming

v̄ = lim
t→∞

1
t

∫ t

0
dt′ ∂tr (23)

which is independent of s. This velocity is different from zero only in the case of boundary
condition C. We choose the X-axis parallel to v̄ and introduce a coordinate system (x, y) which
moves with the filament

(x, y) = (X − v̄t, Y ) (24)

where v̄ = ±|v̄| and the sign depends on whether the motion is towards the positive or negative
X-direction, see figure 3. It is useful to introduce the transverse and longitudinal deformations
h and u, respectively, which satisfy

(x, y) = (s + u(s), h(s)) (25)

and which vanish for ϵ = 0. The quantities h, u and v̄ can be calculated perturbatively in ϵ, see
appendix B. To second order in ϵ, transverse motion satisfies

ξ⊥∂th = −κ∂4
sh + σ∂2

sh + a∂sf. (26)
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3. Internal forces

The filament dynamics are driven by internal stresses f(s, t) generated by a large number of
active and passive elements. The general aspects of the active properties of a large number of
force-generating elements can be studied using the simple two-state model [20, 21], reviewed in
appendix C.

3.1. Active elements coupled to a filament pair

We assume a coarse-grained description where at any position s an independent active system
containing many force-generating elements is located, which generates the sliding displacements
∆(s) as well as the internal force density f(s). Note that we neglect fluctuations which arise
from the chemical activity of a finite number of force generators and we assume homogeneity
of all properties along the filament length.

Since we will study periodic motion, we express forces and displacements by a Fourier
expansion

f(t) =
∑

n

fn einωt (33)

∆(t) =
∑

n

∆n einωt. (34)

The force f(s, t) induced by the active system located at position s along the filaments does in
general depend on the full history of the sliding motion ∆(s, t′) which the active elements have
experienced (t′ ≤ t). For limit cycle motion, this can be expressed by a nonlinear relation of the
Fourier coefficients according to the expansion [21]

fn = F (1)
nk ∆k + F (2)

nkl∆k∆l + O(∆3
k). (35)

Time-translation invariance requires that the coefficients F (m)
n,k1,...,km

= 0 if k1+· · ·+km ̸= n [21].
The derivation of the coefficients F (m) for the case of a two-state model is given in appendix C.
Note that (35) is general and characterizes a whole class of active nonlinear mechanical systems.
It is not restricted to a two-state model.

3.2. Symmetry considerations

Consider the case where the active elements are connected to one of the filaments and generate
the sliding of the second. Since the filaments are polar structures, filament sliding is typically
induced towards one particular end of the filaments. As a consequence, such a system has
a natural tendency to create bending deformations with one particular sign of the curvature.
Exchanging the role of the two filaments reverses this sign. The system therefore has a broken
symmetry with respect to bending deformations with positive and negative curvature.

This broken symmetry does not however reflect the symmetry of the axoneme, which is
symmetric with respect to all microtubule doublets. Each of the nine microtubule doublets within
the cylindrical arrangement of the axoneme play identical roles and interact with rigidly attached
motors as well as with motors which slide along their surfaces. If all dynein motors generate a
constant force, there is consequently no resulting bending deformation since all bending moments
cancel by symmetry. In order to introduce this axonemal symmetry in the active filament pair, we
assume that both filaments play identical roles, see figure 4. The consequence of this axonemal
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After elimination of τ̇2(0), via equation (B7), we find the tension profile:

τ2(s) = τ2(0) + sξ∥(v̄2 + ∂tu2(0)) +
∫ s

0
ds′ [ψ̇1(af1 − κψ̈1) + ξ∥ψ1∂th1]

−ξ∥
∫ s

0
ds′

∫ s′

0
ds′′ ψ1∂tψ1. (B11)

The tension at the head τ2(0), as well as v̄2 +∂tu2(0) are fixed using the boundary conditions. In
cases A, B and D where the head is fixed v̄2 +∂tu2(0) = 0. In this case, τ2(0) follows from (B11)
at s = L. For boundary condition C, the velocity of the head is determined from the condition
τ2(L) = 0 together with the boundary conditions τ2(0) = −ψ1(0)(κψ̈1(0) − af1(0)) + ζ(v̄2 +
∂tu2(0)) and κ

...
h1 (L) = af1(L), which leads to

v̄2 + ∂tu2(0) =
ξ⊥ − ξ∥
ζ + ξ∥L

∫ L

0
ḣ1∂th1 ds +

ξ∥
ζ + ξ∥L

∫ L

0
ds
∫ s

0
ds′ 1

2
∂t(ḣ2

1). (B12)

Averaging this equation for periodic motion h1(s, t) = H(s) cos(ωt − φ(s)) leads to
equation (32).

Appendix C. Two-state model for molecular motors

We review the two-state model for the generic behaviours of coupled motor molecules [20].
Each motor has two different chemical states, a strongly bound state, 1, and a weakly bound
state, 2. The interaction between a motor and a filament in both states is characterized by energy
landscapes W1(x) and W2(x), where x denotes the position of a motor along the filament. The
potentials have the filament symmetry: they are periodic with period l, Wi(x) = Wi(x + l)
and are spatially asymmetric, Wi(x) ̸= Wi(−x). In the presence of ATP, the motors undergo
transitions between states with transition rates ω1 and ω2. Introducing the relative position ξ of
a motor with respect to the potential period, where x = ξ + nl, 0 ≤ ξ < l and n is an integer,
we define the probability Pi(ξ, t) for a motor to be in state i at position ξ at time t, P1 + P2 is
normalized within one period. The dynamic equations are [20]

∂tP1 + v∂ξP1 = −ω1P1 + ω2P2

∂tP2 + v∂ξP2 = ω1P1 − ω2P2. (C1)

The sliding velocity v = ∂t∆, where ∆ is the displacement, is determined by the force balance

f = λv + ρ
∫ l

0
(P1∂ξW1 + P2∂ξW2) dξ + K∆. (C2)

The coefficient λ describes the total friction per unit length in the system, ρ is the number density
of motors along the filament and f is the force per unit length generated by the system. The elastic
modulus per unit length K occurs in the presence of elastic elements such as nexins. For an
incommensurate arrangement of motors as compared to the filament periodicity, P1 + P2 = 1/l
and the equations can be expressed by P1 alone

∂tP1 + v∂ξP1 = −(ω1 + ω2)P1 + ω2/l

f = λv + ρ
∫ l

0
P1∂ξ∆W + K∆ (C3)
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Figure 4. Asymmetric (a) and symmetric (b) motor–filament pairs. The arrows
indicate the polarity of the filaments. In case (a), spontaneous bending occurs
in a steady state. In case (b) both filaments play identical roles, no spontaneous
bending occurs.

symmetry is that the filament polarity becomes irrelevant. This symmetry does not usually exist
in situations where molecular motors occur because of the filament polarity which defines a
direction of motor motion. In the following, we assume a symmetric motor–filament pair, which
implies effectively a symmetric force-generating system. For this symmetry, even numbered
coefficients F (2n) vanish in the expansion given in equation (35).

3.3. Linear response function

The perturbative treatment for small filament deformations introduced in section 2 can be applied
to the coupled motor–filament system using the expansion (35). Up to second order in ϵ, only the
linear response coefficient of the active system plays a role. In the following, we use F (1)

nk = χδnk,
where

χ(Ω,ω) = K + iλω − ρ kΩ
iω/α+ (ω/α)2

1 + (ω/α)2 (36)

which is the linear response function obtained for a two-state model, see appendix C. Here, K
is an elastic modulus per motor, λ an internal friction coefficient per motor, k is the cross-bridge
elasticity of a motor and Ω, with 0 < Ω < π2, plays the role of a control parameter, α is a
characteristic ATP cycling rate. Higher-order terms F (2n+1) have to be taken into account if the
third or higher order in ϵ is considered.

4. Self-organized beating via a Hopf bifurcation

A Hopf bifurcation is an oscillating instability of an initial non-oscillating state which occurs for
a critical value Ωc of a control parameter. For Ω < Ωc, the system is passive and not moving,
while for Ω > Ωc it exhibits spontaneous oscillations. As we demonstrate below, self-organized
oscillations of the driven filament pair are a natural consequence of its physical properties. The
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Figure 8. Oscillation frequency ωc/2π at the bifurcation point as a function of
the axoneme length L for boundary conditions B and model parameters as given
in the text. The insets show the characteristic patterns of motion for small and
large lengths.

to the transition, the system oscillates spontaneously with frequency ωc. The shapes of filament
beating are characterized by the corresponding mode h̃n(s) whose amplitude is determined by
nonlinear terms. For the case of a continuous transition, the deformation amplitude increases as
|h̃n| ∼ (Ω − Ωc)1/2.

4.3. Axonemal vibrations for different lengths

Choosing parameter values which correspond to the axonemal structure, we estimate the bending
rigidity κ ≃ 4 × 10−22 N m2 which is the rigidity of about 20 microtubules. Furthermore, we
use a ≃ 20 nm, a motor density ρ ≃ 5 × 108 m−1, friction per unit length λ ≃ 1 kg (m s)−1, a
rate constant α ≃ 103 s−1, a cross-bridge elasticity k ≃ 10−3 N m−1 and a perpendicular friction
ξ⊥ ≃ 10−3 kg (m s)−1, which is of the order of the viscosity of water. A rough estimate of the
elastic modulus per unit length associated with filament sliding can be obtained by comparing
the number of dynein heads to the number of nexin links within the axoneme. This suggests that
K is relatively small, K

<∼ kρ/10.
The selected frequency ωc at the bifurcation point for case B is shown in figure 8 as a

function of the axoneme length for K = 0. For small lengths, the oscillation frequency is large
and increases as L decreases. In this high-frequency regime, which occurs for L

<∼ 10 µm, the
system vibrates in a mode with no apparent wave propagation. For L

>∼ 10 µm the frequency
is only weakly L-dependent and the system propagates bending waves of a wavelength shorter
than the filament length. This length dependence of the frequency is qualitatively consistent
with experimental results [33].

The limit of small lengths corresponds to small ω̄ and can be studied analytically. For
σ̄ = 0, the eigenvalue χ1 is given to linear order in ω̄ by χ̄1 ≃ −π2/4 − iγω̄. The coefficient
γ depends on the boundary conditions, but not on any model parameters. For a clamped head
(case A), γ ≃ 0.184, for a fixed head (case B), γ ≃ 0.008, see appendix D. The criterion for a
Hopf bifurcation for small L is

χ(Ωc,ωc) ≃ − π2κ

4a2L2 − iγ
ξ⊥ωcL2

a2 . (42)
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Question:  What is the ‘optimal’ geometry for planar, slender body (headless) locomotion?

Infinite length
optimality condition: Lighthill, SIAM Rev. (1976)

(Helical motions avoid this complication)

But what if there are other energetic costs?

Partial answer: 
    Periodic waves (Pironneau & Katz, JFM (1974), Tam [PhD Thesis, MIT] (2008)).
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Motile eukaryotic cells propel themselves in viscous fluids by passing waves of bending
deformation down their flagella. An infinitely long flagellum achieves a hydrodynamically optimal
low-Reynolds number locomotion when the angle between its local tangent and the swimming
direction remains constant along its length. Optimal flagella therefore adopt the shape of a helix in
three dimensions !smooth" and that of a sawtooth in two dimensions !nonsmooth". Physically,
biological organisms !or engineered microswimmers" must expend internal energy in order to
produce the waves of deformation responsible for the motion. Here we propose a physically
motivated derivation of the optimal flagellum shape. We determine analytically and numerically the
shape of the flagellar wave which leads to the fastest swimming for a given appropriately defined
energetic expenditure. Our novel approach is to define an energy which includes not only the work
against the surrounding fluid, but also !1" the energy stored elastically in the bending of the
flagellum, !2" the energy stored elastically in the internal sliding of the polymeric filaments which
are responsible for the generation of the bending waves !microtubules", and !3" the viscous
dissipation due to the presence of an internal fluid. This approach regularizes the optimal sawtooth
shape for two-dimensional deformation at the expense of a small loss in hydrodynamic efficiency.
The optimal waveforms of finite-size flagella are shown to depend on a competition between
rotational motions and bending costs, and we observe a surprising bias toward half-integer wave
numbers. Their final hydrodynamic efficiencies are above 6%, significantly larger than those of
swimming cells, therefore indicating available room for further biological tuning. © 2010 American
Institute of Physics. #doi:10.1063/1.3318497$

I. INTRODUCTION

The locomotive capabilities of microorganisms are inti-
mately tied to the properties of the surrounding fluid
medium.1 On scales relevant to most microorganisms, iner-
tial effects are dominated by viscous dissipation; hence, the
ejection of momentum into the fluid by the shedding of vor-
tices, as observed in the locomotion of fish and birds, is not
a viable means of propulsion for bacteria and spermatozoa.
Instead, microorganisms evolved to exploit hydrodynamic
drag. Biological locomotion in this regime is the topic of a
vast body of research, and we refer the reader to an excellent
introduction by Purcell,2 and the classic texts by Lighthill3

and Childress.4 One of the most commonly observed means
of microorganismic propulsion is the propagation of periodic
waves down the length of a slender flagellum. Drag aniso-
tropy in viscous flows, in combination with the time-
irreversibility of unidirectional beating patterns, renders this
locomotive form one of the rather few relatively efficient
means of hydrodynamic propulsion in viscous fluids.

Due to its ubiquity in nature, flagellar locomotion has
long attracted the attention of biologists, mathematicians,
and engineers alike. Continuous advances in imaging re-
vealed new details regarding the structure and kinematics

of eukaryotic flagella,5–7 but theoretical considerations of
flagellar locomotion extend back to the seminal works of
Taylor,8 Hancock,9 Gray,10 and Lighthill.11 In these works
the authors considered the hydrodynamics of slender body
locomotion, developed a resistive force theory for the rela-
tionship between velocities and forces, and deduced conse-
quences regarding possible and, in some cases, optimal ge-
ometries. Corrections to the simplified resistive force theory
are found in a more detailed slender body theory.11–15 The
comparison of theory to experiments was furthered signifi-
cantly in the 1970s in the works of Machin,16 Higdon,17 and
Brokaw.18–20 An excellent review article on flagellar and cili-
ary propulsion from that era is provided by Brennen and
Winet.21 More recently, attention has been paid to the
relationship between internal structure and hydrodynamics.
Camalet and Jülicher22 have shown that periodic bending and
sliding of the microtubule structure of axonemal flagella can
lead to wave generation and organism propulsion. Riedel-
Kruse et al.23 considered the coordination of dynein motors
in beating spermatozoa and argued that the only theoretical
motor coordination that fits their experimental data is inter-
doublet sliding. Other avenues of current active research in-
clude the swimming dynamics of bodies in non-Newtonian
fluid environments, such as the propulsion of spermatozoa in
the human female reproductive tract.24–29

It is natural to ask about the optimality of the flagellar
shapes exhibited by nature. Lighthill3 included a response to

a"Electronic mail: sespagnolie@ucsd.edu.
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sider below the influence of bending costs on the optimal
finite-size flagellar waveform. The waveforms are not limited
to any class of functions !other than periodic" and are deter-
mined by the numerical optimization.

Figure 11 shows the total and hydrodynamic efficiencies
associated with the optimal shapes for AB! #10−7 ,1$. The
optimal shapes for a selection of bending costs are also in-
cluded and presented for a more direct comparison in Fig.
12. When the bending cost is very large compared to the
hydrodynamic cost !AB%1", the optimal shape is an approxi-
mate sinusoid and expresses just beyond a single wave-
length, k=1.08. As the bending costs begin to decrease the
optimal shape begins to express a slightly larger wave num-
ber, k=1.19 for AB=10−2. With further decreases in the
bending costs the optimal shape takes on a sharper profile
and approaches a half-integer wave number, k=1.42 for
AB=10−4.

While the shape appears to change continuously for
bending parameters in the range AB! #10−4 ,1$, we find a
surprising transition between AB=10−4 and AB=10−4.5. While
the efficiency appears to change continuously in this range of
bending costs, the optimal shape jumps discontinuously to

approximately the next half-integer wave number. Near
AB=10−6 there is yet another discontinuous transition to the
next half-integer wave number, and the optimal shape be-
comes more and more like the infinite sawtoothed solution
!!=0.858". We emphasize that this remarkable bias toward
half-integer wave numbers, which we observe over three full
jumps, is an output of the optimization and not an assumed
constraint.

We observed that while the efficiency appears to be con-
tinuous through the jumps in wave number, it is not smooth
!not shown here". The total efficiency decreases to a limiting
value of !=7.68"10−4 as the bending becomes exceedingly
expensive !AB→1". The hydrodynamic efficiency, on the
other hand, decreases monotonically to a limiting value of
!H=0.0606 for AB→1. The hydrodynamic efficiency de-
creases by 30% in this limiting case, a more dramatic change
than for the analogous body of infinite length. Here the extra
degrees of freedom, namely, rotations and vertical drift, are
more dependent on body shape, and lead to larger variations
in the dynamical work done to the fluid. Importantly how-
ever, this hydrodynamic efficiency of !6% is still signifi-
cantly above the efficiency of !1% typically displayed by
biological cells which utilize planar waves.3,4,33

Other properties of the optimal finite-length flagellum
are shown in Fig. 13. Data corresponding to the optimal
shape are shown as solid points, but we also include hollow
points to indicate values for certain locally optimal solutions.
Figure 13!a" shows the maximum curvature of the optimal
shapes. Through the jump transition in wave number there is
a small jump in the maximum curvature, but the overall trend
is preserved. As in the infinite-length case, the maximum
curvature of the finite-length body scales as approximately
#%AB

−1/2 as AB→0. However, particularly given the jumps
in maximum curvature as the wave number increases discon-
tinuously, the true asymptotic behavior as AB→0 may not
yet be well represented in this regime. As shown in Fig.
13!b" there is a distinct trend for decreasing bending costs
toward half-integer wave numbers, and there are also jumps
to shapes of larger half-integer multiples at critical bending
parameters. The left-right symmetry in shapes of half-integer
wave number serves to significantly decrease the body rota-
tions throughout the motion. With smaller rotations, the body
undulations can contribute more directly to forward locomo-

FIG. 11. !Color online" Swimming efficiencies for the optimal flagellum of
finite length as a function of the bending cost AB: total !!, solid line" and
hydrodynamic !!H, dashed line" efficiencies.
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small wave numbers the optimal amplitude behaves very
much like in the infinite-length case. For AB=1 the wave
amplitude is bk!0.89, just larger than the infinite-length re-
sult. As the bending costs decrease the optimal waveform
approaches approximately the same limiting amplitude seen
in Fig. 7"e#, and for AB=10−7 we find bk=1.315. Each jump
to larger wave numbers is accompanied by a jump in $Z$!.
Hence, the optimal waveform appears to degenerate toward
Lighthill’s infinite-length sawtooth solution in a self-similar
fashion.

V. DISCUSSION

In this paper, we have offered a physically motivated
derivation of the optimal flagellar shape. We have considered
the optimal shapes of periodic, planar flagellar waves of both
infinite and finite length in a model which, in addition to
hydrodynamic dissipation, incorporates energetic costs of in-
ternal bending, sliding, and fluid dissipation. For bodies of
infinite length, we have shown that the inclusion of a bend-
ing cost "or dissipation due to the presence of an internal
fluid# regularizes the classical Lighthill sawtooth solution,
and that the optimal waveform becomes very nearly "but not
quite# a sinusoid. The inclusion of a sliding cost has been
shown to decrease the amplitude of the optimal waveform,
but the optimal shape is still a sawtooth with a jump in the
slope at a finite number of points. For bodies of finite length,
we have shown that a degenerate solution, in which the body
takes on infinitely many small amplitude waves, is regular-
ized by the addition of any bending cost "or internal fluid
dissipation cost#. With the exception of the case in which the
bending is exceedingly expensive, the optimal shape has
been shown to express an approximately half-integer number
of wavelengths, with a shape tending in a self-similar man-
ner toward that of the infinite-length sawtoothed shape. This
surprising result underlines the importance of minimizing the
rotational work done on the surrounding fluid during forward

swimming. In addition, for both the infinite- and finite-length
cases, we have shown that the change in the hydrodynamic
efficiency is relatively small and remains well above the hy-
drodynamic efficiency of typical biological cells.

The model presented here uses some simplifying as-
sumptions and leaves a number of open questions. First, the
hydrodynamic description could be improved on by the in-
clusion of nonlocal effects, for example, using slender body
theory, or a more complete three-dimensional method for
thicker organisms such as nematodes. The work of Tam33

appears to indicate that the sawtooth form may not be regu-
larized by the nonlocal fluid interactions in the limit of zero
bending costs, but that the number of expressed wavelengths
may be decreased. Another exclusion in the work presented
here is the possible presence of a head. Although most sperm
cells have relatively small cell bodies "such as in human
spermatozoa#, they can be large for some microorganisms
and generally act to damp rotations imposed by the flagellar
beating. In addition, the expression we used for the bending
energy becomes invalid when the radius of curvature ap-
proaches the body radius. The formation of material or struc-
tural singularities has been considered by other authors, and
this can also provide a barrier to the degeneracy mentioned
above.39

In our opinion, the two most important implications of
our study for the biophysics of swimming cells are the fol-
lowing. First, we have shown that a physically motivated
measure of internal elastic cost for the deformable flagellum
regularizes the hydrodynamically optimal solution of
Lighthill, and that this is done with only a small loss in
hydrodynamic efficiency. Second, our results show the emer-
gence of small numbers of wavelengths in the optimal solu-
tion when bending is at all costly "see Fig. 11#. This result,
which is likely to remain robust to improvements on the
modeling such as those discussed above, is consistent with
observations on the morphology of eukaryotic flagella, in
particular for spermatozoa "see the review in Ref. 21#. As an
example, we reproduce in Fig. 15 the spermatozoon shapes
of two marine invertebrates "Lytechinus and Chaetopterus#
from Ref. 18. In both cases, although the shapes are different
from our optimal solutions, the presence of the half-integer
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FIG. 14. "Color online# Transition in the optimal waveform for a finite-size
swimmer. "a# With AB=1, the increased cost of bending leads to a smoother
waveform, and in turn to significant rotation. T=0.994 is the fundamental
period of this first shape. "b# For AB=10−3, bending is not as energetically
costly, and a higher spatial mode is observed to be optimal. This corresponds
to a reduction in rotation, and thus a more efficient motion opposite the
direction of the traveling wave. Nearly half-integer wave numbers benefit
from their approximate left-right symmetry, which significantly decreases
rotations. T=0.994, as in "a#, for comparison.

FIG. 15. Spermatozoa of two marine invertebrates. "a# Superimposed im-
ages of the headless spermatozoon of Lytechinus. "b# Spermatozoon of Cha-
etopterus exhibits nonintegral spatial wave numbers. %Reproduced with per-
mission from C. J. Brokaw, J. Exp. Biol. 43, 455 "1965#. Copyright © 1965,
The Company of Biologists.&
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What is the shape of  the optimal elastic flagellum?
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Abstract
Cell motility in viscous fluids is ubiquitous and affects many biological processes, including
reproduction, infection and the marine life ecosystem. Here we review the biophysical and
mechanical principles of locomotion at the small scales relevant to cell swimming, tens of
micrometers and below. At this scale, inertia is unimportant and the Reynolds number is small.
Our emphasis is on the simple physical picture and fundamental flow physics phenomena in
this regime. We first give a brief overview of the mechanisms for swimming motility, and of
the basic properties of flows at low Reynolds number, paying special attention to aspects most
relevant for swimming such as resistance matrices for solid bodies, flow singularities and
kinematic requirements for net translation. Then we review classical theoretical work on cell
motility, in particular early calculations of swimming kinematics with prescribed stroke and
the application of resistive force theory and slender-body theory to flagellar locomotion. After
examining the physical means by which flagella are actuated, we outline areas of active
research, including hydrodynamic interactions, biological locomotion in complex fluids, the
design of small-scale artificial swimmers and the optimization of locomotion strategies.

(Some figures in this article are in colour only in the electronic version)
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Abstract

The dynamics of slender filaments or fibers suspended in Stokesian fluids are fundamental to understanding many
flows arising in physics, biology and engineering. Such filaments can have aspect ratios of length to radius ranging from
a few tens to several thousands. Full discretizations of such 3D flows are very costly. Instead, we employ a non-local
slender body theory that yields an integral equation, along the filament centerline, relating the force exerted on the body
to the filament velocity. This hydrodynamical description takes into account the effect of the filament on the fluid, and is
extended to capture the interaction of multiple filaments as mediated by the intervening fluid. We consider filaments
that are inextensible and elastic. Replacing the force in the slender body integral equation by an explicit expression that
uses Euler–Bernoulli theory to model bending and tensile forces yields an integral expression for the velocity of the
filament centerlines, coupled to auxiliary integro-differential equations for the filament tensions. Based on a regularized
version of these slender body equations that is asymptotically equivalent to the original formulation, we construct a
numerical method which uses a combination of finite differences, implicit time-stepping to avoid severe stability con-
straints, and special quadrature methods for nearly singular integrals. We present simulations of single flexible fila-
ments, as well as multiple interacting filaments, evolving in a background shear flow. These simulations show shear
induced buckling and relaxation of the filaments, leading to the storage and release of elastic energy. These dynamics
are responsible for the development of positive first normal stress differences, commonly associated with visco-elastic
fluids that are suspensions of microscopic elastic fibers.
! 2003 Elsevier Inc. All rights reserved.

1. Suspension of fibers/filaments

The dynamics of flexible fibers or filaments 1 immersed in a fluid are important to understanding many
interesting problems arising in biology, engineering, and physics. For example, flexible fibers make up the
micro-structure of suspensions that show strongly non-Newtonian bulk behavior, such as elasticity, shear-
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We note that if the initial configuration x is reflected to !x, it will evolve under the symmetry x ! !x.
Hence, if we change the sign of the perturbation, the filament will buckle in the other direction.

With the initial angle of the filament being somewhat smaller than 180!, it will slowly start to rotate. Until
it has passed the vertical axis, it is under compression, most strongly when it is at 45! angle to the x-axis. As
the vertical line is passed, the filament comes under extension. If a buckling occurs, it occurs while the fil-
ament is under compression, and the filament will later extend to a straight shape again. As !l increases, the
fluid can exert a greater and greater compressive stress on the filament, inducing a larger buckling.

In Fig. 5, the line tension T ðsÞ corresponding to the filament shapes in Fig. 3 has been plotted. The
analytical solution for a straight filament (Eq. (44)) is plotted for comparison (dashed line). For a straight
filament, the line tension is a negative parabolic function up to the time where the filament is vertical, to
resist a compression of the filament. Also here, the line tension starts out similar to this, but as the filament
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Fig. 2. Slight buckling occurs for !l ¼ 2% 105.
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Elastocapillary self-folding: buckling, wrinkling, and
collapse of floating filaments

Arthur A. Evans,*a Saverio E. Spagnolie,*b Denis Bartolocd and Eric Laugae

When a flexible filament is confined to a fluid interface, the balance between capillary attraction, bending
resistance, and tension from an external source can lead to a self-buckling instability. We perform an
analysis of this instability and provide analytical formulae that compare favorably with the results of
detailed numerical computations. The stability and long-time dynamics of the filament are governed by
a single dimensionless elastocapillary number quantifying the ratio between capillary to bending
stresses. Complex, folded filament configurations such as loops, needles, and racquet shapes may be
reached at longer times, and long filaments can undergo a cascade of self-folding events.

I Introduction

A common strategy for assembling intricate structures at the
micro- and nano-scale is to exploit self-assembly. By intro-
ducing colloidal building blocks into so media such as uid
interfaces, nematic liquid crystals, or more complex meso-
phases,1–6 the resulting distortions of the medium can be used
to fabricate more elaborate colloidal objects. Over the last ten
years much effort has been devoted to achieving complex self-
assembly by tailoring the shape of the elementary colloidal
building blocks.5,7 Alternatively, the existence of mechanical
instabilities in elastic materials suggests a simple but elegant
method for guiding the creation of complex objects: a bottom-
up assembly driven by elastic instabilities in simple, exible
structures. Such a self-assembly might begin with simple
building block congurations, such as straight laments or at
sheets, which when coupled to another medium would fold or
wrinkle to minimize the total energy of the system.8–11 If the
system is well characterized theoretically, the dominant force
balance can be tuned to yield desirable shapes. Recent examples
include the use of adhesion and delamination,12–18 and swelling
and capillary interactions.19–21

When particles are conned to a uid interface, their inter-
actions are mediated through the surface deformations.2,22 The
deformations and thus the surface energy of the uid may be

decreased by a rearrangement of the particles on the surface,
leading to effective capillary forces which can be attractive or
repulsive depending on the geometry, density differences, and
wetting properties of the particles. For two identical particles,
the forces are always attractive. This so-called “Cheerios effect,”
and similar surface-mediated aggregation have been investi-
gated in the context of vesiculation,23,24 colloidal occulation,2,6

and millimetric ecology.25,26 While there have been many
studies on laments and polymers that interact via short-range
forces and/or external ow elds,27–38 the impact of long-range
capillary forces on the shapes of exible laments lying on a
uid interface remains unexplored.

In this paper we consider the problem of elastocapillary self-
folding of a exible micro-lament. The model system, illus-
trated in Fig. 1, is that of a exible lament conned to a uid
interface. The balance between long-range capillary forces, which
are attractive between different parts of the lament, and
bending stresses resisting deformation can lead to a novel
buckling instability (as illustrated in Fig. 1b), and at longer times
to highly deformed folded patterns in the lament. Herein we
show how to harness the shape instability to fabricate folded
structures. The paper is organized as follows. In Section II we
introduce the setup and discuss the energetics of the system. In
Section III we pose the non-dimensional problem to solve for the
shape dynamics in a viscous uid. The linear stability analysis for
the shape is presented in Section IV, where we determine the
functional dependence of the most unstable wavelength on both
lament and uid properties, as well as the effect of external
tensile forces. We show that the threshold for self-buckling
depends on a single dimensionless parameter quantifying the
ratio between self-attraction and bending akin to the recently
introduced elastocapillary number.19 The complex, folded la-
ment congurations reached far from the threshold of instability
are explored by numerical simulations in Section V. We close
with a discussion of our main ndings in Section VI.
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FIG. 1. The model system considered in the paper. (a): A flexible filament (of radius a) floating at the
interface between two fluids. Every part of the filament experiences capillary attraction to every other part,
while bending resists deformation. The competition between capillary forces and bending results in buckling
and folding. (b): The most unstable wavelength depends on a dimensionless strength of self-attraction, ⌦.
The onset of this instability can be tuned with the introduction of an added tension from an external source,
F , which also decreases the most unstable wavelength (the shapes shown are obtained using the numerical
computations).

on the filament, and where we have defined
R 0 =

R

s�a

�a

+
R

L+a

s+a

, with a the size of the short-length

cuto↵ (a is typically of the order of the filament radius).

Scaling distances by the filament length, L, the tension T (s) by B/L2, and energies by B/L,

the total energy combining bending and interaction takes the simple form:

E =

Z 1

0

⇢

1

2
|x

ss

|

2 + T (s)[|x
s

|

2
� 1] +

⌦

2

Z 0
ln R(s, s0)ds0

�

ds. (3)

E depends on a single dimensionless parameter, ⌦ =
�

�L3/B
�

, which quantifies the balance be-

tween capillarity self-attraction and bending, and is akin to the so-called elastocapillary num-

ber [15].

Next, we focus on deriving the equation of motion for a filament relaxing to equilibrium, which

we will then exploit to analyze shape instabilities.

III. EQUATIONS OF MOTION

To perform detailed calculations of the filament dynamics, we consider variations of the total

energy, E, with respect to the centerline position vector, x(s), and tension, T (s). The forces so

derived must balance with the forces generated by the motion through the fluid, which we model

(Non-dimensionalized on L, B/L) ⌦ =

�L3

B
⇠ Attraction

Bending

R(s, s0) = |x(s)� x(s0)|
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The linear stability analysis for the shape is presented in §IV, where we determine the functional

dependence of the most unstable wavelength on both filament and fluid properties, as well as

the e↵ect of external tensile forces. We show that the threshold for self-buckling depends on a

single dimensionless parameter quantifying the ratio between self-attraction and bending akin to

the recently introduced elastocapillary number [15]. The complex, folded filament configurations

reached far from the threshold of instability are explored by numerical simulations in §V. We close

with a discussion of our main findings in §VI.

II. ENERGY AND SCALING

Consider two identical particles of size a located at the interface between two fluids, for ex-

ample air and water. Provided the distance between the particles, R, is much smaller than

the capillary length, their e↵ective capillary interactions are described by the interaction energy

Eint = �a2 ln(R/`
c

), where � is the interaction strength per unit area and the capillary length is

defined by `
c

=
p

�/⇢g, with � the surface tension of the interface, ⇢ the di↵erence in density

between the two fluids, and g the acceleration due to gravity (`
c

⇡ 2 mm for an air-water in-

terface) [32]. The strength of the interaction comes from the competition between surface forces

and an external force monopole [2]. This force can originate from gravity, as in the case of the

“Cheerios e↵ect” [18], or from electro- or magneto-static forces [4]; note that � contains additional

information such as the particle geometry and wetting properties.

The model system considered in this paper is illustrated in Fig. 1. We consider an inextensible

elastic filament of length L ⌧ `
c

and bending modulus B. The filament bending energy is

Ebend =
B

2

Z

L

0
|x

ss

|

2ds +

Z

L

0
T (s)[|x

s

|

2
� 1]ds, (1)

where x(s, t) denotes the two-dimensional position vector of the filament on the fluid surface at

time t. The arc-length coordinate parameterizing the filament is denoted by s, subscripts denote

partial derivatives, and T (s) is a Lagrange multiplier enforcing an inextensibility condition. For

notational simplicity in the following we will commonly assume an implicit dependence upon time.

The contribution to the energy due to capillary interactions may be written as

Eint =
1

2

Z

L

0

Z 0
� ln



R(s, s0)

`
c

�

ds0ds, (2)

where R(s, s0) = |x(s) � x(s0)|, � is now the energy per area of the interaction between two points

The Cheerios effect

Nicolson, 1948
Keller, 1998 
Vella & Mahadevan, 2005 

Mendel, Hu & Bush 2005

� Interaction strength

- Particle geometry
- Material (Contact angle, gravity)

`c Capillary length

- Fluid (Surface tension)

=
p
�/�⇢g

“Capillary monopoles”

Anurida Maritima springtail (cosmopolitan collembolan)

R

✓ Contact angle

a
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The sedimentation of flexible filaments
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The dynamics of a flexible filament sedimenting in a viscous fluid are explored
analytically and numerically. Compared with the well-studied case of sedimenting
rigid rods, the introduction of filament compliance is shown to cause a significant
alteration in the long-time sedimentation orientation and filament geometry. A model
is developed by balancing viscous, elastic and gravitational forces in a slender-body
theory for zero-Reynolds-number flows, and the filament dynamics are characterized
by a dimensionless elasto-gravitation number. Filaments of both non-uniform and
uniform cross-sectional thickness are considered. In the weakly flexible regime,
a multiple-scale asymptotic expansion is used to obtain expressions for filament
translations, rotations and shapes. These are shown to match excellently with full
numerical simulations. Furthermore, we show that trajectories of sedimenting flexible
filaments, unlike their rigid counterparts, are restricted to a cloud whose envelope
is determined by the elasto-gravitation number. In the highly flexible regime we
show that a filament sedimenting along its long axis is susceptible to a buckling
instability. A linear stability analysis provides a dispersion relation, illustrating clearly
the competing effects of the compressive stress and the restoring elastic force in the
buckling process. The instability travels as a wave along the filament opposite the
direction of gravity as it grows and the predicted growth rates are shown to compare
favourably with numerical simulations. The linear eigenmodes of the governing
equation are also studied, which agree well with the finite-amplitude buckled shapes
arising in simulations.

Key words: instability, low-Reynolds-number flows, slender-body theory

1. Introduction
The deformation and transport of elastic filaments in viscous fluids play central roles

in many biological and technological processes. In cellular biology, stiff biopolymers
such as actin and microtubules confer to cells their mechanical properties (Gardel
et al. 1995) and are essential for functions as diverse as cell division, differentiation
and morphogenesis (Reinsch & Gönczy 1998; Shinar et al. 2011), cell motility

† Email address for correspondence: spagnolie@math.wisc.edu
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we study weakly flexible filaments, where the elasto-gravitation number is large, and
show that the introduction of filament compliance can alter dramatically the long-
time sedimentation orientation and velocity. Equilibrium shapes are derived, and the
assumption of time-scale separation allows for predictions of slowly varying filament
shapes and rotation rates. The buckling instability of a sedimenting filament is studied
in § 5, where a linear stability analysis is used to predict the most unstable waveforms,
growth rates and wave speeds; the results are shown to compare favourably with
numerical simulations. We conclude with a discussion in § 6.

2. Mathematical formulation
To model the dynamics of a slender elastic filament in a viscous fluid, we first

describe the energetics of the system from which a local force balance may be derived.
We then proceed to discuss the model for the fluid–body interactions; namely, we
solve the Stokes equations of viscous flow using the slender-body theory of Johnson
(1980).

2.1. Energy functional and local force balance
Consider a filament of length L with a centreline described by x(s, t), where s is
the arclength and t is time. The filament is assumed to be radially symmetric at each
cross-section with a thickness given by a ·r(s) (with r(s) dimensionless). The following
functional describes the energetics of the system,

E = 1
2

Z L

0
B(s)|xss|2 ds + 1

2

Z L

0
T(s)(|xs|2 � 1) ds

�
Z L

0
f (s) · x(s) ds �

Z L

0
Fg(s) · x(s) ds, (2.1)

where the index s denotes differentiation with respect to arclength. The first term
corresponds to a Hookean bending energy, proportional to the curvature of the
filament: B(s) = EI(s) is the bending stiffness, with E the elastic modulus and
I(s) = ⇡a4r(s)4/4 the area moment of inertia. The second term imposes filament
inextensibility, with the tension T(s) acting as a Lagrange multiplier. The third term
is due to the fluid force per unit length f (s) acting on the body at station s. Finally,
the last term is a gravitational potential energy, where Fg(s) = �⇡a2r(s)21⇢gŷ. Here
1⇢ is the density difference between the filament and the fluid, and g > 0 is the
gravitational acceleration.

By the principle of virtual work, the pointwise force on the filament is found by
taking a variational derivative of the energy (2.1). Perturbing x by "h(s) and taking
" ! 0, we find

�E

�x
=

Z L

0
B(s)xss ·hss ds +

Z L

0
T(s)xs ·hs ds �

Z L

0
(f (s) + Fg(s)) ·h ds

=
Z L

0
[�(T(s)xs)s + (B(s)xss)ss � f (s) � Fg(s)] ·h ds

+ [B(s)xss ·hs + (T(s)xs � (B(s)xss)s) ·h]L
0 . (2.2)

Setting the above to zero for all perturbations h(s), we see that the fluid force acting
on the filament is given by

f (s) = �Fg(s) � (T(s)xs)s + (B(s)xss)ss, (2.3)
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f(s) = �Fg(s)� (T (s)xs)s + �(B(s)xss)ss

Dimensionless viscous drag:

� =
⇡Ea4

4|FG|L2
Elasto-gravitation number:

� � 1:  Stiff  filaments (rods)
� ⌧ 1:  Floppy filaments
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drag

The force per unit length on the filament is found by the principal of  virtual work

s = L

s = 0
a · r(s)

x(s)s = L s̄ T = |FG|T̄

Scaling upon...



✏ =
a

L
⌧ 1

s
R(s, s0)

ŝ = xs

s0

Fluid-body interactions are determined by slender-body theory (Johnson, 1980)

xt = �⇤[f ]�K[f ] + (✏2 log(✏))

Local operator Nonlocal integral operator
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K [ f ](s) =
Z 1

0

 
I + R̂(s, s0)R̂(s, s0)

|R(s, s0)| · f (s0) � I + ŝ(s)ŝ(s)

|s � s0| · f (s)
!

ds0, (2.11)

where ŝ = xs, R(s, s0) = x(s) � x(s0), R̂(s, s0) = R(s, s0)/|R(s, s0)|, c(s) = log(4s(1 �
s)/✏2r(s)2), and ŝŝ and R̂R̂ are dyadic products. Using the local inextensibility
condition xs · xs = 1, the filament position equation (2.9) can be manipulated to give an
equation for the tension (see Tornberg & Shelley 2004),

�2(c � 1)Tss + (c + 1)|xss|2T � 2csTs � xs · @sK [(Txs)s]
= (7c � 5)�B(s)xss · xssss + 6(c � 1)�B(s)|xsss|2 + 6�csB(s)xss · xsss

+ �(4csBs + (5c � 3)Bss)|xss|2 + 4(4c � 3)�Bsxss · xsss � �xs · @sK [(Bxss)ss]
+ (c � 3)xss ·Fg + 2(c � 1)xs · @sFg + 2csxs ·Fg + xs · @sK [Fg(s)]. (2.12)

If the filament is cylindrical with constant cross-section (r(s) = 1), then Fg(s) = �ŷ

and B(s) = B are constants, while c(s) = log(4s(1 � s)/✏2) varies, although the slender-
body theory loses accuracy at the endpoints in this case (Johnson 1980). Instead, if
the filament thickness is described by the spheroidal profile r(s) = 2

p
s(1 � s), we

have c(s) = c = log(1/✏2), a constant. For such a filament shape, assuming uniform
material distribution, the gravitational force is spatially varying, Fg(s) = �6s(1 � s)ŷ,
as is the bending stiffness, B(s) = r(s)4 = 16s2(1 � s)2. In this case the boundary
condition (2.4) disappears. This limiting case is singular and is associated with an
elastic boundary layer at the endpoints. Throughout this paper, we shall alternatingly
discuss theoretical results for both geometries, and compare the case of a spheroidal
profile with corresponding numerical simulations.

Finally, for convenience, we define here two integral operators that will appear in
the asymptotic evaluation of (2.11),

S[g](s) =
Z 1

0

g(s0) � g(s)

|s0 � s| ds0, P[g](s) =
Z 1

0

1g(s, s0) � gs(s0)
|s0 � s| ds0, (2.13)

where

1g(s, s0) = g(s) � g(s0)
s � s0 . (2.14)

3. Numerical method
The governing equations are solved numerically using a variation of the method

suggested by Tornberg & Shelley (2004). We denote by a superscript n quantities at
time tn. Given the filament position at t = tn, the tension Tn(s) is first determined by
solving a modification of (2.12),

�2(c � 1)Tn
ss + (c + 1)|xss|2Tn � xs · @sK�[(Tn

xs)s]
= (7c � 5)�xss · xssss + 6(c � 1)�|xsss|2 � �xs · @sK�[xssss] + (c � 3)xss ·Fn

g

+ 2(c � 1)xs · @sF
n
g + xs · @sK�[Fn

g(s)] + � (1 � xs · xs), (3.1)

where the position x and its derivatives are evaluated at time tn. We have chosen
c(s) = c a constant and Fg(s) = �6s(1 � s)ŷ as described previously, but we have
assumed B(s) = 1, an approximation that we justify later. Furthermore, we have added
a restoring spring force (with a fitted parameter � ) that acts to correct numerical errors
to filament inextensibility. We have introduced a regularized integral operator K�[ f ],

An equation for the tension: use the constraint! @t(|xs|2) = 0 ) xs · xst = 0

f(s) = �Fg(s)� (T (s)xs)s + �(B(s)xss)ss



� =
⇡Ea4
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“ � 1”Weakly flexible filaments are not rigid rods: 

shapes and trajectories slowly vary towards equilibrium



Rigid rod: � ! 1 Xu & Nadim, (1994)



⌧ = t/� = O(1)

(� � 1)
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Figure 3. (Colour online) Filament illustration: the unit tangent and unit normal vectors at
the single point r(t) = x(s = 1/2, t) are given by t̂ and n̂, respectively. ✓(t) measures the angle
between t̂ and the direction of gravity, �ŷ. should not d be perpendicular to t? And the ✓(t)
dashed arc is incomplete (should be upto t?).

4.1. Asymptotics in the weakly-flexible regime: a separation of timescales

We now set out to describe the filament shapes and dynamics analytically in the weakly-
flexible regime. As we have observed in the numerical simulations of figure 1, when
the elasto-gravitation number is large the filament rotates in a time much longer than is
required for the body to traverse many body lengths. Meanwhile, the filament is relatively
sti↵, so for a given orientation angle the body rapidly reaches its equilibrium shape. These
observations suggest that there is a separation of timescales that will aid in the analysis
of the system; the filament shape can be determined separately from the body rotation
rate, and the rotation rate can be determined given a fixed body shape.

The position of the filament centerline at time t can be written without loss of generality
as

x(s, t) = r(t) + (s � 1/2)t̂(✓(t)) + d(s, t), (4.1)

where r(t) = x(1/2, t) is the position of the filament center, t̂ = x

s

(1/2, t) is the unit
tangent vector there, and d(s, t) is the time-dependent deviation of the filament from
its straightened state (with d(1/2, t) = 0). The filament is illustrated in figure 3. The
natural coordinate system that rotates in time with the body is then described by

t̂(✓) = � cos ✓ ŷ + sin ✓ x̂, (4.2)

n̂(✓) = sin ✓ ŷ + cos ✓ x̂, (4.3)

where ✓ = ✓(t) measures the angle between �ŷ and the unit tangent vector t̂, and n̂

is the vector normal to the filament at its midpoint. The translational velocity of the
midpoint is written as r

0(t) = U(t) = U(t)t̂ + V (t)n̂ = U
x

(t)x̂ + V
y

(t)ŷ.
In terms of �, we summarize the observed dynamics in the numerical simulation in this

regime again which motivates multiple scale ananlysis: The first is a very short elastic
relaxation timescale of O(��1). The second is the timescale of O(1) on which the body
sediments a distance comparable with its length. The third is a very long timescale of
O(�) on which the body may reorient on account of its nontrivial shape. Our aim is
to study the shape changes of the filament on the latter two timescales, on which the
body translates and rotates through the fluid. Defining the scaled time ⌧ = ��1t, we
analyze the system by the method of multiple scales wherein variables are assumed to
have a separate explicit dependence upon both t and ⌧ (see Bender & Orszag (1999)).
A uniform solution to equations (2.9) and (2.12) is then sought by assuming regular
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ŷ

F
G

d(s, t)

r(t) U(t)

V (t)✓(t)
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Figure 3. (Colour online) Filament illustration: the unit tangent and unit normal vectors at
the single point r(t) = x(s = 1/2, t) are given by t̂ and n̂, respectively. ✓(t) measures the angle
between t̂ and the direction of gravity, �ŷ. should not d be perpendicular to t? And the ✓(t)
dashed arc is incomplete (should be upto t?).

4.1. Asymptotics in the weakly-flexible regime: a separation of timescales

We now set out to describe the filament shapes and dynamics analytically in the weakly-
flexible regime. As we have observed in the numerical simulations of figure 1, when
the elasto-gravitation number is large the filament rotates in a time much longer than is
required for the body to traverse many body lengths. Meanwhile, the filament is relatively
sti↵, so for a given orientation angle the body rapidly reaches its equilibrium shape. These
observations suggest that there is a separation of timescales that will aid in the analysis
of the system; the filament shape can be determined separately from the body rotation
rate, and the rotation rate can be determined given a fixed body shape.

The position of the filament centerline at time t can be written without loss of generality
as

x(s, t) = r(t) + (s � 1/2)t̂(✓(t)) + d(s, t), (4.1)

where r(t) = x(1/2, t) is the position of the filament center, t̂ = x

s

(1/2, t) is the unit
tangent vector there, and d(s, t) is the time-dependent deviation of the filament from
its straightened state (with d(1/2, t) = 0). The filament is illustrated in figure 3. The
natural coordinate system that rotates in time with the body is then described by

t̂(✓) = � cos ✓ ŷ + sin ✓ x̂, (4.2)

n̂(✓) = sin ✓ ŷ + cos ✓ x̂, (4.3)

where ✓ = ✓(t) measures the angle between �ŷ and the unit tangent vector t̂, and n̂

is the vector normal to the filament at its midpoint. The translational velocity of the
midpoint is written as r

0(t) = U(t) = U(t)t̂ + V (t)n̂ = U
x

(t)x̂ + V
y

(t)ŷ.
In terms of �, we summarize the observed dynamics in the numerical simulation in this

regime again which motivates multiple scale ananlysis: The first is a very short elastic
relaxation timescale of O(��1). The second is the timescale of O(1) on which the body
sediments a distance comparable with its length. The third is a very long timescale of
O(�) on which the body may reorient on account of its nontrivial shape. Our aim is
to study the shape changes of the filament on the latter two timescales, on which the
body translates and rotates through the fluid. Defining the scaled time ⌧ = ��1t, we
analyze the system by the method of multiple scales wherein variables are assumed to
have a separate explicit dependence upon both t and ⌧ (see Bender & Orszag (1999)).
A uniform solution to equations (2.9) and (2.12) is then sought by assuming regular

Two (three) time scales:

1. Very fast time scale for relaxation from initial state (ignored)

2. Time scale for sedimenting one body length: t = O(1)

3. Time scale for shape changes and reorientation:

Flexible filament dynamics vary on well separated time-scales



Confined cloud shapes are predicted in dilute suspensions (� � 1)
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Sedimentation of  flexible filaments in the floppy regime: a surprise?

(a) (b)

T0(s) > 0

T0(s) < 0

g

(c)

(� ⌧ 1)



A sedimenting flexible filament should buckle!

(� ⌧ 1)

(a) (b)

T0(s) > 0

T0(s) < 0

g

(c)

Sedimentation of  flexible filaments in the floppy regime: a surprise?



(� ⌧ 1)Numerical simulations show filament buckling in the floppy regime
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FIGURE 10. Real part of the growth rate � (k), for two different values of � in the (a) trailing
and (b) leading halves of the filament. The lines are theoretical predictions and symbols
follow from simulations. The solid lines and filled circles correspond to � = 10�4 while the
dashed line and open symbols correspond to � = 10�3.

tension there. By a similar calculation, we find the short-time growth rates for
B(s) = 1,

� (k) ⇡ log
✓

1
✏2k2

◆ �
⇡2k2 � �(4⇡k)4 + 4⇡ik

�
, (5.21)

and separately for B(s) = 16s2(1 � s)2,

� (k) ⇡ log
✓

1
✏2k2

◆ ✓
⇡2k2 � 8

15
�(4⇡k)4 + 4⇡ik(1 � 4�)

◆
. (5.22)

In the leading half, we observe competition between the effect of tension, which acts
to amplify the perturbation exponentially fast, and the effect of bending rigidity, which
acts to dampen the system. In the case B(s) = 16s2(1 � s)2, the filament is predicted
to buckle for wavenumbers smaller than a critical value, k⇤ = p

15/(16⇡
p

8�), and the
most unstable wavenumber (corresponding to the largest positive growth rate) is given
by km = p

15/�/(64⇡). While arbitrarily small wavenumbers can be supported by a
free filament, the critical value of � for which at least one wavelength of buckling
can be observed (k⇤ = 1/2) is �⇤ = 15/(8(8⇡)2) ⇡ 0.0030 in this case. Once again,
the growing perturbation travels as a wave in the body frame in the direction opposite
gravity, as observed in the numerical simulations of figures 8 and 9.

To quantitatively compare the analytical predictions with the full numerical results,
we perform simulations in which an initially straight and vertically aligned filament
is weakly perturbed at a given wavenumber k across its entire length at t = 0:
u(s, 0) = 10�4 cos(4⇡ks), and we set B(s) = 1. The effective growth rates of such
perturbations in the linear regime are extracted numerically and are compared with
the predictions of the linear analysis in figure 10 for two different values of �.
In agreement with the theoretical predictions, the trailing half of the filament is
always found to be stable to single wavenumber perturbations, while the leading
half is unstable over a finite range of wavenumbers where the competition between

� = 10�3 � = 10�3

� = 10�4

� = 10�4
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elastic restorationtension
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2�
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Filament buckling: linear stability analysis 8�
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What about suspensions?



Koch & Shaqfeh, (1989)

Longest wavelengths 
are most unstable 

(container size)

A suspension of  spheroids is unstable to density perturbations

Regions of  higher density  
increase sedimentation speeds 
 and promote particle rotations



Koch & Shaqfeh, (1989)A suspension of  spheroids is unstable to density perturbations

Conservation of  particles: 

Basic kinetic model:
1

V

Z

V

Z
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 (x,p, t) dx dp = n
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+r

x

· (ẋ ) +r
p

· (ṗ ) = 0

: probability distribution 

ẋ = us + ud �D ·r
x

ln 

ṗ = ṗs + ṗd �Dr ·rp ln ṗs =
FG

8⇡µL2
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self-rotation disturbance flow
✓

Regions of  higher density  
increase sedimentation speeds 
 and promote particle rotations

Stokes flow:

The instability of a sedimenting suspension of weakly flexible fibres 941

we assume that these diffusivities arise primarily from Brownian motion and can be
related via the Stokes–Einstein relation (Doi & Edwards 1986) to the translational
and rotational mobilities of the particles obtained from slender-body theory,

D = kBT
8pµL

(�1I + �2 pp), d = kBT�3

8pµL3
, (2.10a,b)

where �3 = 12(c � 1) and kBT is the thermal energy unit. More sophisticated models
may be used for these diffusivities in the case of non-Brownian suspensions, where
their origin is hydrodynamic rather than thermal (Ham & Homsy 1988; Mucha &
Brenner 2003).

The above system is closed with a description of the mean-field disturbance velocity
ud(x). In the continuum limit, the forced Stokes equations (2.4) become

�µr2
x ud + rxqd = FG c(x, t), rx · ud = 0, (2.11)

where c(x, t) denotes the local concentration of particles and is obtained from the
distribution function as

c(x, t) =
Z

⌦

 (x, p, t) d p. (2.12)

The flow is driven by the forcing term on the right-hand side of the momentum
equation, which can be interpreted as a body force acting on the fluid that is
everywhere proportional to the local weight of the suspension. In the limit of rigid
rods (� ! 1 and ṗs ! 0) and in the absence of diffusion (D = 0 and d = 0), this
continuum model reduces to the original model of Koch & Shaqfeh (1989) for a
non-Brownian suspension of sedimenting rigid rods.

2.3. Homogeneous base-state distribution
We first seek a steady and spatially homogeneous solution  (x, p, t) = n 0( p) of the
mean-field model in an infinite domain, which will serve as the base-state distribution
for the linear stability analysis of § 3. In this case, the body force in the Stokes
equations (2.11) reduces to nFG, with an obvious solution given by

ud(x) = 0, qd(x) = �nFGz + q0
d. (2.13a,b)

Therefore, in the absence of concentration fluctuations, the disturbance flow is zero
and a hydrostatic pressure gradient balances the buoyant weight of the suspension. In
this case, the Smoluchowski equation (2.6) simplifies to

rp · ( ṗs 0) = d r2
p  0, (2.14)

expressing the balance of reorientation due to flexibility and rotational diffusion. We
expect the base state to depend only on the inclination ✓ of the particles from ẑ. This
allows us to solve for  0 exactly as

 0(✓) = m0 exp

� AF2

GL3

4kBT�3
cos 2✓

�
, (2.15)

where m0 is a normalization constant, with m0 = (4p)�1 for an isotropic orientation
distribution. Let us introduce the gravitational Péclet number Pe, or ratio of the
gravitational potential to the thermal energy:

Pe = FGL
kBT

. (2.16)
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The base orientational distribution depends on the relative size 
between Brownian fluctuations and flexibility

Base state: constant

Even for weak Brownian 
motion and flexibility, 
their relative size affects the 
base state significantly

Pe =
FGL

kBT
⌘ =

APe

48� log(1/✏2)

(Well-mixed / homogeneous)

 0(x, ✓,�) =  0(✓) =
n
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exp(�2⌘ cos2 ✓)
R 1
�1 exp(�2⌘u2

)du
✓

Base orientational distribution

n(x) =

Z
 (x,p, t) dp
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FIGURE 1. (Colour online) Anisotropic base-state orientation distribution  0(✓), given by
(2.17), for different values of ⌘= A Pe/4�3�. Flexibility causes particles to preferentially
align in directions perpendicular to gravity.

The base-state distribution (2.15) can then be rewritten as

 0(✓) = 1
2p

e�2⌘ cos2 ✓

Z 1

�1
e�2⌘u2

du
, (2.17)

where we have defined ⌘ = A Pe/4�3�. As illustrated in figure 1, any amount
of flexibility causes the fibres to align preferentially in the plane normal to the
direction of gravity, and this tendency strengthens in the limits of weak rotational
diffusion (large Pe) and of increasing flexibility (small �, although we recall that the
micromechanical model is technically valid for � & 1). Two limits of interest can
be noted: if ⌘⌧ 1 the distribution is isotropic ( 0(✓) ! (4p)�1), while if ⌘� 1 all
the filaments assume nearly horizontal orientations ( 0(✓) ! �(✓ � p/2)/2p). In the
following, we shall explore the regime where ⌘ & O(1), and frequently return to the
case of small ⌘ for comparison with the already established results for an isotropic
suspension (Koch & Shaqfeh 1989).

3. Linear stability
3.1. Eigenvalue problem

We now perturb the system about the base-state distribution as  (x, p, t) = n[ 0(✓) +
" 0(x, p, t)], with |"| ⌧ 1 and | 0| ⇠ O(1). This weak perturbation in concentration
leads to a weak disturbance velocity and an associated angular velocity: ud = "u0

d
and ṗd = "ṗ0

d. Substituting these along with the base-state equation (2.17) into the
conservation equation (2.6) and collecting terms of O("), we obtain

@ 0

@t
+ rx 

0 · us + rp  0 · ṗ

0
d + 0 rp · ṗ

0
d

+ rp 
0 · ṗs + 0rp · ṗs � rx · (D · rx 

0) � d r2
p 

0 = 0. (3.1)

To proceed, we impose Fourier modes with wavevector k and complex frequency !=
!R + i!I on the perturbed quantities, e.g.  0(x, p, t) =  ̃(k, p, !) exp[i(k · x � !t)].



Filament compliance leads to a base state which is more unstable…

Using FG = �FGẑ and the Fourier coe�cients as obtained in (12)-(14), we find that the linearized conser-
vation equation (11) becomes

�drr2

p

 ̃+ ṗs ·rp

 ̃+ (�i! + ik · us+r
p

· ṗs + k ·D · k) ̃
+i

3nFG

µk

2

 (p · k)p · (I� k̂k̂) · ẑ
Z

⌦

 ̃ dp

� i

nFG

µk

2

(p · k)r
p

 · (I� pp) · (I� k̂k̂) · ẑ
Z

⌦

 ̃ dp = 0.

(15)

The sedimentation velocities can now be substituted in, and we make the lengths in the above equation
dimensionless over a filament length L and times over the sedimentation timescale 8⇡µL2

/FG. The above
equation then takes the form

��i! � ik · [�
1

I+ �

2

pp] · ẑ+A�

�1(3 cos2 ✓ � 1) + Pe�1[�
1

k

2 + �

2

(p · k)2⇤  ̃

�12�rPe
�1r2

p

 ̃+
A

2
�

�1 sin(2✓)
@ ̃

@✓

+ i

3Nd

k

2

 (p · k)p · (I� k̂k̂) · ẑ
Z

⌦

 ̃ dp

�i

Nd

k

2

(p · k)r
p

 · (I� pp) · (I� k̂k̂) · ẑ
Z

⌦

 ̃ dp = 0.

(16)

Here, we have defined the following dimensionless parameters:

� =


FGL
2

, Pe =
FGL

kBT
, Nd = 8⇡nL3

, (17)

which are, respectively, an elasto-gravitation number, a gravitational Péclet number and a scaled concentra-
tion parameter.
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Figure 1: Spectral solution to (16) for Pe = 10

6
and � = 1000(⇧),100(4), and 10(�). The solid line the case of

� ! 1.

Equation (16) is an eigenvalue problem of the form L[ ̃] = i! ̃, and is solved by projecting  ̃ on a basis
of spherical harmonics. Fig. 1 shows the solution of this dispersion relation !

⇤(k⇤), where the asterisks
depict values scaled with the zero-wavenumber growth rate and the zero-growth rate wavenumber for the

3

 =  0(✓) + " ̂1(k,p,!)e
ik·x�!t

1/�

� ! 1

� ! 1

Zeroth wavenumber remains  
the most unstable 

The anisotropic limit leads to a 
wavelength-independent instability



…but compliance also suppresses instability!

(Particle clustering is inhibited)

Thermal fluctuations also suppress instability Pe =
FGL

kBT

Instability enhancement / suppression is dictated by                   :⌘ / Pe/�



Instability enhancement / suppression is dictated by                   : Pe =
FGL

kBT

� =
⇡Ea4

4FGL2
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FIGURE 9. (Colour online) A summary of the effects of flexibility and diffusion on the
stability of a suspension. The dotted lines denote the ⌘ co-ordinate, and solid lines are
contours of the maximum growth rate �m at the indicated values. The dashed lines are
meant to qualitatively divide the phase space into regions labelled (A)–(E): (A) negligible
diffusion and fibre flexibility, and a near isotropic orientation distribution in the base state;
the dynamics is indistinguishable from the case of a rigid-rod suspension. (B) Negligible
direct effect of diffusion and fibre flexibility, although the base state is rendered
anisotropic and a self-similar enhancement of the instability is seen. (C) Stabilization due
to the direct effect of fibre-flexibility-induced reorientation. (D) Stabilization due to the
direct effect of rotational diffusion. (E) Combined non-trivial effects of flexibility and
Brownian motion.

nearly isotropic, and the independent effects of fibre flexibility and thermal fluctuations
are negligible. We dealt with this in § 3.3.1 and saw that �m = 1 in this regime, and in
figure 9 we concede a departure of ±0.01 from unity to define this regime. Regime
(B) is encountered as one departs from (A) along the ⌘ coordinate, and we saw in
§ 3.3.3 that this corresponds to the self-similar enhancement of the rigid-rod instability,
solely due to the anisotropy of the base-state distribution. Particles preferentially align
perpendicular to gravity, which increases their chance of migrating into dense regions
as a result of hydrodynamic interactions, thereby enhancing the instability. Here, again,
the independent effects of flexibility and Brownian motion are negligible. Increasing
the fibre flexibility takes us to (C), where the independent effect of flexibility was
shown in § 3.4 to be stabilizing. The propensity of individual particles to reorient
perpendicular to gravity during sedimentation hinders their horizontal migration and
thus stabilizes the suspension. Regime (D) depicts the regime where randomization
due to thermal fluctuations suppresses the growth rate, which we named the direct
effect of Brownian motion and analysed quantitatively in § 3.4. Finally, regime (E)
is where the independent effects of both fibre flexibility and diffusion are significant
and the observed stabilization cannot be individually attributed to either mechanism
alone. Further, there are more regimes that can be identified and that are not shown
in figure 9 for the sake of simplicity. For instance, near the border between (B) and
(D) lies a region where the anisotropic base state enhances the instability but Brownian
motion suppresses it.

We have assumed throughout that the base state has already been established, and
restricted our attention to the linear stability of perturbations with respect to such

Isotropic base state, 
negligible  
flexible/thermal effects

Zero-wavenumber growth rates:
Anisotropic base state, 
instability enhancedFlexibility suppresses 

the instability 

Fluctuations suppress 
the instability 

Fluctuations and 
flexibility suppress 
the instability 

⌘ / Pe/�
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Wall effects: a first look from the UW Applied Math Lab

✓ ⇡ �45�, � ⇡ 0� (Side wall)

“Reversing”



✓ ⇡ �45�, � ⇡ 45� (Front wall)

“Glancing”



Sedimentation, a mobility problem

PDE: find (u, p) and (U, ⌦)
0 = �rp + µr2

u

no-slip on particle
no-slip on wall
prescribed F

zero T

�
h

x̂

ẑ ŷ

F

✓
x0

Geometry:
prolate / oblate
eccentricity e

2 = 1 � (c/a)2

h, ✓, �
� = 0 ) �̇ = 0

Previous analytical work: 

Sphere (exact): Goldman 1967, O’Neill 1964 ︎  
Spheroid far from wall (2D forces; no dynamics): Wakiya 1959  
︎Slender rod: Russel, Hinch, Leal & Tieffenbruck,  1977  

Numerical (3D fluid; dynamics confined to 2D): 
 
First-kind boundary integral method: Hsu + Ganatos 1989, 1994 
Regularized Stokeslets with images: Ainley 2008  
︎Ensembles of  spheres: Kutteh 2010  

Surprisingly, no previously known analytical solutions for general body eccentricity and/or 3D motion

Consider an arbitrarily oriented prolate or oblate spheroid…

(gravity)

F,U

⌦



Green’s functions are elegant tools

Gij fj + G

⇤
ij fj = e

Gij fj

Stokeslet image (Blake 1971)

Far-field asymptotic expressions for the body velocity may be derived  
using the method of  reflections

Stokeslet Stokeslet image 
(Blake 1971) Zero velocity on the wall



3D dynamics near vertical wall

Recall in 2D:

�
h
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✓
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ḣ = cos� sin(2✓)
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✓�6e2

h
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+

3e4 cos2 ✓ � 8e4 + 10e2 � 4

h

4

◆

-trajectory in ✓h-plane still follows  
-periodic 2D orbits remain periodic in 3D

Clean ode’s were derived for the full 3D dynamics for arbitrary eccentricity (and wall tilt)

A-F are simple functions of  particle eccentricity e
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FIGURE 5. (Colour online) Two-dimensional trajectories of prolate spheroids sedimenting
near a vertical wall are depicted by plotting the particle–wall distance h against the
orientation angle ✓ , for (a) e = 0.02, (b) e = 0.15, (c) e = 0.30 and (d) e = 0.80. Unphysical
regions with h6

p
sin2 ✓ + (1 � e2) cos2 ✓ , corresponding to body penetration through the

wall, are shaded. The results of the full numerical simulations are shown as red symbols.
For small e we observe periodic orbits near the wall (circles). As e increases, the periodic
trajectories are replaced by reversing (squares) and glancing (triangles) trajectories. Arrows
indicate the direction of time. The contours of the scalar function  from (5.9), shown
as black lines, give accurate predictions of the full numerical results.

Multiplying by exp(�2A� /E) and integrating leads to
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where c0 is a constant of integration. For each trajectory the relation
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holds, and therefore each trajectory must follow a level set of the function
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in the ✓h-plane.
Figure 5 shows the level sets of (5.9) as black lines, together with the results of

the full numerical simulations (see § 2.2) as red symbols, for prolate spheroids of four
different eccentricities: e 2 {0.02, 0.15, 0.3, 0.8}. Periodic tumbling orbits are indicated
by circles, reversing trajectories by squares and glancing trajectories by triangles.
Arrows indicate the direction of time. For e = 0.02 the particle is nearly spherical
and we see the periodic orbits described earlier. In these orbits the particle is farthest
from the wall when ✓ = 0, i.e. when the major axis is parallel to the wall. As noted
in § 3, the period of the tumbling orbit is extremely long; using (5.1) for the limiting
case of a sphere, e ! 0, we find the period of full rotation T = 64ph4

0/3, where h0
is the constant distance from the wall. The sedimentation distance X travelled during
one period of a tumbling orbit, using (4.10), is
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ẑ ŷ
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Analytical and numerical solutions agree well

MSI solution in red
analytical solution (contours of  ) in black

Periodic tumbling, reversing, and glancing…

Periodic tumbling 
(~rolling)

Reversing  
“appears”

Glancing 
“appears”

Tumbling 
vanishes

The trajectory is very sensitive to the body shape for nearly spherical bodies!
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Figure 2. A selection of model swimmers are illustrated. Spheres (b = a) and ellipsoids (b = a/4)
are shown with activity lengths ⇧ = �1/2, 0, 1/2, and 1. Each body shown shuttles fluid along
the surface to the left (the propulsive activity is indicated by arrows), and thus swims to the
right.
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Figure 3. A model swimmer near a wall. The body swims in a direction e, which may be
decomposed into a horizontal part along e� and a vertical part along ẑ. The pitching angle
� = cos�1(e · e�) is indicated, as is the distance from the wall h of the body’s centroid. ⇥
denotes the angle of the horizontal swimming component relative to the x̂ axis, and for the
present study any variations in ⇥ are decoupled from the pitching and height dynamics of � and
h.
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For purely rigid body motion, u = U+�⇥ x, the second integrals (involving u) disap-
pear, these last integrals disappear (along with the double layer integral in Eqn x). THIS
IS ONLY FOR AN ELLIPSOID!

The singularity strengths �,⇥, ⇤, computed for a range of aspect ratios b/a and activity

This took some work!

Closure:
x 2 S(t) : u(x) = U+⌦⇥ x

Z

S(t)
f dS = F,

Z

S(t)
x⇥ f dS = L

Either way, results in an integral equation for f

Unknown / specified

Specified / unknown
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� = cos�1(e · e�) is indicated, as is the distance from the wall h of the body’s centroid. ⇥
denotes the angle of the horizontal swimming component relative to the x̂ axis, and for the
present study any variations in ⇥ are decoupled from the pitching and height dynamics of � and
h.

(y2 + z2)x2 terms for the higher order terms) that

� =
1

16⇧µ

�

�D
2xfx � (yfy + zfz) dS +

3

8⇧

�

�D
nxux dS, (4.15)

⇥ = � 1

16⇧µ

�

�D
(y2 + z2)fx dS

� 1

8⇧

�

�D
�2x(nyuy + nzuz) + ux(y ny + z nz) + nx(�2xux + y uy + z uz) dS

(4.16)

⇤ =
1

32⇧µ

�

�D
(2x2 � y2 � z2)fx � 2x(yfy + zfz) dS

� 1

8⇧

�

�D
x(nyuy + nzuz) + ux(y ny + z nz) + nx(�2xux + y uy + z uz) dS.

(4.17)

For purely rigid body motion, u = U+�⇥ x, the second integrals (involving u) disap-
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Trouble! 

Fredholm integral equation of  the first kind for f  : 

You are Theoretically Naked

(Slender body theory: don’t use too many gridpoints!)
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3. Generalized traction integral equations

We now show how the argument presented in [? ] can be extended to solve the resistance problem with nonzero
background flow and/or a no-slip plane wall. We find that the background flow a↵ects the right-hand side of the
system but not the integral operator, whereas the presence of a plane wall a↵ects the integral operator but not the
right-hand side. The corresponding mobility problems are discussed later.

3.1. A background flow in free space
Let D denote the boundary of a suspended particle with centroid Y. We begin by defining two Stokes flows for

use in the Lorentz reciprocal theorem.
The first flow is the one whose tractions we ultimately seek: the flow around a single rigid particle moving with

specified velocity through a fluid with a background flow. That is, we are solving a resistance problem where velocity
vectors U and ⌦ are given, together with a background flow (u1, p1). In this paper we assume that the background
flow satisfies 0 = �rp1 + µr2

u

1 throughout the fluid domain, although this is not essential. Let u denote the desired
velocity field with boundary conditions u = U +⌦ ⇥ (x � Y) on D and |u � u

1| = O (1/|x � Y|) as |x � Y|! 1.
The second flow is obtained from an arbitrary smooth velocity field  defined on the particle surface D. Specifi-

cally, for x in the exterior of the body we define

u0i(x) =
1

8⇡

Z

D
Ti jk(x, y)nk(y) j(y) dS

y

+
c

8⇡

Z

D
Ci j(x, y) j(y) dS

y

(9)

where n is the outward normal, Ti jk is the free-space stresslet, and the second term on the right in (9) is called the
completion flow. The proportionality constant c and the tensor Ci j both have units of reciprocal length. We will
require that the completion flow be regular both on and exterior to D, and moreover that it exert a total force and
torque F = cµ

R
D  (y) dS

y

and L = cµ
R

D(y � Y) ⇥  dS
y

on the particle. The completion flow can be specified in
several ways; later we will consider a specific choice but for now we leave the expressions general for the benefit of
others who may wish to use a di↵erent completion flow. The purpose of including the completion flow is to complete
the range of the integral operator, since the double layer potential alone is incapable of exerting a net force or torque
on the particle.

Let S denote a sphere of large radius centered at the origin and containing the particle. Then we apply the Lorentz
reciprocal theorem on the volume bounded by D and S :

hu0, f iD + hu0, f iS = hu, f

0iD + hu, f

0iS (10)

where f and f

0 are the surface tractions exerted by the flows u and u

0, respectively.
We will now write all four integrals in (10) as inner products against  .
Two of the terms were already considered in [? ], and we include the arguments here for completeness. For

the term hu0, f iD, we need an expression for the double layer potential in the limit where the observation point x

e

approaches a boundary point x 2 D from the exterior, i.e. (8). Using this we obtain
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fi(x)
"
1
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1
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For the term hu, f

0iD, we use the fact that u is a rigid body motion and then the relations between  and (F, ⌧) assumed
above:

hu, f

0iD = hU +⌦ ⇥ (y � Y), f

0iD = U · F +⌦ · ⌧ = hcµU + cµ⌦ ⇥ (y � Y), iD . (12)
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The last integral is continuous across D, so we have shown
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Breaking the integral up and again using (5), we have
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3. Generalized traction integral equations

We now show how the argument presented in [8] can be extended to solve the resistance problem with nonzero
background flow and/or a no-slip plane wall. We find that the background flow a↵ects the right-hand side of the
system but not the integral operator, whereas the presence of a plane wall a↵ects the integral operator but not the
right-hand side. The corresponding mobility problems are discussed later.

3.1. A background flow in free space
Let D denote the boundary of a suspended particle with centroid Y. We begin by defining two Stokes flows for

use in the Lorentz reciprocal theorem.
The first flow is the one whose tractions we ultimately seek: the flow around a single rigid particle moving with

specified velocity through a fluid with a background flow. That is, we are solving a resistance problem where velocity
vectors U and ⌦ are given, together with a background flow (u1, p1). In this paper we assume that the background
flow satisfies 0 = �rp1 + µr2
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1 throughout the fluid domain, although this is not essential. Let u denote the desired
velocity field with boundary conditions u = U +⌦ ⇥ (x � Y) on D and |u � u

1| = O (1/|x � Y|) as |x � Y|! 1.
The second flow is obtained from an arbitrary smooth vector field  defined on the particle surface D. Specifically,

for x in the exterior of the body we define

u0i(x) =
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where n is the outward normal and Ti jk is the free-space stresslet

Ti jk(x, y) = � 3
4⇡µ

(xi � yi)(x j � y j)(xk � yk)
|x � y|5 (12)

and the second integral in (11) represents a completion flow which must be regular both on and exterior to D and
which must exert a net force F =

R
D  (y) dS

y

and a net torque ⌧ =
R

D(y � Y) ⇥  dS
y

on D. The stresslet distribution
or double layer potential is incapable of exerting a net force or torque on the particle; the inclusion of the completion
flow remedies this rank deficiency.

Let S denote a sphere of large radius centered at the origin and containing the particle. Then we apply the Lorentz
reciprocal theorem on the volume bounded by D and S :

hu0, f iD + hu0, f iS = hu, f

0iD + hu, f

0iS (13)

where f and f

0 are the surface tractions exerted by the flows u and u

0, respectively.
We will now write all four integrals in (13) as inner products against  .
Two of the terms were already considered in [8], and we include the arguments here for completeness. For the term
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We now show how the argument presented in [? ] can be extended to solve the resistance problem with nonzero
background flow and/or a no-slip plane wall. We find that the background flow a↵ects the right-hand side of the
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The first flow is the one whose tractions we ultimately seek: the flow around a single rigid particle moving with

specified velocity through a fluid with a background flow. That is, we are solving a resistance problem where velocity
vectors U and ⌦ are given, together with a background flow (u1, p1). In this paper we assume that the background
flow satisfies 0 = �rp1 + µr2

u

1 throughout the fluid domain, although this is not essential. Let u denote the desired
velocity field with boundary conditions u = U +⌦ ⇥ (x � Y) on D and |u � u

1| = O (1/|x � Y|) as |x � Y|! 1.
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where n is the outward normal, Ti jk is the free-space stresslet, and the second term on the right in (9) is called the
completion flow. The proportionality constant c and the tensor Ci j both have units of reciprocal length. We will
require that the completion flow be regular both on and exterior to D, and moreover that it exert a total force and
torque F = cµ
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and L = cµ
R

D(y � Y) ⇥  dS
y

on the particle. The completion flow can be specified in
several ways; later we will consider a specific choice but for now we leave the expressions general for the benefit of
others who may wish to use a di↵erent completion flow. The purpose of including the completion flow is to complete
the range of the integral operator, since the double layer potential alone is incapable of exerting a net force or torque
on the particle.

Let S denote a sphere of large radius centered at the origin and containing the particle. Then we apply the Lorentz
reciprocal theorem on the volume bounded by D and S :

hu0, f iD + hu0, f iS = hu, f

0iD + hu, f

0iS (10)

where f and f

0 are the surface tractions exerted by the flows u and u

0, respectively.
We will now write all four integrals in (10) as inner products against  .
Two of the terms were already considered in [? ], and we include the arguments here for completeness. For

the term hu0, f iD, we need an expression for the double layer potential in the limit where the observation point x

e

approaches a boundary point x 2 D from the exterior, i.e. (8). Using this we obtain

hu0, f iD =
Z

D
fi(x)
"
1
2
 i(x) +

1
8⇡

Z

D
Ti jk(x, y)nk(y) j(y) dS y +

c
8⇡

Z

D
 j(y)Ci j(x, y) dS

y

#
dS

x

=

Z

D
fi(x)
Z

D
 j(y)

"
1
2
�i j�(x � y) +

1
8⇡

Ti jk(x, y)nk(y) +
c

8⇡
Ci j(x, y)

#
dS

y

dS
x

=

Z

D
 j(y)

"
1
2

f j(y) +
nk(y)

8⇡

Z

D
Ti jk(x, y) fi(x)dS

x

+
c

8⇡

Z

D
Ci j(x, y) fi(x)dS

x

#
dS

y

.

(11)

For the term hu, f

0iD, we use the fact that u is a rigid body motion and then the relations between  and (F, ⌧) assumed
above:

hu, f

0iD = hU +⌦ ⇥ (y � Y), f

0iD = U · F +⌦ · ⌧ = hcµU + cµ⌦ ⇥ (y � Y), iD . (12)
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Table A.3. The completion flow in (9) is subject to the additional requirement of vanishing on the wall, but is allowed
to become singular below the wall. We then apply the reciprocal theorem on the volume external to the particle, above
the wall, and below a large hemisphere H which is centered at (Y1,Y2, 0). Both flows vanish on the wall, and if there
is no background flow the integrals over H decay as the radius of H increases, yielding (14) but with the free-space
singularities replaced by their wall-bounded counterparts; the integral equation is then

1
2

f j(y) +
1

8⇡
nk(y)

Z

D
T half

i jk (x, y) fi(x)dS
x

+

Z

D
Chalf

i j (x, y) fi(x)dS
x

= c0
⇣
U j + (⌦ ⇥ (x � Y)) j

⌘
. (27)

With a nonzero background flow the right-hand side includes integrals over H:

1
2

f j(y) +
1

8⇡
nk(y)

Z

D
T half

i jk (x, y) fi(x)dS
x

+

Z

D
Chalf

i j (x, y) fi(x)dS
x

= U j + (⌦ ⇥ (x � Y)) j

+

Z

H
u1i (x)n̂m(x)

 µ
8⇡

T half,S TR
i jkm (x � y)nk(y) +Chalf,S TR

i jm (x, y)
�

dS
x

�
Z

H
f1i (x)

"
1

8⇡
T half

i jk (x � y)nk(y) +Chalf
i j (x, y)

#
dS

x

.

(28)

The only linear background flow satisfying a no-slip condition at {x3 = 0} is a shear flow. Without loss of generality
we may suppose the direction of shear flow is parallel to the x1-direction: u1i (x) = �̇x3�1i. We specialize to this case
and we assume a completion flow of the form

Chalf
i j (x, y) = c1

1
8⇡µ

Ghalf
i j (x, z(y)) + c1

1
8⇡µ
✏m` jRhalf

im (x, z(y))(y` � z`(y))

=
c1

8⇡µ

0
BBBB@
�i j

|X̂| �
�i j

|X| +
X̂iX̂ j

|X̂|3 �
X̂iX̂ j
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2�i jz3(y)x3
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6z3(y)x3Xj�i`X`

|X|5
1
CCCCA

+
c1

8⇡µ

 
✏imkX̂k

|X̂|3 �
✏imkX̂k

|X|3 �
6✏3mkXk x3�i`X`

|X|5
!
✏mt j(yt � zt(y)).

(29)

We then compute the integrals over H in the limit of large radius. Although the wall-bounded analogues of (22) and
(24) converge to di↵erent expressions than in the free-space case, the di↵erences are opposites and so the sum of the
four integrals is the same as above. The result is a completed traction integral equation for the rigid motion of a single
particle above a no-slip wall in a background shear flow:

1
2

f j(y) +
1

8⇡
nk(y)

Z

D
T half

i jk (y

0, y) fi(y

0)dS
y

0 +
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⌘
+

c1�̇

2

⇣
�1 jz3(y) + �3 jz1(y)

⌘
.

(30)

The right-hand side of this equation is identical to that of (25), once we specialize to Ajk = �̇�1 j�3k.
We close with a comment on the singularity subtraction for the wall-bounded operator. The only term in the

expression for T half
i jk (x, y) in Table A.3 which diverges as x! y is precisely the free-space stresslet, so we decompose

the wall-bounded operator into bounded and diverging parts and then carry out the same subtraction as above for the
diverging part. This leads to the subtraction

1
2

f j(y) +
nk(y)

8⇡

Z

D
T half

i jk (y

0, y) fi(y

0)dS
y

0 =
1

8⇡

Z

D

h
Ti jk(y

0, y)
⇣

fi(y

0)nk(y) + fi(y)nk(y

0)
⌘
+ nk(y)T ⇤i jk(y

0, y) fi(y

0)
i

dS
y

0

(31)

where T ⇤ = T half � T is regular throughout the fluid domain. This subtraction should be applied to the equations (27)
and (30) before discretization to reduce the singularity of the integrand to that of a bounded jump discontinuity.

8

Resulting integral equation, e.g.  near a wall, with a background shear flow (rate   )�̇

Second-kind boundary integral equation for f

Lorentz reciprocal identity (~ Green’s identity)

(See also: Liron & Barta ’92, Kim & Power ’93, 
Ingber & Mondy ’93, Keaveny & Shelley ’11)



The analytical predictions are confirmed for all but the closest of  wall-interactions
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Figure 3. Three-dimensional glancing and reversing of prolate and oblate bodies near a ver-
tical wall. The black rectangle in the background of each frame represents a strip of the wall,
{(x, y, 0) : �2  y  2}. Gravity is parallel to the wall, i.e. vertical on the page; the horizon-
tal axis is the y-direction. The lateral movements are plotted to scale, while the movements in
the x-direction have been greatly reduced for visualization purposes. Animations of these four
trajectories are included as supplementary material. The initial data used to generate these
trajectories is given in Appendix C. The movies, along with movies of periodic tumbling and
wobbling of nearly-spherical prolate and oblate bodies, are included as supplementary material.

in the supplementary material is a movie showing the nearly-spherical prolate tumbling
and oblate tumbling trajectories which have a periodic lateral wobble with zero net lateral
drift. These tumbling orbits, rotated away from the two-dimensional dynamics previously
described, are now found to undergo periodic lateral motions in the y direction. As in
the two-dimensional case the trajectory can be understood as a combination of spherical
rolling and reversing. The di↵erence in prolate and oblate lateral drift in Fig. 3c&d
also emerges in the three-dimensional tumbling orbits, so that the body changes lateral
direction at the point of closest approach in the prolate case and at the point farthest
from the wall in the oblate case.

In the more general setting with � 6= 0 and � > 0 we have observed in numerical
simulations that for small � (small wall tilt angle) the wall interactions induce a concen-
tration of the three-dimensional dynamics (escape angles tend toward a narrower band).
For larger values of � we see the emergence of an attracting fixed point. The wall in-
clination damps � towards 0, and the fixed point is the same as in the case of lateral

Glancing Reversing



But now we can say more! Pointwise traction on a sedimenting spheroid
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Figure 7. Comparison of the full simulations to the far-field predictions for fixed distance
h = 2. (a) Computed contours of the equilibrium pitching angle at fixed distance h = 2. (b) The
same, as predicted with the far-field theory. (c) Analytically predicted equilibrium angle using
a far-field approximation which is linearized about � = 0. (Taking the maximum value between
the prediction in (5.2) and ⇥/2.)

5.2. Full swimming trajectories of squirmers

Unsurprisingly, the far-field approximation cannot generally be counted on for quantita-
tive (and in many cases qualitative) predictions of the entire swimming behavior when
the body is in very near contact with the wall. The exact form of the propulsive mech-
anism (in this case the form of the tangential slip velocity) will specify the nature of
near-wall contact, be that a hydrodynamically trapped state or a trajectory which leads
to a departure from the wall. However, we have found one class of swimmers for which
the far-field approximation can be used to predict the entire interaction of the swimmer
with the wall: namely, for squirmers (⇥ = 1), which we now describe in detail. That
the far-field theory provides an accurate depiction of the full dynamics of a treadmilling
swimmer was found in a two dimensional setting by Crowdy & Or (2010) and Crowdy
(2011). The interaction of a squirmer with a wall has also been studied recently by Llopis
& Pagonabarraga (2010).

Time does not enter into the Stokes equations explicitly, and since the means of propul-
sion studied here is steady in time, there are no variations in the dynamics with time
outside of the trajectories of the distance of the centroid from the wall, h(t), and the pitch-
ing angle, �(t). An adaptive time-stepping algorithm for sti� systems (Matlab’s ode15s)
is used to integrate the swimming trajectory to small enough error tolerance so that the

Application: hydrodynamics of  self-propulsion near surfaces

Spagnolie & Lauga, J. Fluid Mech., (2012).



Other directions: viscous erosion
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Figure 4. Erosion of an initially spherical particle at low Reynolds number while held immobile in a uniform horizontal background flow. The
surface color indicates shear stress. The white tracers illustrate the background flow in the animations from which these images are taken. In the
second row, we show xz-profiles of the particle at various times, first absolute and then scaled. Finally the aspect ratio. Note the absence of a
limiting shape or aspect ratio.

we find the following condition for self-similar decay:

�↵(✓)

s

1 +
r0(✓)2

r(✓)2 = �r(✓)

where � is some constant of proportionality. Equivalently, a profile r(✓) which recedes in the normal direction at rate
↵(✓) remains self-similar i↵

d
d✓

0
BBBBBBB@�↵(✓)

s
1

r(✓)2 +
r0(✓)2

r(✓)4

1
CCCCCCCA = 0

or
↵0(✓)r(✓)

⇣
r(✓)2 + r0(✓)2

⌘
= ↵(✓)r0(✓)

⇣
r(✓)2 � r0(✓)r(✓) + 2r0(✓)2

⌘
. (55)

If the erosion rate is constant over the whole body, as it is for the Pirroneau profile, then ↵0(✓) vanishes and we have

0 = r0(✓)
h
�r(✓)2 � 2r0(✓)2 + r(✓)r00(✓)

i
. (56)

Discarding the circular profile corresponding to r0(✓) = 0, we obtain the second-order ODE

0 = �r(✓)2 � 2r0(✓)2 + r(✓)r00(✓).

A two-parameter family of solutions is given by

r(✓) =
c1c2

c2 cos(✓) + c1 sin(✓)
, (57)

which is the equation in polar coordinates of a straight line with intercepts (0, c2) and (c1, 0). Therefore the only bodies
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FIG. 1. Experimental study of the erosion of a clay cylinder in flowing water. (a) A water tunnel provides a unidirectional
flow, and the cross-section of the cylinder is photographed every minute. Flow speed is monitored using a laser Doppler
velocimeter (LDV). To visualize the flow, particles are added to the water and illuminated with a laser sheet. (b) Shrinking and
shape change during erosion (adapted from Ristroph et al.12). Interfaces extracted from photographs show the cross-section
of the body at intervals of 8 min. Interfacial data are extracted through 115 min (indicated by the arrow on the color bar), and
the projected time at which the body would vanish entirely is tf = 140 ± 2 min.

A. Experimental apparatus and methods

The schematic of Fig. 1(a) shows the key features of our experimental apparatus, which was
also used in our earlier study.12 The flow is furnished by a recirculating water tunnel that pumps
water across a transparent test section measuring 15 × 15 × 43 cm (width × height × length). An
upstream diffuser and contraction region ensures a low-turbulence flow of nearly uniform velocity in
space. Prior to running erosion experiments, we use a laser Doppler velocimeter (LDV; TSI Inc.) to
characterize the flow speed fluctuations. For the speed selected in this study, typical fluctuations in
time were measured to be 1.3%. Similarly, variations in speed along both the vertical and horizontal
directions are less than 1.8% for locations at least 1 cm from the walls.

To form the erodible body, we combine distilled water and bentonite nanoclay powder (Sigma-
Aldrich) in a 3:2 mixture by weight. This recipe yields a material that is soft enough to erode over an
experimentally convenient time-scale, yet stiff enough to support itself against the flow. We sculpt
the clay into a circular cylinder using a custom-made lathe and slightly taper the bottom portion of
the body. The taper ensures an unobstructed view of the body’s mid-height cross-section by a camera
that is situated below the test section (see Fig. 1(a)). During the experiments, the clay cylinder is
supported vertically in the water tunnel against a flow speed of U0 = 61 cm/s, which is monitored by
LDV. Erosion of the clay causes the water to become turbid, and in order to preserve image clarity,
we continuously drain the turbid water while adding fresh water. By adjusting the temperature of
this incoming water, we are able to maintain the tunnel temperature at 28 ± 1 ◦C throughout the
experiment.

Our experiments preserve two important characteristics of erosion in natural scenarios. First,
the Reynolds number is large. We use a cylinder of initial diameter 2a0 = 3.6 cm, yielding
Re = 2U0a0/ν = 3 × 104, where ν = 8 × 10−3 cm2/s is the kinematic viscosity of water. Dur-
ing these experiments, the body shrinks in width to roughly 1/3 its initial value, so Re remains large.
Second, erosion occurs very slowly compared to the flow. Solid boundaries recede at typical rates
of Vn ∼ 1 cm/hr, which when compared to the flow speed U0, gives a ratio of Vn/U0 ∼ 5 × 10−6.

B. Interfacial dynamics and flow visualization

In our first set of experiments, we examine how the shape of the body changes during erosion.
We photograph the cross-section of the body at mid-height every minute and use a custom image-
analysis routine to extract cross-sectional interfaces. Although its shape changes, the body remains
nearly cylindrical throughout the experiment. In Fig. 1(b), we show the interfaces at intervals of
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FIG. 2. Visualizing the flow around a cylindrical body at different times in the erosion process. Streaklines are captured by
10 ms exposure time photographs of tracer particles illuminated by a laser sheet, and the initial diameter of the body is 3.6 cm.
(a) Early in the process, t = 5 min, the incoming flow stagnates at the nose and conforms to the body until separating just
upstream of the widest portion. The wake behind the body consists of a relatively slow and unsteady flow. (b) At t = 55 min,
the body has formed a quasi-triangular shape, yet the flow structure is qualitatively similar. The flow stagnates at the nose
and separates near the body’s widest portion, in this case near the back corners of the triangular shape. (c) and (d) Flow
schematics.

8 min and color coded in time (color). Data are shown through 115 min at which time the support
pole obstructs the view of the body’s cross-section. As seen in the figure, erosion leads to an overall
shrinkage of the body in time, and differential removal rates along the surface lead to changes in
shape. In particular, the initially round boundary is carved into a quasi-triangular shape with one
corner located at the nose and a corner on each side of the body. The front of the body is thus wedge-
like and pointing into the flow, and erosion occurs predominately along these surfaces. The backside
experiences relatively weak erosion rate and does not change shape as significantly. Nonetheless,
interesting facets are seen to develop immediately behind the back corners, causing the body to
appear somewhat pentagonal.

To relate these interfacial dynamics to the surrounding fluid, we visualize the flow field with
tracer particles. The particles (glass microspheres of typical size 40 µm) are illuminated by a laser
sheet at the mid-height of the tunnel and photographed with an exposure time of 1/100 s. The
images in Figs. 2(a) and 2(b) reveal the flow streaklines early in the experiment (5 min) and later
(55 min) when the body has eroded significantly. The corresponding schematics of Figs. 2(c) and
2(d) highlight some important flow features. Early in the process, the incoming flow stagnates
at the front, conforms to the body along the cheeks, and separates just upstream of the widest
portion of the cylinder. The wake sits downstream of the body and consists of a relatively slow and
time-dependent flow. These features are similar to those observed for rigid cylinders at comparable
Reynolds numbers, indicating that the material removal process does not strongly influence the
instantaneous flow structure. Similar flow features can be seen around the quasi-triangular body
that is formed later in the experiments. Again, the flow is characterized by a stagnation point at the
nose, two separation points on either side of the body, and a relatively slow wake. In this case, flow
separation occurs near the side corners on the body, and the facets sit immediately behind these
corners.

In Sec. V, we will present further analysis of the interfaces in Fig. 1(b). In particular, we will
quantify the body’s cross-sectional area in time and compute the instantaneous material-removal rate
as a function of the arc length. These results will be compared with results from a fluid mechanical
model of erosion, which we present next.

III. THE MODEL

Here, we outline the main concepts underlying our fluid mechanical model of erosion. The first
main ingredient is a constitutive law relating solid body erosion to the surrounding fluid flow. For
the clay material used here, previous experiments12 have shown the local rate of material removal
to be linearly proportional to the absolute fluid shear stress, |τ |. Thus, at an instant in time, the solid

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  206.12.54.144 On: Tue, 22 Mar
2016 18:12:35

Moore et al. PNAS ‘13



In a shear flow without/with a wall…
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