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Publisher’s Editorial
Change
Solomon A. Garfunkel
Executive Director
COMAP, Inc.
175 Middlesex Turnpike, Suite 3B
Bedford , MA 01730–1459
s.garfunkel@mail.comap.com

This is the season of change—for good and bad. As I write this edito-
rial, the election is a little less than a month away. The financial markets
are imploding and the country appears more than ready to head in a new
direction, even if it is unsure where that direction will take us. By the time
you read this, many things will be clear. We will have a new adminis-
tration, perhaps a very new administration. And we will likely be living
individually and collectively on less—perhaps a lot less.
Nomatter. Some things still need to be done. Iwon’t speak in this forum

about health care or infrastructure or other changes in foreign and domes-
tic policy—but I will speak of mathematics education. As small as our
issues may seem at times of national and international stress, education—
especially technical education—can always provide a way out and up. We
cry out for mathematical and quantitative literacy, not because we are lob-
byists or a special interest group trying to raise teacher salaries. We cry out
for literacy because knowledge is the onlyway to prevent the abuseswhose
consequences we now endure.
How many times in these last few months have we heard about peo-

ple who didn’t understand the terms of their mortgages; of managers and
bankers who didn’t understand their degree of risk; of policy makers who
didn’t understandhow the dominos could fall? Yes, derivatives are confus-
ing. And yes, derivatives of derivatives are more confusing. But isn’t this
just a perfect example of why we talk about teaching mathematical mod-
eling as a life skill? Mathematics education is not a zero-sum game. We
don’t want our students to learn more mathematics than other countries’
students. That is just a foolish argument used to raise money, that is, the
fear that another country will out perform us or another state will take our

TheUMAPJournal29 (3) (2008) 185–186. c©Copyright2008byCOMAP, Inc. All rights reserved.
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advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.
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high tech jobs.
The problem is much, much bigger. There simply are not enough

mathematically-trained people in the world to run the world. The proof of
that statement is all around us. And it is as much in our interest that the
world’s people become more quantitatively literate as it is that the citizens
of our city, our state, and our country do. In theory, now there is lessmoney
to fund changes in mathematics education. But we must. We must see the
issues and problems, as global issues and problems and work together to
solve them.
The good news is that the energy and commitment to do the job are

here. At the recent conference on the Future of Mathematics Education,
co-sponsored by Math is More, I met with mathematics and mathemat-
ics education researchers, with college and high school faculty, with state
and local administrators, with policy-makers, and with employers. We no
longer talked about why; we talked about how. The need and desire for
real change was palpable. And the energy was both exciting and challeng-
ing. People kept asking, “What can I do?”—as a classroom teacher, as a
supervisor of mathematics, as a staff developer, as a curriculum developer,
as a policy maker.
Sowhile the times andproblemsaredifficult, thewill for positive change

is here. Now is the time for all of us to gather together to make that change
a reality.

About This Issue
Paul J. Campbell
Editor

This issue runs longer than a regular 92-page issue, to more than 200
pages. However, not all of the articles appear in the paper version. Some
appear only on the Tools for Teaching 2008 CD-ROM (and at http://www.
comap.com for COMAP members), which will reach members and sub-
scribers later and will also contain the entire 2008 year of Journal issues.
All articles listed in the table of contents are regarded as published in

the Journal. The abstract of each appears in the paper version. Pagination
of the issue runs continuously, including in sequence articles that do not
appear in the paper version. So if, say, p. 250 in the paper version is followed
by p. 303, your copy is not necessarily defective! The articles on the intervening
pages are on the CD-ROM.
We hope that you find this arrangement agreeable. It means that we do

not have to procrusteanize the content to fit a fixed number of paper pages.
Wemight otherwise be forced to select only two or threeOutstandingMCM
papers to publish. Instead, we continue to bring you the full content.
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Modeling Forum
Results of the 2008
Mathematical Contest in Modeling
Frank Giordano, MCM Director
Naval Postgraduate School
1 University Circle
Monterey, CA 93943-5000
frgiorda@nps.navy.mil

Introduction
A total of 1,159 teams of undergraduates, from 338 institutions and 566

departments in 14 countries, spent the first weekend in February working on
applied mathematics problems in the 24th Mathematical Contest in Modeling.
The 2008Mathematical Contest inModeling (MCM) began at 8:00 P.M. EST

on Thursday, February 14 and ended at 8:00 P.M. EST onMonday, February 18.
During that time, teams of up to three undergraduates were to research and
submit an optimal solution for one of two open-ended modeling problems.
Students registered, obtained contest materials, downloaded the problems at
the appropriate time, and entered completion data through COMAP’s MCM
Website. After a weekend of hard work, solution papers were sent to COMAP
on Monday. The top papers appear in this issue of The UMAP Journal.
Results and winning papers from the first 23 contests were published in

special issues of Mathematical Modeling (1985–1987) and The UMAP Journal
(1985–2007). The 1994 volume of Tools for Teaching, commemorating the tenth
anniversary of the contest, contains the 20 problems used in the first 10 years
of the contest and a winning paper for each year. That volume and the special
MCMissues of the Journal for the last fewyears are available fromCOMAP. The
1994volume is alsoavailableonCOMAP’sspecialModelingResourceCD-ROM.
Also available is The MCM at 21 CD-ROM, which contains the 20 problems
from the second 10 years of the contest, a winning paper from each year, and
advice from advisors of Outstanding teams. These CD-ROMs can be ordered
from COMAP at http://www.comap.com/product/cdrom/index.html .

TheUMAP Journal 29 (3) (2008) 187–222. c©Copyright 2008 byCOMAP, Inc. All rights reserved.
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advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.
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This year’s Problem A asked teams to consider the effects on land from
the melting of the North Polar ice cap due to the predicted increase in global
temperatures. Specifically, teamswere asked tomodel the effects on the coast of
Florida due to the melting every 10 years for the next 50 years, with particular
attention to largemetropolitan areas. Additionally, theywere asked to propose
appropriate responses to deal with the melting.
Problem B asked teams to develop an algorithm to construct Sudoku puz-

zles of varying difficulty. The problem required teams to develop metrics to
define a difficulty level. Further, the team’s algorithm and metrics were to be
extensible to a varying number of difficulty levels, and they should illustrate
their algorithm with at least four difficulty levels. The team’s solution had to
analyze the complexity of their algorithm.
The 9Outstanding solution papers are published in this issue ofTheUMAP

Journal, along with relevant commentaries.
In addition to the MCM, COMAP also sponsors the Interdisciplinary Con-

test inModeling (ICM) and theHigh SchoolMathematicalContest inModeling
(HiMCM). The ICM runs concurrently withMCM and offers a modeling prob-
lem involving concepts in operations research, information science, and inter-
disciplinary issues in security and safety. The 2009 problem will have an envi-
ronmental science theme. Results of this year’s ICMareon theCOMAPWebsite
at http://www.comap.com/undergraduate/contests; results and Out-
standing papers appeared in Vol. 29 (2008), No. 2. The HiMCM offers high
school students a modeling opportunity similar to the MCM. Further details
about the HiMCMare at http://www.comap.com/highschool/contests .

Problem A: Take a Bath
Consider the effects on land from the melting of the North Polar ice cap

due to the predicted increase in global temperatures. Specifically, model the
effects on the coast of Florida every 10 years for the next 50 years due to the
melting, with particular attention given to large metropolitan areas. Propose
appropriate responses to deal with this. A careful discussion of the data used
is an important part of the answer.

Problem B: Creating Sudoku Puzzles
Develop an algorithm to construct Sudoku puzzles of varying difficulty.

Develop metrics to define a difficulty level. The algorithm and metrics should
be extensible to a varying number of difficulty levels. You should illustrate the
algorithm with at least 4 difficulty levels. Your algorithm should guarantee a
unique solution. Analyze the complexity of your algorithm. Your objective
should be to minimize the complexity of the algorithm and meet the above
requirements.
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The Results
The solution papers were coded at COMAP headquarters so that names

and affiliations of the authors would be unknown to the judges. Each paper
was then read preliminarily by two “triage” judges at either Appalachian State
University (Polar Melt Problem) or at the National Security Agency (Sudoku
Problem). At the triage stage, the summary and overall organization are the
basis for judging a paper. If the judges’ scores diverged for a paper, the judges
conferred; if they still did not agree, a third judge evaluated the paper.
AdditionalRegional Judgingsiteswerecreatedat theU.S.MilitaryAcademy

andat theNavalPostgraduateSchool to support the growingnumberof contest
submissions.
Final judging took place at the Naval Postgraduate School, Monterey, CA.

The judges classified the papers as follows:

Honorable Successful
Outstanding Meritorious Mention Participation Total

Polar Melt Problem 4 64 182 315 565
Sudoku Problem 5 95 296 198 594

9 159 378 513 1159

The 9 papers that the judges designated as Outstanding appear in this spe-
cial issue of The UMAP Journal, together with commentaries. We list those
teams and the Meritorious teams (and advisors) below; the list of all partici-
pating schools, advisors, and results is in theAppendix.

Outstanding Teams

Institution and Advisor TeamMembers

Polar Melt Papers

“The Impending Effects of North Polar
Ice Cap Melt”

College of Idaho
Caldwell, ID
Michael P. Hitchman

Benjamin Coate
Nelson Gross
Megan Longo

“A Convenient Truth: Forecasting
Sea Level Rise”

Duke University
Durham, NC
Scott McKinley

Jason Chen
Brian Choi
Joonhahn Cho
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“Fighting the Waves: The Effect of North
Polar Ice Cap Melt on Florida”

University at Buffalo
Buffalo, NY
John Ringland

AmyM. Evans
Tracy L. Stepien

“Erosion in Florida: A Shore Thing”
University of Delaware
Newark, DE
Louis Frank Rossi

Matt Thies
Bob Liu
Zachary W. Ulissi

Sudoku Papers

“A Difficulty Metric and
Puzzle Generator for Sudoku”

Harvard University
Cambridge, MA
Clifford H. Taubes

Christopher Chang
Zhou Fan
Yi Sun

“Taking the Mystery out of Sudoku
Difficulty: An Oracular Model”

Harvey Mudd College
Claremont, CA
Jon Jacobsen

Sarah Fletcher
Frederick Johnson
David R. Morrison

“Difficulty-Driven Sudoku Puzzle
Generation”

Harvey Mudd College
Claremont, CA
Zach Dodds

Martin Hunt
Christopher Pong
George Tucker

“Ease and Toil: Analyzing Sudoku”
University of Alaska Fairbanks
Fairbanks, AK
Orion S. Lawlor

Seth B. Chadwick
Rachel M. Krieg
Christopher E. Granade

“Cracking the Sudoku:
A Deterministic Approach”

Youngstown State University
Youngstown, OH
George T. Yates

David Martin
Erica Cross
Matt Alexander
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Meritorious Teams

Polar Melt Problem (65 teams)
Ann Arbor Huron High School, Mathematics, Ann Arbor, MI (Peter A. Collins)
Beihang University, Beijing, China (HongYing Liu)
Beijing Normal University, Beijing, Beijing, China (Li Cui)
Beijing Normal University, Beijing, (Laifu Liu)
Beijing University of Posts & Telecommunications, Electronic Engineering, Beijing,

China (Zuguo He)
Beijing University of Posts & Telecommunications, Applied Mathematics, Beijing,

China (Hongxiang Sun)
Central South University, Mechanical Design and Manufacturing Automation,

Changsha, Hunan, China (Xinge Liu)
CentralUniversity of Finance andEconomics,AppliedMathematics, Beijing, China

(Donghong Li)
ChinaUniversityofMiningandTechnology, Beijing, China (LeiZhang) (two teams)
China University of Petroleum (Beijing), Beijing, China (Ling Zhao)
China University of Petroleum (East China), Qingdao, Shandong, China

(Ziting Wang)
Chongqing University, Applied Chemistry, Chongqing, China (Zhiliang Li)
College of Charleston, Charleston, SC (Amy Langville)
Concordia College–New York, Bronxville, NY (Karen Bucher)
Dalian University of Technology, Software, Dalian, Liaoning, China (Zhe Li)
Donghua University, Shanghai China (Liangjian Hu)
Duke University, Durham, NC ( Mark Huber)
East China University of Science and Technology, Physics, Shanghai, China

(Lu ,hong)
Gannon University, Mathematics, Erie, PA (Jennifer A. Gorman)
Hangzhou Dianzi Unniversity, Information and Mathematics Science, Hangzhou,

Zhejiang, China (Wei Li)
Harbin Institute of Technology Shiyan School, Mathematics, Harbin, Heilongjiang,

China (Yunfei Zhang)
Hiram College, Hiram, OH (Brad S. Gubser)
McGill University, Mathematics and Statistics, Montreal, Quebec, Canada

(Nilima Nigam)
Nankai University, Management Science and Engineering, Tianjin, Tianjin, China

(Wenhua Hou)
National University of Defense Technology, Mathematics and Systems Science,

Changsha, Hunan, China (Xiaojun Duan)
National University of Defense Technology, Mathematics and Systems Science,

Changsha, Hunan, China (Yi Wu)
National University of Ireland, Galway, Galway, Ireland (Niall Madden)
National University of Ireland, Galway, Mathematical Physics, Galway, Ireland

(Petri T. Piiroinen)
Ningbo Institute of Technology of Zhejiang University, Ningbo, China (Lihui Tu)
Northwestern Polytechnical University, Applied Physics, Xián, Shaanxi, China

(Lei Youming)
Northwestern Polytechnical University, Applied Chemistry, Xián, Shaanxi, China

(Sun Zhongkui)
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NorthwesternPolytechnicalUniversity,NaturalandAppliedScience,Xián, Shaanxi,
China (Zhao Junfeng)

Oregon State University, Corvallis, OR (Nathan L. Gibson)
Pacific University, Physics, Forest Grove, OR (Juliet Brosing)
Peking University, Beijing, China (Sharon Lynne Murrel)
Providence College, Providence, RI, (Jeffrey T. Hoag)
Rensselaer Polytechnic Institute, Troy, NY (Peter R. Kramer)
University of Electronic Science and Technology of China, Applied Mathematics,

Chengdu, Sichuan, China (Li Mingqi)
Shanghai Foreign Language School, Computer Science, Shanghai, China (Yue Sun)
Shanghai University of Finance & Economics, Applied Mathematics, Shanghai,

China (Zhenyu Zhang)
Sichuan University, Electrical Engineering and Information, Chengdu, Sichuan,

China (Yingyi Tan)
Slippery Rock University, Slippery Rock, PA (Richard J. Marchand)
South China Agricultural University, GuangZhou, Guangdong (ShaoMei Fang)
South China University of Technology, Guangzhou, Guangdong, China

(Qin YongAn)
Sun Yat-Sen (Zhongshan) Univerisity, Guangzhou, Guangdong, China

(GuoCan Feng)
Tsinghua University, Beijing, China (Jun Ye)
Tsinghua University, Beijing, China (Zhiming Hu)
Union College, Schenectady, NY (Jue Wang)
U.S. Military Academy, West Point, NY (Edward Swim)
University College Cork, Cork, Ireland (Benjamin W. McKay)
University College Cork, Cork, Ireland (Liya A. Zhornitskaya)
University of Guangxi, Mathematics & Information Science, Nanning, Guangxi,

China (Ruxue Wu)
University of Guangxi, Mathematics & Information Science, Nanning, Guangxi,

China (Zhongxing Wang)
University of Science and Technology Beijing, Beijing, China (Hu Zhixing)
University of Technology Jamaica, Chemical Engineering, Kingston, Jamaica,

West Indies (Nilza G. Justiz-Smith)
Worcester Polytechnic Institute, Worcester, MA (Suzanne L. Weekes)
Wuhan University, Wuhan, Hubei, China (Yuanming Hu)
Xi’an Jiaotong University, Xian, Shaanxi, China (Jing Gao)
Xi’an Jiaotong University, Center for Mathematics Teaching and Experiment, Xian,

Shaanxi, China ( Xiaoe Ruan)
Xuzhou Institute of Technology, Xuzhou, Jiangsu, (Li Subei)
YorkUniversity, Mathematics and Statistics, Toronto, ON, Canada, (Hongmei Zhu)
Yunnan University, Computer Science, Kunming, China (Shunfang Wang)
Zhejiang University, Hangzhou, Zhejiang, China (Zhiyi Tan)
Zhuhai College of JinanUniversity, Computer Science, Zhuhai, Guangdong, China

(Zhang YunBiu)

Sudoku Problem (96 teams)
Beihang University, Beijing, China (Sun Hai Yan)
Beijing Institute of Technology, Beijing, China (Guifeng Yan)
Beijing Institute of Technology, Beijing, China (Houbao Xu)
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Beijing Normal University, Beijing, China (Laifu Liu)
Beijing University of Posts & Telecommunications, Electronics Infomation

Engineering, Beijing, China (Jianhua Yuan)
Bethel University, Arden Hills, MN (Nathan M. Gossett)
Cal Poly San Luis Obispo, San Luis Obispo, CA (Lawrence Sze)
Carroll College, Chemistry, Helena, MT (John C. Salzsieder)
Cheshire Academy, Cheshire, CT (Susan M Eident)
Clarkson University, Computer Science, Potsdam, NY (Katie Fowler)
College of Wooster, Wooster, OH (John R. Ramsay)
Dalian Maritime University, Dalian, Liaoning, China (Naxin Chen)
DalianUniversity of Technology, Software School, Dalian, Liaoning, China (Zhe Li)

(two teams)
Daqing Petroleum Institute, Daqing, Heilongjiang, China (Kong Lingbin)
Daqing Petroleum Institute, Daqing, Heilongjiang, China (Yang Yunfeng)
Davidson College, Davidson NC (Richard D. Neidinger) (two teams)
East China Normal University, Shanghai, China (Yongming Liu)
East China University of Science and Technology, Shanghai, China (Su Chunjie)
Hangzhou Dianzi University, Information and Mathematics Science, Hangzhou,

Zhejiang, China (Zheyong Qiu)
Harbin InstituteofTechnology, SchoolofAstronautics,ManagementScience,Harbin,
Heilongjiang, China (Bing Wen)
Harbin InstituteofTechnology, SchoolofScience,Mathematics,Harbin,Heilongjiang,

China (Yong Wang)
Harvey Mudd College, Computer Science, Claremont, CA (Zach Dodds)
Humboldt State University, Environmental Resources Engineering, Arcata, CA

(Brad Finney)
James Madison University, Harrisonburg, VA (David B. Walton)
Jilin University, Changchun, Jilin, China (Huang Qingdao)
Jilin Universit, Changchun, Jilin, China (Xianrui Lu)
Korea Advanced Institute of Science & Technology, Daejeon, Korea

(Yong-Jung Kim)
Luther College, Computer Science, Decorah, IA (Steven A. Hubbard)
Nanjing Normal University, Computer Science, Nanjing, Jiangsu, China

(Wang Qiong)
Nanjing University, Nanjing, Jiangsu, China (Ze-Chun Hu)
Nanjing University of Posts & Telecommunications, Nanjing, Jiangsu, China

(Jin Xu)
Nanjing University of Posts & Telecommunications, Nanjing, Jiangsu, China

(Jun Ye)
National University of Defense Technology, Mathematics and Systems Science,

Changsha, Hunan, China (Dan Wang)
National University of Defense Technology Mathematics and Systems Science,

Changsha, Hunan, China (Meihua Xie)
National University of Defense Technology, Mathematics and Systems Science,

Changsha, Hunan, China (Yong Luo)
Naval Aeronautical Engineering Academy (Qingdao), Machinery, Qingdao,

Shandong, China (Cao Hua Lin)
North Carolina School of Science andMathematics, Durham,NC (Daniel J. Teague)
Northwestern Polytechnical University, Xi’an, Shaanxi, China (Xiao Huayong)
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Northwestern Polytechnical University, Xi’an, Shaanxi, China (Yong Xu)
Northwestern Polytechnical University, Xi’an, Shaanxi, China (Zhou Min)
Oxford University, Oxford, United Kingdom (Jeffrey H. Giansiracusa) (two teams)
Päivölä College of Mathematics, Tarttila, Finland (Janne Puustelli)
Peking University, Beijing, China (Xin Yi)
Peking University, Beijing, China (Xufeng Liu)
Peking University, Beijing, China (Yulong Liu)
Peking University, Financial Mathematics, Beijing, China (Shanjun Lin)
PLA University of Science and Technology, Meteorology, Nanjing, Jiangsu, China

(Shen Jinren)
Princeton University, Operations Research and Financial Engineering, Princeton,

NJ (Warren B. Powell)
Princeton University, Princeton, NJ (Robert Calderbank)
Renmin University of China, Finance, Beijing, China (Gao Jinwu)
Rensselaer Polytechnic Institute, Troy, NY (Donald Drew)
Shandong University, Software, Jinan, Shandong, China (Xiangxu Meng)
Shandong University, Mathematics & System Sciences, Jinan, Shandong, China

(Bao Dong Liu)
Shandong University, Mathematics & System Sciences, Jinan, Shandong, China

(Xiao Xia Rong)
Shandong University at Weihai, Weihai, Shandong, China

(Yang Bing and Song Hui Min)
Shandong University at Weihai, Weihai, Shandong, China (Cao Zhulou and

Xiao Hua)
Shanghai Foreign Language School, Shanghai, China (Liang Tao)
Shanghai Foreign Language School, Shanghai, China (Feng Xu)
Shanghai Sino European School of Technology, Shanghai, China (Wei Huang)
Shanghai University of Finance and Economics, Shanghai, China (Wenqiang Hao)
ShijiazhuangRailwayInstitute, EngineeringMechanics, Shijiazhuang,Hebei,China

(Baocai Zhang)
Sichuan University, Chengdu, China (Qiong Chen)
Slippery Rock University, Physics, Slippery Rock, PA ( Athula R Herat)
SouthChinaNormalUniversity, Scienceof InformationandComputation,Guangzhou,

Guangdong, China (Tan Yang)
noindent South China University of Technology, Guangzhou, Guangdong, China

(Liang ManFa)
South China University of Technology, Guangzhou, Guangdong, China

(Liang ManFa)
South China University of Technology, Guangzhou, Guangdong, China

(Qin YongAn)
Southwest University, Chongqing, China (Lei Deng)
Southwest University, Chongqing, China (Xianning Liu)
Southwestern University of Finance and Economics, Economics and Mathematics,

Chengdu, Sichuan, China (Dai Dai)
Sun Yat-Sen (Zhongshan) University, Guangzhou, Guangdong, China

(XiaoLong Jiang)
Tsinghua University, Beijing, China (Jun Ye)
University of Califonia–Davis, Davis, CA (Eva M. Strawbridge)
University of Colorado–Boulder, Boulder, CO (Anne M. Dougherty)
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University of Colorado–Boulder, Boulder, CO (Luis Melara)
University of Delaware, Newark, DE (Louis Frank Rossi)
University of Iowa, Iowa City, IA (Ian Besse)
University of New South Wales, Sydney, NSW, Australia (James W. Franklin)
University of Puget Sound, Tacoma, WA (Michael Z. Spivey)
University of Science and Technology Beijing, Computer Science and Technology,

Beijing, China (ZhaoshunWang)
University of Washington, Applied and Computational Mathematical Sciences,

Seattle, WA (Anne Greenbaum)
University of Western Ontario, London, ON, Canada (Allan B. MacIsaac)
University of Wisconsin–La Crosse, La Crosse, WI (Barbara Bennie)
University of Wisconsin–River Falls, River Falls, WI (Kathy A. Tomlinson)
Wuhan University, Wuhan, Hubei, China (Liuyi Zhong)
Wuhan University, Wuhan, Hubei, China (Yuanming Hu)
Xi’an Communication Institute, Xi’an, Shaanxi, China (Xinshe Qi)
Xidian University, Xi’an, Shaanxi, China (Guoping Yang)
Xidian University, Xi’an, Shaanxi, China (Jimin Ye)
Xidian University, Industrial and Applied Mathematics, Xi’an, Shaanxi, China

(Qiang Zhu)
Zhejiang University, Hangzhou, Zhejiang, China (Yong Wu)
ZhejiangUniversityCity College, Information andComputing Science, Hangzhou,

Zhejiang, China (Gui Wang)
ZhejiangUniversityof Finance andEconomics,Hangzhou, Zhejiang, China (Ji Luo)

Awards and Contributions
EachparticipatingMCMadvisor and teammember receiveda certificate

signed by the Contest Director and the appropriate Head Judge.
INFORMS, the Institute for Operations Research and the Management

Sciences, recognized the teams from the College of Idaho (Polar Melt Prob-
lem) and University of Alaska Fairbanks (Sudoku Problem) as INFORMS
Outstanding teams and provided the following recognition:
• a letter of congratulations from the current president of INFORMS to
each team member and to the faculty advisor;

• a check in the amount of $300 to each team member;
• a bronze plaque for display at the team’s institution, commemorating
their achievement;

• individual certificates for team members and faculty advisor as a per-
sonal commemoration of this achievement;

• a one-year student membership in INFORMS for each team member,
which includes their choice of a professional journal plus the OR/MS
Today periodical and the INFORMS society newsletter.
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The Society for Industrial andAppliedMathematics (SIAM) designated
one Outstanding team from each problem as a SIAM Winner. The teams
were from theUniversity at Buffalo (PolarMelt Problem) andHarvardUni-
versity (Sudoku Problem). Each of the teammembers was awarded a $300
cash prize and the teams received partial expenses to present their results
in a specialMinisymposiumat the SIAMAnnualMeeting in SanDiego, CA
in July. Their schools were given a framed hand-lettered certificate in gold
leaf.
The Mathematical Association of America (MAA) designated one Out-

standingNorthAmerican team fromeachproblemas anMAAWinner. The
teamswere fromDuke University (PolarMelt Problem) andHarveyMudd
College Team (Hunt, Pong, and Tucker; advisor Dodds) (Sudoku Problem).
With partial travel support from the MAA, the Duke University team pre-
sented their solution at a special session of the MAAMathfest in Madison,
WI in August. Each team member was presented a certificate by Richard
S. Neal of the MAA Committee on Undergraduate Student Activities and
Chapters.

Ben Fusaro Award
One Meritorious or Outstanding paper was selected for each problem

for the Ben Fusaro Award, named for the Founding Director of the MCM
and awarded for the fifth time this year. It recognizes an especially creative
approach; details concerning the award, its judging, and Ben Fusaro are
in Vol. 25 (3) (2004): 195–196. The Ben Fusaro Award winners were the
University of Buffalo (Polar Melt Problem) and the University of Puget
Sound (Sudoku Problem).

Judging
Director
Frank R. Giordano, Naval Postgraduate School, Monterey, CA

Associate Director
William P. Fox, Dept. of Defense Analysis, Naval Postgraduate School,
Monterey, CA

Polar Melt Problem
Head Judge
Marvin S. Keener, Executive Vice-President, Oklahoma State University,
Stillwater, OK
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Associate Judges
William C. Bauldry, Chair, Dept. of Mathematical Sciences,
Appalachian State University, Boone, NC (Head Triage Judge)

Patrick J. Driscoll, Dept. of Systems Engineering, U.S. Military Academy,
West Point, NY

Ben Fusaro, Dept. of Mathematics, Florida State University, Tallahassee, FL
(SIAM Judge)

Jerry Griggs, Mathematics Dept., University of South Carolina, Columbia,
SC (Problem Author)

Mario Juncosa, RAND Corporation, Santa Monica, CA (retired)
MichaelMoody, Olin College of Engineering, Needham,MA (MAA Judge)
David H. Olwell, Naval Postgraduate School, Monterey, CA
(INFORMS Judge)

John L. Scharf, Mathematics Dept., Carroll College, Helena, MT
(Ben Fusaro Award Judge)

Sudoku Problem
Head Judge
Maynard Thompson, Mathematics Dept., University of Indiana,
Bloomington, IN

Associate Judges
Peter Anspach, National Security Agency, Ft. Meade, MD
(Head Triage Judge)

Kelly Black, Mathematics Dept., Union College, Schenectady, NY
KarenD. Bolinger, MathematicsDept., ClarionUniversity of Pennsylvania,
Clarion, PA

Jim Case (SIAM Judge)
Veena Mendiratta, Lucent Technologies, Naperville, IL (Problem Author)
Peter Olsen, Johns Hopkins Applied Physics Laboratory, Baltimore, MD
Kathleen M. Shannon, Dept. of Mathematics and Computer Science,
Salisbury University, Salisbury, MD (MAA Judge)

Dan Solow, Mathematics Dept., Case Western Reserve University,
Cleveland, OH (INFORMS Judge)

Michael Tortorella, Dept. of Industrial and Systems Engineering,
Rutgers University, Piscataway, NJ

Marie Vanisko, Dept. of Mathematics, Carroll College, Helena MT
(Ben Fusaro Award Judge)

Richard Douglas West, Francis Marion University, Florence, SC
Dan Zwillinger, Raytheon Company, Sudbury, MA
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Regional Judging Session at U.S. Military Academy
Head Judge
Patrick J. Driscoll, Dept. of Systems Engineering, United States Military
Academy (USMA), West Point, NY

Associate Judges
Tim Elkins, Dept. of Systems Engineering, USMA
Michael Jaye, Dept. of Mathematical Sciences, USMA
TomMeyer, Dept. of Mathematical Sciences, USMA
Steve Henderson, Dept. of Systems Engineering, USMA

Regional Judging Session at Naval Postgraduate School
Head Judge
William P. Fox, Dept. of Defense Analysis, Naval Postgraduate School
(NPS), Monterey, CA

Associate Judges
William Fox, NPS
Frank Giordano, NPS

Triage Session for Polar Melt Problem
Head Triage Judge
William C. Bauldry, Chair, Dept. of Mathematical Sciences,

Appalachian State University, Boone, NC
Associate Judges
Jeff Hirst, Rick Klima, and and René Salinas
—all from Dept. of Mathematical Sciences, Appalachian State University,
Boone, NC

Triage Session for Sudoku Problem
Head Triage Judge
Peter Anspach, National Security Agency (NSA), Ft. Meade, MD
Associate Judges
Other judges from inside and outside NSA, who wish not to be named.

Sources of the Problems
The Polar Melt Problem was contributed by Jerry Griggs (Mathemat-

ics Dept., University of South Carolina, Columbia, SC), and the Sudoku
Problem by Veena Mendiratta (Lucent Technologies, Naperville, IL).
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ing efforts. Additional support is provided by the Institute for Operations
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Cautions
To the reader of research journals:
Usually a published paper has been presented to an audience, shown

to colleagues, rewritten, checked by referees, revised, and edited by a jour-
nal editor. Each paper here is the result of undergraduates working on
a problem over a weekend. Editing (and usually substantial cutting) has
taken place; minor errors have been corrected, wording altered for clarity
or economy, and style adjusted to that of The UMAP Journal. The student
authors have proofed the results. Please peruse their efforts in that context.

To the potential MCM Advisor:
It might be overpowering to encounter such output from a weekend

of work by a small team of undergraduates, but these solution papers are
highly atypical. A team that prepares and participates will have an enrich-
ing learning experience, independent of what any other team does.

COMAP’sMathematicalContest inModelingandInterdisciplinaryCon-
test in Modeling are the only international modeling contests in which
students work in teams. Centering its educational philosophy on mathe-
matical modeling, COMAP uses mathematical tools to explore real-world
problems. It serves the educational community aswell as theworldofwork
by preparing students to become better-informed and better-prepared citi-
zens.
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Appendix: Successful Participants
KEY:
P = Successful Participation
H = Honorable Mention
M = Meritorious
O = Outstanding (published in this special issue)

INSTITUTION DEPT. CITY ADVISOR

ALASKA
U. Alaska Fairbanks CS Fairbanks Orion S. Lawlor B H
U. Alaska Fairbanks CS Fairbanks Orion S. Lawlor B O

ARIZONA
Northern Arizona U. Math & Stats Flagstaff Terence R. Blows A H

CALIFORNIA
Cal Poly San Luis Obispo Math San Luis Obispo Lawrence Sze B M
Cal Poly San Luis Obispo Math San Luis Obispo Lawrence Sze B H
California State Poly. U. Physics Pomona Kurt Vandervoort B P
California State Poly. U. Math & Stats Pomona Joe Latulippe B P
Calif. State U. at Monterey Bay Math & Stats Seaside Hongde Hu A H
Calif. State U. at Monterey Bay Math & Stats Seaside Hongde Hu A H
Calif. State U. Northridge Math Northridge Gholam-Ali Zakeri B P
Cal-Poly Pomona Math Pomona Hubertus F. von Bremen A H
Cal-Poly Pomona Physics Pomona Nina Abramzon B P
Harvey Mudd C. Math Claremont Jon Jacobsen A H
Harvey Mudd C. Math Claremont Jon Jacobsen B O
Harvey Mudd C. CS Claremont Zach Dodds B M
Harvey Mudd C. CS Claremont Zach Dodds B O
Humboldt State U. Env’l Res. Eng. Arcata Brad Finney A H
Humboldt State U. Env’l Res. Eng. Arcata Brad Finney B M
Irvine Valley C. Math Irvine Jack Appleman A P
Pomona C. Math Claremont Ami E. Radunskaya A H
Saddleback C. Math Mission Viejo Karla Westphal A P
U. of Califonia Davis Math Davis Eva M. Strawbridge A P
U. of Califonia Davis Math Davis Eva M. Strawbridge B M
U. of California Merced Natural Sci. Merced Arnold D. Kim B H
U. of San Diego Math San Diego Cameron C. Parker A P
U. of San Diego Math San Diego Cameron C. Parker B H

COLORADO
U. of Colorado - Boulder Appl. Math. Boulder Anne M. Dougherty A H
U. of Colorado - Boulder Appl. Math. Boulder Bengt Fornberg A H
U. of Colorado - Boulder Appl. Math. Boulder Anne Dougherty B M
U. of Colorado - Boulder Appl. Math. Boulder Bengt Fornberg B H
U. of Colorado - Boulder Appl. Math. Boulder Luis Melara B M
U. of Colorado Denver Math Denver Gary A. Olson A P

CONNECTICUT
Cheshire Acad. Math Cheshire Susan M. Eident B M
Connecticut C. Math New London Sanjeeva Balasuriya A P
Sacred Heart U. Math Fairfield Peter Loth B P
Southern Connecticut State U. Math New Haven Ross B. Gingrich A H
Southern Connecticut State U. Math New Haven Ross B. Gingrich B H

DELAWARE
U. of Delaware Math Sci. Newark Louis Frank Rossi A O
U. of Delaware Math Sci. Newark John A. Pelesko B P
U. of Delaware Math Sci, Newark Louis Rossi B M

FLORIDA
Bethune-Cookman U. Math Daytona Beach Deborah Jones A P
Jacksonville U. Math Jacksonville Robert A. Hollister A H
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INSTITUTION DEPT. CITY ADVISOR

GEORGIA
Georgia Southern U. Math Sci. Statesboro Goran Lesaja A P
Georgia Southern U. Math Sci. Statesboro Goran Lesaja B H
U. of West Georgia Math Carrollton Scott Gordon A H

IDAHO
C. of Idaho Math/Phys. Sci. Caldwell Michael P. Hitchman A O

ILLINOIS
Greenville C. Math Greenville George R. Peters A P

INDIANA
Goshen C. Math Goshen Patricia A. Oakley B H
Rose-Hulmann Inst. of Tech. Chemistry Terre Haute Michael Mueller B H
Rose-Hulman Inst. of Tech. Chemistry Terre Haute Michael Mueller B H
Rose-Hulman Inst. of Tech. Math Terre Haute William S. Galinaitis A H
Rose-Hulman Inst. of Tech. Math Terre Haute William S. Galinaitis B P
Saint Mary’s C. Math Notre Dame Natalie K. Domelle A H
Saint Mary’s C. Math Notre Dame Natalie K. Domelle B H

IOWA
Coe C. Math Sci. Cedar Rapids Calvin R. Van Niewaal B H
Grand View C. Math & CS Des Moines Sergio Loch A H
Grand View C. Math & CS Des Moines Sergio Loch A H
Grinnell C. Math & Stats Grinnell Karen L. Shuman A H
Luther C. CS Decorah Steven A. Hubbard B H
Luther C. CS Decorah Steven A. Hubbard B M
Luther C. Math Decorah Reginald D. Laursen B H
Luther C. Math Decorah Reginald D. Laursen B H
Simpson C. Comp. Sci. Indianola Paul Craven A H
Simpson C. Comp. Sci. Indianola Paul Craven A P
Simpson C. Math Indianola William Schellhorn A H
Simpson C. Math Indianola Debra Czarneski A P
Simpson C. Math Indianola Rick Spellerberg A P
Simpson C. Physics Indianola David Olsgaard A P
Simpson C. Math Indianola Murphy Waggoner B P
Simpson C. Math Indianola Murphy Waggoner B H
U. of Iowa Math Iowa City Benjamin J. Galluzzo A H
U. of Iowa Math Iowa City Kevin Murphy A H
U. of Iowa Math Iowa City Ian Besse B M
U. of Iowa Math Iowa City Scott Small B H
U. of Iowa Math Iowa City Benjamin Galluzzo B H

KANSAS
Kansas State U. Math Manhattan David R. Auckly B H
Kansas State U. Math Manhattan David R. Auckly B H

KENTUCKY
Asbury C. Math & CS Wilmore David L. Coulliette A H
Asbury C. Math & CS Wilmore David L. Coulliette B H
Morehead State U. Math & CS Morehead Michael Dobranski B P
Northern Kentucky U. Math Highl& Heights Lisa Joan Holden A H
Northern Kentucky U. Math Highl& Heights Lisa Holden B P
Northern Kentucky U. Phys. & Geo. Highl& Heights Sharmanthie Fernando A P

LOUISIANA
Centenary C. Math & CS Shreveport Mark H. Goadrich B P
Centenary C. Math & CS Shreveport Mark H. Goadrich B H

MAINE
Colby C. Math Waterville Jan Holly A P



202 The UMAP Journal 29.3 (2008)

INSTITUTION DEPT. CITY ADVISOR

MARYLAND
Hood C. Math Frederick Betty Mayfield A P
Loyola C. Math Sci. Baltimore Jiyuan Tao A H
Loyola C. Math Sci. Baltimore Jiyuan Tao B H
Mount St. Mary’s U. Math Emmitsburg Fred Portier B P
Salisbury U. Math & CS Salisbury Troy V. Banks B P
Villa Julie C. Math Stevenson Eileen C. McGraw A H
Washington C. Math & CS Chestertown Eugene P. Hamilton A P

MASSACHUSETTS
Bard C./Simon’s Rock Math Great Barrington Allen B. Altman A P
Bard C./Simon’s Rock Math Great Barrington Allen Altman B P
Bard C./Simon’s Rock Physics Great Barrington Michael Bergman A P
Harvard U. Math Cambridge Clifford H. Taubes B O
Harvard U. Math Cambridge Clifford H. Taubes B H
U. of Mass. Lowell Math Sci. Lowell James Graham-Eagle B P
Worcester Poly. Inst. Math Sci. Worcester Suzanne L. Weekes A M
Worcester Poly. Inst. Math Sci. Worcester Suzanne L. Weekes A H

MICHIGAN
Ann Arbor Huron HS Math Ann Arbor Peter A. Collins A M
Lawrence Tech. U. Math & CS Southfield Ruth G. Favro A H
Lawrence Tech. U. Math & CS Southfield Guang-Chong Zhu A P
Lawrence Tech. U. Math & CS Southfield Guang-Chong Zhu A P
Lawrence Tech. U. Math & CS Southfield Ruth Favro B H
Siena Heights U. Math Adrian Jeff C. Kallenbach A P
Siena Heights U. Math Adrian Tim H. Husband A P
Siena Heights U. Math Adrian Tim H. Husband B P

MINNESOTA
Bethel U. Math & CS Arden Hills Nathan M. Gossett B M
Carleton C. Math Northfield Laura M. Chihara A H
Northwestern C. Sci. & Math. St. Paul Jonathan A. Zderad A P

MISSOURI
Drury U. Math & CS Springfield Keith James Coates A H
Drury U. Math & CS Springfield Keith James Coates A P
Drury U. Physics Springfield Bruce W. Callen A P
Drury U. Physics Springfield Bruce W. Callen A H
Saint Louis U. Math & CS St. Louis David A. Jackson B H
Saint Louis U. Eng., Aviation & Tech. St. Louis Manoj S. Patankar A H
Truman State U. Math & CS Kirksville Steve Jay Smith B H
U. of Central Missouri Math & CS Warrensburg Nicholas R. Baeth A P
U. of Central Missouri Math & CS Warrensburg Nicholas R. Baeth B P

MONTANA
Carroll C. Chemistry Helena John C. Salzsieder B M
Carroll C. Chemistry Helena John C. Salzsieder A P
Carroll C. Math., Eng. , & CS Helena Holly S. Zullo B H
Carroll C. Math., Eng., & CS Helena Mark Parker A H

NEBRASKA
Nebraska Wesleyan U. Math & CS Lincoln Melissa Claire Erdmann A P
Wayne State C. Math Wayne Tim Hardy A P

NEW JERSEY
Princeton U. Math Princeton Robert Calderbank B M
Princeton U. OR & Fin. Eng. Princeton Robert J. Vanderbei B H
Princeton U. OR & Fin. Eng. Princeton Robert J. Vanderbei B H
Princeton U. OR & Fin. Eng. Princeton Warren B. Powell B P
Princeton U. OR & Fin. Eng. Princeton Warren B. Powell B M
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INSTITUTION DEPT. CITY ADVISOR

Richard Stockton C. Math Pomona Brandy L. Rapatski A H
Rowan U. Math Glassboro Paul J. Laumakis B P
Rowan U. Math Glassboro Christopher Jay Lacke B H

NEWMEXICO
NM Inst. Mining & Tech. Math Socorro John D. Starrett B P
NewMexico State U. Math Sci. Las Cruces Caroline P. Sweezy A P

NEW YORK
Clarkson U. Comp. Sci. Potsdam Katie Fowler B H
Clarkson U. Comp. Sci. Potsdam Katie Fowler B M
Clarkson U. Math Potsdam Joseph D. Skufca A H
Clarkson U. Math Potsdam Joseph D. Skufca B P
Colgate U. Math Hamilton Dan Schult B H
Concordia C. Bio. Chem. Math. Bronxville Karen Bucher A M
Concordia C. Math Bronxville John F. Loase A H
Concordia C. Math Bronxville John F. Loase B H
Cornell U. Math Ithaca Alexander Vladimirsky B H
Cornell U. OR & Ind’l Eng. Ithaca Eric Friedman B H
Ithaca C. Math Ithaca John C. Maceli B H
Ithaca C. Physics Ithaca Bruce G. Thompson B H
Nazareth C. Math Rochester Daniel Birmajer A P
Rensselaer Poly. Inst. Math Sci. Troy Peter R. Kramer A M
Rensselaer Poly. Inst. Math Sci. Troy Peter R. Kramer B H
Rensselaer Poly. Inst. Math Sci. Troy Donald Drew B M
Rensselaer Poly.Inst. Math Sci. Troy Donald Drew B H
Union C. Math Schenectady Jue Wang A M
U.S. Military Acad. Math Sci. West Point Edward Swim A M
U.S. Military Acad. Math Sci. West Point Robert Burks B H
U. at Buffalo Math Buffalo John Ringland A O
U. at Buffalo Math Buffalo John Ringland B H
Westchester Comm. Coll. Math Valhalla Marvin Littman B P

NORTH CAROLINA
Davidson C. Math Davidson Donna K. Molinek B H
Davidson C. Math Davidson Donna K. Molinek B H
Davidson C. Math Davidson Richard D. Neidinger B M
Davidson C. Math Davidson Richard D. Neidinger B M
Duke U. Math Durham Scott McKinley A O
Duke U. Math Durham Mark Huber A M
Duke U. Math Durham David Kraines B H
Duke U. Math Durham Dan Lee B P
Duke U. Math Durham Lenny Ng B H
Duke U. Math Durham Bill Pardon B H
Meredith C. Math & CS Raleigh Cammey Cole Manning A H
NC Schl of Sci. & Math. Math Durham Daniel J. Teague B M
NC Schl of Sci. & Math. Math Durham Daniel J. Teague B H
U. of North Carolina Math Chapel Hill Sarah A. Williams A H
U. of North Carolina Math Chapel Hill Brian Pike A H
Wake Forest U. Math Winston Salem Miaohua Jiang A H
Western Carolina U. Math & CS Cullowhee Jeff Lawson A H
Western Carolina U. Math & CS Cullowhee Erin K. McNelis B H

OHIO
C. of Wooster Math & CS Wooster John R. Ramsay B M
Hiram C. Math Hiram Brad S. Gubser A M
Kenyon C. Math Gambier Dana C. Paquin A H
Malone C. Math & CS Canton David W. Hahn A H
Malone C. Math & CS Canton David W. Hahn B H
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INSTITUTION DEPT. CITY ADVISOR

Miami U. Math & Stats Oxford Doug E. Ward A P
Miami U. Math & Stats Oxford Doug E. Ward B H
U. of Dayton Math Dayton Youssef N. Raffoul B H
Xavier U. Math & CS Cincinnati Bernd E. Rossa A H
Xavier U. Math & CS Cincinnati Bernd E. Rossa B H
Youngstown State U. Math & Stats Youngstown George T. Yates A H
Youngstown State U. Math & Stats Youngstown Angela Spalsbury A H
Youngstown State U. Math & Stats Youngstown Angela Spalsbury A H
Youngstown State U. Math & Stats Youngstown Gary J. Kerns A H
Youngstown State U. Math & Stats Youngstown Paddy W. Taylor A P
Youngstown State U. Math & Stats Youngstown Paddy W. Taylor A H
Youngstown State U. Math & Stats Youngstown George Yates B O
Youngstown State U. Math & Stats Youngstown Gary Kerns B H

OKLAHOMA
Oklahoma State U. Math Stillwater Lisa A. Mantini B H
SE Okla. State U. Math Durant Karl H. Frinkle A P

OREGON
Lewis & Clark Coll. Math Sci. Portland Liz Stanhope A P
Linfield C. Comp. Sci. McMinnville Daniel K. Ford B H
Linfield C. Math McMinnville Jennifer Nordstrom A H
Linfield C. Math McMinnville Jennifer Nordstrom B H
Oregon State U. Math Corvallis Nathan L. Gibson A M
Oregon State U. Math Corvallis Nathan L. Gibson A P
Oregon State U. Math Corvallis Vrushali A. Bokil B H
Pacific U. Math Forest Grove Michael Boardman B H
Pacific U. Math Forest Grove John August A H
Pacific U. Physics Forest Grove Juliet Brosing A M
Pacific U. Physics Forest Grove Steve Hall A P

PENNSYLVANIA
Bloomsburg U. Math, CS, & Stats Bloomsburg Kevin Ferland A H
Bucknell U. Math Lewisburg Peter McNamara B H
Gannon U. Math Erie Jennifer A. Gorman A M
Gettysburg C. Math Gettysburg Benjamin B. Kennedy B H
Gettysburg C. Math Gettysburg Benjamin B. Kennedy B P
Juniata C. Math Huntingdon John F. Bukowski A H
Shippensburg U. Math Shippensburg Paul T. Taylor A H
Slippery Rock U. Math Slippery Rock Richard J. Marchand A M
Slippery Rock U. Math Slippery Rock Richard J. Marchand B H
Slippery Rock U. Physics Slippery Rock Athula R. Herat B M
U. of Pittsburgh Math Pittsburgh Jonathan Rubin B H
Westminster C. Math & CS NewWilmington Barbara T. Faires A H
Westminster C. Math & CS NewWilmington Barbara T. Faires A H
Westminster C. Math & CS NewWilmington Warren D. Hickman B H
Westminster C. Math & CS NewWilmington Carolyn K. Cuff B P

RHODE ISLAND
Providence C. Math Providence Jeffrey T. Hoag A M

SOUTH CAROLINA
C. of Charleston Math Charleston Amy Langville A M
C. of Charleston Math Charleston Amy Langville B H
Columbia C. Math & Comp. Columbia Nieves A. McNulty B H
Francis Marion U. Math Florence David W. Szurley B H
Midlands Technical Coll. Math Columbia John R. Long A H
Midlands Technical Coll. Math Columbia John R. Long B P
Wofford C. Comp. Sci. Spartanburg Angela B. Shiflet B H
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INSTITUTION DEPT. CITY ADVISOR

SOUTH DAKOTA
SD Schl of Mines & Tech. Math & CS Rapid City Kyle Riley B P

TENNESSEE
Belmont U. Math & CS Nashville Andrew J. Miller A H
Tennessee Tech U. Math Cookeville Andrew J. Hetzel B H
U. of Tennessee MAth Knoxville Suzanne Lenhart A P

TEXAS
Angelo State U. Math San Angelo Karl J. Havlak B H
Angelo State U. Math San Angelo Karl J. Havlak B P
Texas A&M–Commerce Math Commerce Laurene V. Fausett A H
Trinity U. Math San Antonio Peter Olofsson B P
Trinity U. Math San Antonio Diane Saphire B H

VIRGINIA
James Madison U. Math & Stats Harrisonburg Ling Xu A P
James Madison U. Math & Stats Harrisonburg David B. Walton B M
Longwood U. Math & CS Farmville M. Leigh Lunsford A P
Longwood U. Math & CS Farmville M. Leigh Lunsford B H
Maggie Walker Gov. Schl Math Richmond John Barnes B H
Mills E. Godwin HS Sci. Math Tech. Richmond Ann W. Sebrell B H
Mills E. Godwin HS Sci. Math Tech. Richmond Ann W. Sebrell B P
Roanoke C. Math CS Phys. Salem David G. Taylor A P
U. of Richmond Math & CS Richmond Kathy W. Hoke B H
U. of Virginia Math Charlottesville Irina Mitrea B H
U. of Virginia Math Charlottesville Tai Melcher B H
Virginia Tech Math Blacksburg Henning S. Mortveit B H
Virginia Western Math Roanoke Steve Hammer A P

WASHINGTON
Central Washington U. Math Ellensburg James Bisgard A P
Heritage U. Math Toppenish Richard W. Swearingen B H
Pacific Lutheran U. Math Tacoma Rachid Benkhalti A H
Pacific Lutheran U. Math Tacoma Rachid Benkhalti B H
Seattle Pacific U. Electr. Eng. Seattle Melani Plett B H
Seattle Pacific U. Math Seattle Wai Lau B H
Seattle Pacific U. Math Seattle Wai Lau B H
U. of Puget Sound Math Tacoma Michael Z. Spivey A H
U. of Puget Sound Math Tacoma Michael Z. Spivey B M
U. of Washington Appl./Comp’l Math. Seattle Anne Greenbaum B M
U. of Washington Appl./Comp’l Math. Seattle Anne Greenbaum A H
U. of Washington Math Seattle James Morrow B H
U. of Washington Math Seattle James Allen Morrow A H
Washington State U. Math Pullman Mark F. Schumaker B H
Western Washington U. Math Bellingham Tjalling Ypma A H
Western Washington U. Math Bellingham Tjalling Ypma A H

WISCONSIN
Beloit C. Math & CS Beloit Paul J. Campbell B H
U. of Wisc.–La Crosse Math La Crosse Barbara Bennie B M
U. of Wisc.–Eau Claire Math Eau Claire Simei Tong B H
U. of Wisc.–River Falls Math River Falls Kathy A. Tomlinson B M
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INSTITUTION DEPT. CITY ADVISOR

AUSTRALIA
U. of New South Wales Math & Stats Sydney James W. Franklin A H
U. of New South Wales Math & Stats Sydney James W. Franklin B M
U. of S. Queensland Math & Comp. Toowoomba Sergey A. Suslov B H

CANADA
McGill U. Math & Stats Montreal Nilima Nigam A M
McGill U. Math & Stats Montreal Nilima Nigam A P
U. Toronto at Scarborough CS & Math. Toronto Paul S. Selick A H
U. of Western Ontario Appl. Math. London Allan B. MacIsaac B M
York U. Math & Stats Toronto Hongmei Zhiu A M

CHINA
Anhui
Anhui U. Appl. Math Hefei Ranchao Wu B H
Anhui U. Appl. Math Hefei Quanbing Zhang B H
Anhui U. Electr. Eng. Hefei Quancal Gan B H
Anhui U. Electr. Eng. Hefei Quancal Gan B H
Hefei U. of Tech. Appl. Math Hefei Yongwu Zhou B P
Hefei U. of Tech. Comp’l Math Hefei Youdu Huang A H
Hefei U. of Tech. Math Hefei Xueqiao Du A H
Hefei U. of Tech. Math Hefei Huaming Su B P
Hefei U. of Tech. Math Hefei Huaming Su A P
Hefei U. of Tech. Math Hefei Xueqiao Du B P
U. of Sci. & Tech. of China CS Hefei Lixin Duan A H
U. of Sci. & Tech. of China Electr. Eng./InfoSci. Hefei Xing Gong B P
U. of Sci. & Tech. of China Gifted Young Hefei Weining Shen A P
U. of Sci. & Tech. of China Modern Physics Hefei Kai Pan A P
U. of Sci. & Tech. of China InfoSci. & Tech. HeFei Dong Li B P
U. of Sci. & Tech. of China Physics Hefei Zhongmu Deng A P

Beijing
Acad. of Armored Force Eng. Funda. Courses Beijing Chen Jianhua B P
Acad. of Armored Force Eng. Funda. Courses Beijing Chen Jianhua B H
Acad. of Armored Force Eng. Mech. Eng. Beijing Han De A P
Beihang U. Advanced Eng. Beijing Wu San Xing B H
Beihang U. Astronautics Beijing Sanxing Wu B P
Beihang U. Astronautics Beijing Jian Ma B P
Beihang U. Sci. Beijing Linping Peng A P
Beihang U. Sci. Beijing Sun Hai Yan B M
Beihang U. Sci. Beijing Sun Hai Yan B H
Beihang U. Sci. Beijing HongYing Liu A M
Beijing Electr. Sci. & Tech. Inst. Basic Education Beijing Cui Meng A P
Beijing Electr. Sci. & Tech. Inst. Basic Education Beijing Cui Meng A P
Beijing Forestry U. Info Beijing Jie Ma B H
Beijing Forestry U. Info Beijing XiaochunWang A P
Beijing Forestry U. Math Beijing Mengning Gao B P
Beijing Forestry U. Math Beijing Li Hongjun A P
Beijing Forestry U. Math Beijing XiaochunWang B H
Beijing Forestry U. Mech. Eng. Beijing Zhao Dong B H
Beijing Forestry U. Sci. Beijing XiaochunWang A P
Beijing Forestry U. Sci. Beijing Mengning Gao A P
Beijing High Schl Four Math Beijing Jinli Miao A P
Beijing High Schl Four Math Beijing Jinli Miao B H
Beijing Inst. of Tech. InfoTech. Beijing HongzhouWang A P
Beijing Inst. of Tech. Math Beijing Houbao XU B P
Beijing Inst. of Tech. Math Beijing Hua-Fei Sun A H
Beijing Inst. of Tech. Math Beijing Bing-Zhao Li A P
Beijing Inst. of Tech. Math Beijing HongzhouWang A P
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Beijing Inst. of Tech. Math Beijing Chunguang Xiong A P
Beijing Inst. of Tech. Math Beijing Xuewen Li A H
Beijing Inst. of Tech. Math Beijing Xiuling Ma A P
Beijing Inst. of Tech. Math Beijing Xiaoxia Yan B H
Beijing Inst. of Tech. Math Beijing Guifeng Yan B M
Beijing Inst. of Tech. Math Beijing HongzhouWang B H
Beijing Inst. of Tech. Math Beijing Houbao XU B M
Beijing Jiaotong U. Appl. Math Beijing Jing Zhang A P
Beijing Jiaotong U. Math Beijing Weijia Wang A P
Beijing Jiaotong U. Math Beijing Hong Zhang A P
Beijing Jiaotong U. Math Beijing Faen Wu A P
Beijing Jiaotong U. Math Beijing Pengjian Shang A P
Beijing Jiaotong U. Math Beijing Xiaoxia Wang A P
Beijing Jiaotong U. Math Beijing Zhonghao Jiang A P
Beijing Jiaotong U. Math Beijing Bingli Fan A P
Beijing Jiaotong U. Math Beijing Bingtuan Wang B P
Beijing Jiaotong U. Math Beijing Weijia Wang B P
Beijing Jiaotong U. Math Beijing Keqian Dong B P
Beijing Jiaotong U. Math Beijing Bingli Fan B P
Beijing Jiaotong U. Math Beijing Shangli Zhang A P
Beijing Jiaotong U. Math Beijing Jun Wang B H
Beijing Jiaotong U. Math Beijing Minghui Liu A P
Beijing Jiaotong U. Math Beijing Xiaoming Huang A H
Beijing Jiaotong U. Math Beijing Minghui Liu B H
Beijing Jiaotong U. Statistics Beijing Weidong Li B H
Beijing Lang. & Culture U. CS Beijing Guilong Liu B H
Beijing Normal U. Geography Beijing Yongjiu Dai A P
Beijing Normal U. Math Beijing Yingzhe Wang A H
Beijing Normal U. Math Beijing He Qing A H
Beijing Normal U. Math Beijing Li Cui A M
Beijing Normal U. Math Beijing Laifu Liu B M
Beijing Normal U. Math Beijing Liu Yuming A P
Beijing Normal U. Math Beijing Laifu Liu A M
Beijing Normal U. Math Beijing Zhengru Zhang B H
Beijing Normal U. Math Beijing Haiyang Huang A P
Beijing Normal U. Math Beijing Haiyang Huang A P
Beijing Normal U. Resources Beijing Jianjun Wu A P
Beijing Normal U. Stats Beijing Chun Yang A P
Beijing Normal U. Stats & Financial Math. Beijing Xingwei Tong A P
Beijing Normal U. Stats & Financial Math. Beijing Cui Hengjian A P
Beijing Normal U. Stats & Financial Math. Beijing Jacob King B H
Beijing Normal U. Stats & Financial Math. Beijing Shumei Zhang B H
Beijing Normal U. Sys. Sci. Beijing Zengru Di A P
Beijing U. of Aero. & Astro. Aero. Sci. & Eng. Beijing Linping Peng A H
Beijing U. of Aero. & Astro. Instr. Sci. & Opto-electr. Eng. Beijing Linping Peng A H
Beijing U. of Chem. Tech. Electr. Sci. Beijing Xiaoding Shi B P
Beijing U. of Chem. Tech. Electr. Sci. Beijing Guangfeng Jiang A P
Beijing U. of Chem. Tech. Math Beijing Jinyang Huang A P
Beijing U. of Chem. Tech. Math Beijing Xinhua Jiang A H
Beijing U. of Chem. Tech. Math & InfoSci. Beijing Hui Liu B P
Beijing U. of Posts & Tele. Appl. Math Beijing Zuguo He A H
Beijing U. of Posts & Tele. Appl. Math Beijing Hongxiang Sun A M
Beijing U. of Posts & Tele. Appl. Math Beijing Hongxiang Sun A P
Beijing U. of Posts & Tele. Automation Beijing Jianhua Yuan B H
Beijing U. of Posts & Tele. Automation Beijing Jianhua Yuan B P
Beijing U. of Posts & Tele. Comm. Eng. Beijing Xiaoxia Wang A P
Beijing U. of Posts & Tele. Comm. Eng. Beijing Xiaoxia Wang A P
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Beijing U. of Posts & Tele. Comm. Eng. Beijing Zuguo He B H
Beijing U. of Posts & Tele. CS & Tech. Beijing Hongxiang Sun B H
Beijing U. of Posts & Tele. Econ. & Mgmnt Beijing Tianping Shuai A P
Beijing U. of Posts & Tele. Electr. Eng. Beijing Qing Zhou A P
Beijing U. of Posts & Tele. Electr. Eng. Beijing Zuguo He A M
Beijing U. of Posts & Tele. Electr. Eng. Beijing Zuguo He B P
Beijing U. of Posts & Tele. Electr. & Information Eng. Beijing Xinchao Zhao B H
Beijing U. of Posts & Tele. Electr. & Information Eng. Beijing Jianhua Yuan B M
Beijing U. of Tech. Appl. Sci. Beijing Xue Yi A P
Beijing Wuzi U. Info Beijing Advisor Group A P
Beijing Wuzi U. Info Beijing Advisor Group A P
Beijing Wuzi U. Math Beijing Advisor Group B P
Beijing Wuzi U. Math Beijing Advisor Group B H
Central U. of Finance & Econ. Appl. Math Beijing Xiuguo Wang A P
Central U. of Finance & Econ. Appl. Math Beijing Xiuguo Wang A H
Central U. of Finance & Econ. Appl. Math Beijing Zhaoxu Sun A P
Central U. of Finance & Econ. Appl. Math Beijing Donghong Li A M
Central U. of Finance & Econ. Appl. Math Beijing Xiaoming Fan B H
China Agricultural U. Sci. Beijing Zou Hui A P
China Agricultural U. Sci. Beijing Li GuoHui B P
China Agricultural U. Sci. Beijing Shi YuanChang B P
China Agricultural U. Sci. Beijing Yang JianPing B H
China U. of GeoSci. InfoTech. Beijing Cuixiang Wang A P
China U. of GeoSci. InfoTech. Beijing Shuai Zhang A P
China U. of GeoSci. InfoTech. Beijing Cuixiang Wang B H
China U. of GeoSci. InfoTech. Beijing Shuai Zhang B P
China U. of GeoSci. Math Beijing Linlin Zhao A P
China U. of GeoSci. Math Beijing Huang B H
China U. of Mining & Tech. Math Sci. Beijing Lei Zhang A M
China U. of Mining & Tech. Math Sci. Beijing Lei Zhang A M
China U. of Mining & Tech. Sci. Beijing Ping Jing A P
China U. of Mining & Tech. Sci. Beijing Ping Jing A P
China U. of Petroleum Math & Physics Beijing Ling Zhao A M
China U. of Petroleum Math & Physics Beijing Xiaoguang Lu A H
China U. of Petroleum Math & Physics Beijing Pei Wang B H
China Youth U. for Polit. Sci. Econ. Beijing Yanxia Zheng B P
North China Electr. Power U. Automation Beijing Xiangjie Liu A H
North China Electr. Power U. Automation Beijing Guotian Yang B H
North China Electr. Power U. Electr. Eng. Beijing Yini Xie B P
North China Electr. Power U. Electr. Eng. Beijing Yongqiang Zhu B H
North China Electr. Power U. Math & Physics beijing Qirong Qiu A P
North China Electr. Power U. Math & Physics Beijing Qirong Qiu B H
North China U. of Tech. Math & InfoSci. Beijing Quan Zheng B H
Peking U. Ctr for Econ. Res. Beijing Qiang Gong B H
Peking U. CS BeiJing Lida Zhu B P
Peking U. Econ. Beijing Dong Zhiyong B H
Peking U. Financial Math Beijing Shanjun Lin A H
Peking U. Financial Math Beijing Shanjun Lin B M
Peking U. Journalism & Comm. Beijing Hua Sun B H
Peking U. Life Sci. Beijing Chengcai An A P
Peking U. Machine Intelligence Beijing Juan Huang B P
Peking U. Machine Intelligence Beijing Juan Huang B P
Peking U. Math Sci. Beijing Xufeng Liu A P
Peking U. Math Sci. Beijing Yulong Liu B H
Peking U. Math Sci. Beijing Yulong Liu B M
Peking U. Math Sci. Beijing Minghua Deng B P
Peking U. Math Sci. Beijing Sharon Lynne Murrel A M
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Peking U. Math Sci. Beijing Xin Yi B M
Peking U. Math Sci. Beijing Xin Yi B P
Peking U. Math Sci. Beijing Xufeng Liu B M
Peking U. Math Sci. Beijing Minghua Deng A P
Peking U. Mechanics Beijing Zhi Li A P
Peking U. Physics Beijing Xiaodong Hu A P
Peking U. Physics Beijing Xiaodong Hu B H
Peking U. Physics Beijing Yongqiang Sun B P
Peking U. Quantum Electronics Beijing Zhigang Zhang B H
Peking U. Sci. & Eng. Comp. Beijing Peng He B H
Renmin U. of China Finance Beijing Gao Jinwu B M
Renmin U. of China Info Beijing Yonghong Long A P
Renmin U. of China Info Beijing Yong Lin B H
Renmin U. of China Info Beijing Yong Lin B H
Renmin U. of China Info Beijing Litao Han B P
Renmin U. of China Math Beijing Jinwu Gao A H
Tsinghua U. Math Beijing Jun Ye A M
Tsinghua U. Math Beijing Zhiming Hu A M
Tsinghua U. Math Beijing Zhiming Hu A P
Tsinghua U. Math Beijing Jun Ye B M
U. of Sci. & Tech. Beijing Appl. Math Beijing Wang Hui A P
U. of Sci. & Tech. Beijing Appl. Math Beijing Hu Zhixing A M
U. of Sci. & Tech. Beijing Appl. Math Beijing Zhu Jing A P
U. of Sci. & Tech. Beijing Appl. Math Beijing Hu Zhixing B H
U. of Sci. & Tech. Beijing CS & Tech. Beijing ZhaoshunWang B M
U. of Sci. & Tech. Beijing Math Beijing Zhu Jing B H
U. of Sci. & Tech. Beijing Math Beijing Wang Hui A H

Chongqin
Chongqing Normal U. Math & CS Chongqing Xuewen Liu B P
Chongqing Normal U. Math & CS Chongqing Yan Wei B P
Chongqing U. Appl. Chemistry Chongqing Zhiliang Li A M
Chongqing U. Math & Phys., Info. & CS Chongqing Li Fu A H
Chongqing U. Software Eng. Chongqing Xiaohong Zhang A P
Chongqing U. Stats & Act’l Sci. Chongqing Tengzhong Rong A P
Chongqing U. Stats & Act’l Sci. Chongqing Zhengmin Duan A H
Chongqing U. Stats & Act’l Sci. Chongqing Zhengmin Duan B H
Southwest U. Appl. Math Chongqing Yangrong Li B H
Southwest U. Appl. Math Chongqing Xianning Liu B M
Southwest U. Math Chongqing Lei Deng B M
Southwest U. Math Chongqing Lei Deng B H

Fujian
Fujian Agri. & Forestry U. Comp. & InfoTech. Fuzhou Lurong Wu A H
Fujian Agri. & Forestry U. Comp. & InfoTech. Fuzhou Lurong Wu B H
Fujian Normal U. CS Fuzhou Chen Qinghua B H
Fujian Normal U. Education Tech. Fuzhou Lin Muhui B P
Fujian Normal U. Math Fuzhou Zhiqiang Yuan A P
Fujian Normal U. Math Fuzhou Zhiqiang Yuan B H
Quanzhou Normal U. Math Quanzhou Xiyang Yang A H

Guangdong
Jinan U. Electr. Guangzhou Shiqi Ye B H
Jinan U. Math Guangzhou Shizhuang Luo A P
Jinan U. Math Guangzhou Daiqiang Hu B H
Shenzhen Poly. Electr. & InfoEng. Shenzhen JianLong Zhong B H
Shenzhen Poly. Ind’l Training Ctr Shenzhen Dong Ping Wei A P
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Shenzhen Poly. Ind’l Training Ctr Shenzhen Hong Mei Tian A H
Shenzhen Poly. Ind’l Training Ctr Shenzhen ZhiYong Liu A P
Shenzhen Poly. Ind’l Training Ctr Shenzhen Jue Wang B P
South China Agricultural U. Math Guangzhou ShaoMei Fang A M
South China Agricultural U. Math Guangzhou ShaoMei Fang B H
South China Agricultural U. Math Guangzhou ShengXiang Zhang B P
South China Agricultural U. Math Guangzhou ShengXiang Zhang B P
South China Normal U. Info & Computation Guangzhou Tan Yang B M
South China Normal U. Math Guangzhou HenggengWang A H
South China Normal U. Math Guangzhou Shaohui Zhang B P
South China Normal U. Math Guangzhou Hunan Li B H
South China U. of Tech. Appl. Math Guangzhou Qin YongAn A M
South China U. of Tech. Appl. Math Guangzhou Huang Ping A P
South China U. of Tech. Appl. Math Guangzhou Qin YongAn B M
South China U. of Tech. Appl. Math Guangzhou Liang ManFa B M
South China U. of Tech. Appl. Math Guangzhou Liang ManFa B M
Sun Yat-Sen (Zhongshan) U. Comp. Sci. Guangzhou ZePeng Chen B H
Sun Yat-Sen (Zhongshan) U. Math Guangzhou GuoCan Feng A M
Sun Yat-Sen (Zhongshan) U. Math Guangzhou GuoCan Feng B H
Sun Yat-Sen (Zhongshan) U. Math Guangzhou ZhengLu Jiang B H
Sun Yat-Sen (Zhongshan) U. Math Guangzhou XiaoLong Jiang B M
Zhuhai C. of Jinan U. CS Zhuhai Zhang YunBiu A M
Zhuhai C. of Jinan U. CS Zhuhai Zhang YunBiu A P
Zhuhai C. of Jinan U. Packaging Eng. Zhuhai Zhiwei Wang A P

Guangxi
GuangXi Teachers Educ. U. Math & CS Nanning Mai Xiongfa A P
GuangXi Teachers Educ. U. Math & CS Nanning Wei Chengdong A P
GuangXi Teachers Educ. U. Math & CS Nanning Su Huadong B P
GuangXi Teachers Educ. U. Math & CS Nanning Chen Jianwei B P
Guilin U. of Electr. Tech. Math & Comp’l Sci. Guilin Yongxiang Mo A P
Guilin U. of Electr. Tech. Math & Comp’l Sci. Guilin Ning Zhu A P
Guilin U. of Electr. Tech. Math & Comp’l Sci. Guilin Ning Zhu B P
U. of Guangxi Math & InfoSci. Nanning Ruxue Wu A M
U. of Guangxi Math & InfoSci. Nanning Ruxue Wu A P
U. of Guangxi Math & InfoSci. Nanning Zhongxing Wang A M
U. of Guangxi Math & InfoSci. Nanning Chunhong Li A P
U. of Guangxi Math & InfoSci. Nanning Yuejin Lv B P

Hebei
Hebei Poly. U. Light Industry Tangshan Lihui Zhou A P
Hebei Poly. U. Light Industry Tangshan Yan Yan B H
Hebei Poly. U. Light Industry Tangshan Shaohong YAN B P
Hebei Poly. U. Sci. Tangshan Yamian Peng B H
Hebei Poly. U. Sci. Tangshan Lihong LI B P
Hebei U. Math & CS Baoding Qiang Hua A P
Hebei U. Math & CS Baoding Qiang Hua B H
North China Electr. Power U. Funda. Courses Baoding JinWei Shi A P
North China Electr. Power U. Funda. Courses Baoding Gendai Gu A P
North China Electr. Power U. Math & Physics Baoding Po Zhang B H
North China Electr. Power U. Math & Physics Baoding Jinggang Liu A P
North China Electr. Power U. Math & Physics Baoding Huifeng Shi A P
North China Electr. Power U. Math & Physics Baoding Yagang Zhang A P
North China Electr. Power U. Math & Physics Baoding Jinggang Liu B H
Shijiazhuang Railway Inst. Eng. Mechanics Shijiazhuang Baocai Zhang B M
Shijiazhuang Railway Inst. Eng. Mechanics Shijiazhuang Baocai Zhang B H
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Helongjiang
Daqing Petroleum Inst. Math Daqing Yang Yunfeng A P
Daqing Petroleum Inst. Math Daqing Yang Yunfeng B M
Daqing Petroleum Inst. Math Daqing Kong Lingbin B M
Harbin Eng. U. Appl. Math Harbin Gao Zhenbin A P
Harbin Eng. U. Appl. Math Harbin Gao Zhenbin A P
Harbin Eng. U. Info & CS Harbin Zhang Xiaowei A H
Harbin Eng. U. Info & CS Harbin Zhang Xiaowei A P
Harbin Eng. U. Math Harbin Luo Yuesheng B H
Harbin Inst. of Tech. Astro: Mgmt Sci. Harbin Bing Wen B M
Harbin Inst. of Tech. Astro: Mgmt Sci. Harbin Bing Wen A H
Harbin Inst. of Tech. Astro: Math Harbin Dongmei Zhang B H
Harbin Inst. of Tech. Astro: Math Harbin Jiqyun Shao A P
Harbin Inst. of Tech. Astro: Math Harbin Jiqyun Shao B H
Harbin Inst. of Tech. CS Harbin Zheng Kuang A P
Harbin Inst. of Tech. CS & Tech. Harbin Lili Zhang A H
Harbin Inst. of Tech. EE & Aut.: Math. Harbin Guanghong Jiao A P
Harbin Inst. of Tech. Mgmnt Sci. Harbin Jianguo Bao A P
Harbin Inst. of Tech. Mgmnt Sci. Harbin Jianguo Bao B H
Harbin Inst. of Tech. Mgmnt: Math Harbin Boping Tian B H
Harbin Inst. of Tech. Mgmnt Sci. & Eng. Harbin Hong Ge A P
Harbin Inst. of Tech. Mgmnt Sci. & Eng. Harbin Wei Shang A P
Harbin Inst. of Tech. Mgmnt Sci. & Eng. Harbin Wei Shang B H
Harbin Inst. of Tech. Math Harbin Xianyu Meng B P
Harbin Inst. of Tech. Math Harbin Xianyu Meng B P
Harbin Inst. of Tech. Math Harbin Yong Wang B H
Harbin Inst. of Tech. Math Harbin Yong Wang B M
Harbin Inst. of Tech. Math Harbin Chiping Zhang B P
Harbin Inst. of Tech. Math Harbin Guofeng Fan A P
Harbin Inst. of Tech. Math Harbin Shouting Shang B H
Harbin Inst. of Tech. Math Harbin Guofeng Fan B P
Harbin Inst. of Tech. Math Harbin Daohua Li A H
Harbin Inst. of Tech. Math Harbin Daohua Li B P
Harbin Inst. of Tech. Math Harbin Baodong Zheng A P
Harbin Inst. of Tech. Math Harbin Boying Wu A P
Harbin Inst. of Tech. Math Harbin Bo Han B P
Harbin Inst. of Tech. Math Harbin Bo Han B P
Harbin Inst. of Tech. Network Project Harbin Xiaoping Ji A P
Harbin Inst. of Tech. Sci. Harbin Boying Wu B H
Harbin Inst. of Tech. Software Eng. Harbin Yan Liu A P
Harbin Inst. of Tech. Software Eng. Harbin Yan Liu A P
Harbin Inst. of Tech., Shiyan School Math Harbin Xiaofeng Shi B H
Harbin Inst. of Tech., Shiyan School Math Harbin Kean Liu A H
Harbin Inst. of Tech., Shiyan School Math Harbin Kean Liu B P
Harbin Inst. of Tech., Shiyan School Math Harbin Yunfei Zhang A H
Harbin Inst. of Tech., Shiyan School Math Harbin Yunfei Zhang A M
Harbin U. of Sci. & Tech. Math Harbin Dongmei Li A P
Harbin U. of Sci. & Tech. Math Harbin Fengqiu Liu A P
Harbin U. of Sci. & Tech. Math Harbin Dongyan Chen B H
Harbin U. of Sci. & Tech. Math Harbin ShuzhongWang B H
Harbin U. of Sci. & Tech. Math Harbin Guangyue Tian B H
Heilongjiang Inst. of Sci. & Tech. Math & Mech. Harbin Hongyan Zhang A H
Heilongjiang Inst. of Sci. & Tech. Math & Mech. Harbin Hui Chen A P
Heilongjiang Inst. of Sci. & Tech. Math & Mech. Harbin Yanhua Yuan B P
Heilongjiang Inst. of Tech. Math Harbin Dalu Nie B P
Heilongjiang Inst. of Tech. Math Harbin Dalu Nie B P
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Henan
Zhengzhou Inst. of Electr. Tech. The Second Zhengzhou Xiaoyong Zhang A P
Zhengzhou Inst. of Electr. Tech. The Second Zhengzhou Xiaoyong Zhang B H
Zhengzhou Inst. of Electr. Tech. The Third Zhengzhou Lixin Jia B H
Zhengzhou Inst. of Electr. Tech. The Third Zhengzhou Lixin Jia B H
Zhengzhou Inst. of Survey/Map. Cart./Geo. InfoEng. Zhengzhou Shi Bin A P
Zhengzhou Inst. of Survey/Map. Cart./Geo. InfoEng. Zhengzhou Shi Bin B P
Zhengzhou Inst. of Survey/Map. Geod./Navig. Eng. Zhengzhou Li Guohui A P
Zhengzhou Inst. of Survey/Map. Geod./Navig. Eng. Zhengzhou Li Guohui B P
Zhengzhou Inst. of Sci. Appl. Math Zhengzhou Jianfeng Guo B P
Zhengzhou Inst. of Sci. Appl. Math Zhengzhou Zhibo Lu B H
Zhengzhou Inst. of Sci. Appl. Physics Zhengzhou Yuan Tian A H

Hubei
Huazhong Normal U. Math & Stats Wuhan Bo Li A P
Huazhong U. of Sci. & Tech. Electr. & InfoEng. Wuhan Yan Dong B P
Huazhong U. of Sci. & Tech. Ind’l & Mfg SysEng. Wuhan Haobo Qiu A P
Huazhong U. of Sci. & Tech. Ind’l & Mfg SysEng. Wuhan Liang Gao B P
Huazhong U. of Sci. & Tech. Math Wuhan Zhengyang Mei B P
Huazhong U. of Sci. & Tech. Math Wuhan Zhengyang Mei B H
Three Gorges U. Math Yichang City Qin Chen A P
Wuhan U. Appl. Math Wuhan Yuanming Hu B P
Wuhan U. Appl. Math Wuhan Yuanming Hu B M
Wuhan U. Civil Eng.: Math Wuhan Yuanming Hu A H
Wuhan U. CS Wuhan Hu Yuanming B P
Wuhan U. Electr. Info Wuhan Yuanming Hu B P
Wuhan U. InfoSecurity Wuhan Xinqi Hu A H
Wuhan U. Math Wuhan Yuanming Hu A M
Wuhan U. Math & Appl. Math Wuhan Chengxiu Gao B P
Wuhan U. Math & Stats Wuhan Hu Yuanming A H
Wuhan U. Math & Stats Wuhan Shihua Chen A H
Wuhan U. Math & Stats Wuhan Liuyi Zhong B M
Wuhan U. Math & Stats Wuhan Xinqi Hu B P
Wuhan U. Math & Stats Wuhan Gao Chengxiu B P
Wuhan U. Math & Stats Wuhan Yuanming Hu B P
Wuhan U. Software Eng. Wuhan Liuyi Zhong A P
Wuhan U. of Sci. & Tech. Sci. Wuhan Advisor Team B P
Wuhan U. of Sci. & Tech. Sci. Wuhan Advisor Team B P
Wuhan U. of Tech. Math Wuhan Huang Xiaowei A P
Wuhan U. of Tech. Math Wuhan Zhu Huiying A P
Wuhan U. of Tech. Math Wuhan Chu Yangjie A P
Wuhan U. of Tech. Math Wuhan Liu Yang B H
Wuhan U. of Tech. Physics Wuhan He Lang B P
Wuhan U. of Tech. Physics Wuhan Chen Jianye A P
Wuhan U. of Tech. Physics Wuhan Chen Jianye B P
Wuhan U. of Tech. Physics Wuhan He Lang B P
Wuhan U. of Tech. Stats Wuhan Mao Shuhua B P
Wuhan U. of Tech. Stats Wuhan Chen Jiaqing B P
Wuhan U. of Tech. Stats Wuhan Li Yuguang A P

Hunan
Central South U. Automation Changsha He Wei A P
Central South U. Biomedicial Eng. Changsha Hou Muzhou A H
Central South U. Civil Eng. Changsha Shihua Zhu A P
Central South U. CS Changsha Xuanyun Qin B H
Central South U. CS Changsha Xuanyun Qin B H
Central South U. Eng. Mgmnt Changsha Zhoushun Zheng A P
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Central South U. Infomation & CS Changsha Zhoushun Zheng B H
Central South U. Info-phys. & Geo. Eng. Changsha Zhang Yan A P
Central South U. Info-phys. & Geo. Eng. Changsha Zhang Yan A P
Central South U. Material Physics Changsha Xuanyun Qin B H
Central South U. Math & Appl. Math. Chang sha Cheng Liu A H
Central South U. Math Changsha He Wei A P
Central South U. Mech. Des. & Mfg Aut. Changsha Xin Ge Liu A M
Central South U. Mech. Des. & Mfg Aut. Changsha Xin Ge Liu A P
Central South U. Traffic & Info. Eng. Changsha Cheng Liu A P
Changsha U. of Sci. & Tech. Math & CS Changsha Zhang Tong A P
Changsha U. of Sci. & Tech. Math & CS Changsha Liang Dai B P
Changsha U. of Sci. & Tech. Math & CS Changsha Quan Xie B P
Changsha U. of Sci. & Tech. Math & CS Changsha Liu Tan B P
Hunan Inst. of Humanities Sci. & Tech. Math Loudi DiChen Yang A H
Hunan U. Math & Econometrics Changsha Huahui Yan A P
Hunan U. Math & Econometrics Changsha Yizhao Chen B H
Hunan U. Math & Econometrics Changsha Yuanbei Deng B H
Hunan U. Math & Econometrics Changsha Changrong Liu B P
National U. of Defense Tech. Math & Sys. Sci. Changsha Mengda Wu A H
National U. of Defense Tech. Math & Sys. Sci. Changsha Lizhi Cheng A H
National U. of Defense Tech. Math & Sys. Sci. Changsha Meihua Xie A H
National U. of Defense Tech. Math & Sys. Sci. Changsha Yi Wu A M
National U. of Defense Tech. Math & Sys. Sci. Changsha Xiaojun Duan A H
National U. of Defense Tech. Math & Sys. Sci. Changsha Yong Luo A H
National U. of Defense Tech. Math & Sys. Sci. Changsha Xiaojun Duan A M
National U. of Defense Tech. Math & Sys. Sci. Changsha Lizhi Cheng B P
National U. of Defense Tech. Math & Sys. Sci. Changsha Meihua Xie B M
National U. of Defense Tech. Math & Sys. Sci. Changsha Dan Wang B H
National U. of Defense Tech. Math & Sys. Sci. Changsha Dan Wang B M
National U. of Defense Tech. Math & Sys. Sci. Changsha Yong Luo B M

Inner Mongolia
Inner Mongolia U. Math Huhhot Zhuang Ma A P
Inner Mongolia U. Math Huhhot Mei Wang A P
Inner Mongolia U. Math Huhhot Zhuang Ma B P

Jiangsu
Huaiyin Inst. of Tech. Comp. Sci. Huaian Zhuang Yuming A P
Huaiyin Inst. of Tech. Comp. Sci. Huaian Zhuang Yuming B P
Nanjing Normal U. CS Nanjing Wang Qiong B M
Nanjing Normal U. CS Nanjing Wang Qiong B H
Nanjing Normal U. Financial Math Nanjing Wang Xiao Qian A H
Nanjing Normal U. Financial Math Nanjing Wang Xiao Qian B H
Nanjing Normal U. Math Nanjing Zhu Qun Sheng A P
Nanjing Normal U. Math Nanjing Zhu Qun Sheng B P
Nanjing U. Chem. & Chem. Eng. Nanjing Xujie Shen B P
Nanjing U. Electr. Sci. & Eng. Nanjing HaodongWu A H
Nanjing U. Electr. Eng. Nanjing Jianchun Cheng B H
Nanjing U. Env’t Nanjing Xin Qian A H
Nanjing U. Intensive Instruction Nanjing Weihua Huang B H
Nanjing U. Intensive Instruction Nanjing Weiyi Su A P
Nanjing U. Math Nanjing Ze-Chun Hu B M
Nanjing U. Math Nanjing Guo Fei Zhou A P
Nanjing U. Math Nanjing Weihua Huang B H
Nanjing U. Math Nanjing Ming Kong B P
Nanjing U. Math Nanjing Ming Kong B H
Nanjing U. Math Nanjing Zechun Hu B H
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Nanjing U. of Finance & Econ. Finance Economy Nanjing Chen Meixia B P
Nanjing U. of Posts & Tele. Math & Physics Nanjing Aiju Shi B P
Nanjing U. of Posts & Tele. Math & Physics Nanjing Kong Gaohua B H
Nanjing U. of Posts & Tele. Math & Physics Nanjing Kong Gaohua B H
Nanjing U. of Posts & Tele. Math & Physics Nanjing LiWei Xu B H
Nanjing U. of Posts & Tele. Math & Physics Nanjing Qiu Zhonghua A P
Nanjing U. of Posts & Tele. Math & Physics Nanjing Jun Ye B M
Nanjing U. of Posts & Tele. Math & Physics Nanjing Zhong Hua Qiu B P
Nanjing U. of Posts & Tele. Math & Physics Nanjing Jin Xu B M
Nanjing U. of Sci. & Tech. Appl. Math Nanjing Peibiao Zhao B P
Nanjing U. of Sci. & Tech. Appl. Math Nanjing Chungen Xu B H
Nanjing U. of Sci. & Tech. Math Nanjing Zhipeng Qiu B H
Nanjing U. of Sci. & Tech. Stats Nanjing Liwei Liu A P
Nantong U. Arch. & Civil Eng. Nantong Hongmei Liu A P
Nantong U. Electr. Eng. Nantong Guoping Lu A P
Nantong U. Sci. NanTong Xiaojian Zhou B P
PLA U. of Sci. & Tech. Comm. Eng. Nanjing Yao Kui A P
PLA U. of Sci. & Tech. Meteor.: Appl. Math & Phys. Nanjing Shen Jinren B M
PLA U. of Sci. & Tech. Sci.: Appl. Math & Phys. Nanjing Liu Shousheng B H
PLA U. of Sci. & Tech. Sci,: Appl. Math & Physics Nanjing Teng Jiajun A H
Southeast U. at Jiulonghu Math Nanjing Jun Huang A H
Southeast U. at Jiulonghu Math Nanjing Enshui Chen A P
Southeast U. at Jiulonghu Math Nanjing Jianhua Zhou B P
Southeast U. at Jiulonghu Math Nanjing Xiang Yin B H
Southeast U. Math Nanjing Feng Wang A P
Southeast U. Math Nanjing Xingang Jia B H
Southeast U. Math Nanjing Xingang Jia B H
Southeast U. Math Nanjing Dan He A P
Southeast U. Math Nanjing Liyan Wang A P
Southeast U. Math Nanjing Dan He A H
Southeast U. Math Nanjing Liyan Wang B H
Xi’an Jiaotong–Liverpool U. E-Finance Suzhou Annie Zhu A P
Xi’an Jiaotong–Liverpool U. Financial Math Suzhou Ming Ying A P
Xi’an Jiaotong–Liverpool U. Info & Comp. Suzhou Liying Liu A H
Xi’an Jiaotong–Liverpool U. Telecomm. Suzhou Jingming Guo A P
Xuhai C./China U. Mining & Tech. Math Xuzhou Peng Hongjun A P
Xuhai C./China U. Mining & Tech. Math Xuzhou Peng Hongjun A H
Xuhai C./China U. Mining & Tech. Physics Xuzhou Zhang Wei A P
Xuzhou Inst. of Tech. Math Xuzhou Li Subei A M
Yangzhou U. Guangling C. Yangzhou Tao Cheng B P
Yangzhou U. InfoEng. Yangzhou Weijun Lin A P
Yangzhou U. Math Yangzhou Fan Cai B H

Jianxi
Gannan Normal U. Comp. GanZhou Yan Shen Hai A H
Gannan Normal U. Comp. Ganzhou Zhan JI Zhou A H
Gannan Normal U. Math Ganzhou Xie Xian Hua B P
Gannan Normal U. Math Ganzhou Xu Jing Fei B P
Jiangxi U. of Finance & Econ. InfoTech. Nanchang Changsheng Hua B P
Nanchang Hangkong U. Appl. Math Nanchang Gensheng Qiu A H
Nanchang U. Math Nanchang Qingyu Luo A P
Nanchang U. Math Nanchang Tao Chen A H
Nanchang U. Math Nanchang Liao Chuanrong A P
Nanchang U. Math Nanchang Yang Zhao A P
Nanchang U. Math Nanchang Chen Yuju A H
Nanchang U. Math Nanchang Xianjiu Huang B H
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Jilin
Beihua U. Math Jilin Li Tingbin A H
Beihua U. Math Jilin City Wei Yuncai A P
Beihua U. Math Jilin City Wei Yuncai A P
Beihua U. Math Jilin City Chen Zhaojun A P
Beihua U. Math Jilin City Zhao Hongwei A H
Beihua U. Math Jilin City Yang Yueting A P
Beihua U. Math Jilin City Zhang Wei A P
Jilin Arch. & Civil Eng. Inst. Basic Sci. Changchun JinLin & Lin Ding A P
Jilin U. Math Changchun Huang Qingdao B M
Jilin U. Math Changchun Cao Yang B H
Jilin U. Math Changchun Yao Xiuling B H
Jilin U. Math Changchun Liu Mingji A P
Jilin U. Math Changchun Xianrui Lv B M
Jilin U. Math Changchun Xianrui Lv B P
Jilin U. Math Changchun Shishun Zhao B H

Liaoning
Anshan Normal U. Math Anshan Li Pi Yu A P
Anshan Normal U. Math Anshan Zhang Chun B P
Anshan Normal U. Math Anshan Liu Hui Min A P
Anshan Normal U. Math Anshan Liu Hui Min B P
Dalian Fisheries U. Sci. Dalian Zhang Lifeng A P
Dalian Jiaotong U. Sci. Dalian Guocan Wang A P
Dalian Jiaotong U. Sci. Dalian Guocan Wang B P
Dalian Jiaotong U. Sci. Dalian Da-yong Zhou A P
Dalian Jiaotong U. Sci. Dalian Da-yong Zhou B P
Dalian Maritime U. Appl. Math Dalian Y. Zhang B P
Dalian Maritime U. Appl. Math Dalian Y. Zhang B H
Dalian Maritime U. Appl. Math Dalian Xinnian Wang B H
Dalian Maritime U. Appl. Math Dalian Xinnian Wang A P
Dalian Maritime U. Appl. Math Dalian Dong Yu A P
Dalian Maritime U. Math Dalian Shuqin Yang B P
Dalian Maritime U. Math Dalian Guoyan Chen B H
Dalian Maritime U. Math Dalian Naxin Chen B M
Dalian Maritime U. Math Dalian Sheng Bi B H
Dalian Maritime U. Math Dalian Yun Jie Zhang A H
Dalian Nationalities U. CS Dalian Xiaoniu Li B H
Dalian Nationalities U. CS Dalian Xiaoniu Li B P
Dalian Nationalities U. CS & Eng. Dalian Xiangdong Liu A P
Dalian Nationalities U. CS & Eng. Dalian Liming Wang A P
Dalian Nationalities U. CS & Eng. Dalian Dejun Yan A H
Dalian Nationalities U. CS & Eng. Dalian Liming Wang B H
Dalian Nationalities U. Dean’s Office Dalian Hengbo Zhang B P
Dalian Nationalities U. Dean’s Office Dalian Fu Jie B H
Dalian Nationalities U. Dean’s Office Dalian Rendong Ge B P
Dalian Nationalities U. Dean’s Office Dalian Rendong Ge B P
Dalian Nationalities U. Dean’s Office Dalian Yumei Ma B H
Dalian Nationalities U. Dean’s Office Dalian Yumei Ma B P
Dalian Nationalities U. Innovation Ed. Dalian Rixia Bai A P
Dalian Nationalities U. Innovation Ed. Dalian Xinwen Chen B H
Dalian Nationalities U. Innovation Ed. Dalian Tian Yun B H
Dalian Nationalities U. Innovation Ed. Dalian Tian Yun B P
Dalian Naval Acad. Math Dalian Feng Jie A H
Dalian Naval Acad. Math Dalian Feng Jie B H
Dalian Neusoft Inst. of Info InfoTech & Business Mgmt Dalian Sheng Guan B H
Dalian Neusoft Inst. of Info InfoTech & Business Mgmt Dalian Qian Wang B P
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Dalian U. Info. & Eng. Dalian He Sun A P
Dalian U. Math Dalian Tan Xinxin A P
Dalian U. Math Dalian Gang Jiatai A P
Dalian U. Math Dalian Gang Jiatai A P
Dalian U. Math Dalian Liu Guangzhi A P
Dalian U. Math Dalian Zhang Cheng A H
Dalian U. of Tech. Appl. Math Dalian Qiuhui Pan A P
Dalian U. of Tech. Appl. Math Dalian Liang Zhang A P
Dalian U. of Tech. Appl. Math Dalian Liang Zhang A P
Dalian U. of Tech. Appl. Math Dalian Qiuhui Pan B P
Dalian U. of Tech. Appl. Math Dalian Mingfeng He B H
Dalian U. of Tech. Appl. Math Dalian ZhenyuWu B H
Dalian U. of Tech. Appl. Math Dalian Mingfeng He B P
Dalian U. of Tech. Appl. Math Dalian Liang Zhang B H
Dalian U. of Tech. Appl. Math Dalian Mingfeng He B P
Dalian U. of Tech. City Inst. Dalian Xubin Gao A H
Dalian U. of Tech. City Inst. Dalian Xubin Gao A H
Dalian U. of Tech. City Inst. Dalian HongzengWang A P
Dalian U. of Tech. City Inst. Dalian Lina Wan B H
Dalian U. of Tech. Innovation Experiment Dalian Wanwu Xi B H
Dalian U. of Tech. Innovation Experiment Dalian Lin Feng B P
Dalian U. of Tech. Innovation Experiment Dalian Qiuhui Pan A P
Dalian U. of Tech. Software Schl Dalian Zhe Li A H
Dalian U. of Tech. Software Schl Dalian Zhe Li A M
Dalian U. of Tech. Software Schl Dalian Zhe Li B M
Dalian U. of Tech. Software Schl Dalian Zhe Li B M
Dalian U. of Tech. Software Schl Dalian Zhe Li B H
Northeastern U. Autocontrol Shenyang Yunzhou Zhang B H
Northeastern U. Autocontrol Shenyang Feng Pan B H
Northeastern U. Comp. Shenyang Huilin Liu B H
Northeastern U. InfoSci. & Eng. Shenyang ChengdongWu A H
Northeastern U. InfoSci. & Eng. Shenyang Shuying Zhao A H
Northeastern U. Modern Design & Analysis Shenyang Xuehong He A H
Northeastern U. Sci. Shenyang Ping Sun A P
Northeastern U. Sys. Simulation Shenyang JianJiang Cui A P
Shenyang Inst. of Aero. Eng. Electr. Shenyang Weifang Liu A P
Shenyang Inst. of Aero. Eng. Electr. Shenyang Na Yin A P
Shenyang Inst. of Aero. Eng. Electr. Shenyang Lin Li B H
Shenyang Inst. of Aero. Eng. Info & CS Shenyang Shiyun Wang A H
Shenyang Inst. of Aero. Eng. Info & CS Shenyang Li Wang A P
Shenyang Inst. of Aero. Eng. Info & CS Shenyang Yong Jiang A P
Shenyang Inst. of Aero. Eng. North Schl of Sci. & Tech. Shenyang Li Lin A P
Shenyang Inst. of Aero. Eng. North Schl of Sci. & Tech. Shenyang Wang Xiaoyuan A P
Shenyang Inst. of Aero. Eng. North Schl of Sci. & Tech. Shenyang Wang Xiaoyuan A P
Shenyang Inst. of Aero. Eng. North Schl of Sci. & Tech. Shenyang Liu Weifang B P
Shenyang Inst. of Aero. Eng. Sci. Shenyang Feng Shan A P
Shenyang Inst. of Aero. Eng. Sci. Shenyang Limei Zhu A H
Shenyang Normal U. Math & Sys. Sci. Shenyang Xiaoyi Li A P
Shenyang Normal U. Math & Sys. Sci. Shenyang Yuzhong Liu A P
Shenyang Normal U. Math & Sys. Sci. Shenyang Xianji Meng B P
Shenyang Pharmaceutical U. Basic Courses Shenyang Rongwu Xiang A P
Shenyang Pharmaceutical U. Basic Courses Shenyang Rongwu Xiang B P
Shenyang U. of Tech. Basic Sci. Shenyang Chen Yan A P
Shenyang U. of Tech. Basic Sci. Shenyang Chen Yan A P
Shenyang U. of Tech. Math Shenyang Yan Chen A H
Shenyang U. of Tech. Math Shenyang Wang Bo A P
Shenyang U. of Tech. Math Shenyang Yan Chen B P
Shenyang U. of Tech. Math Shenyang Du Hong Bo B H
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Shaanxi
Inst. of Modern Physics Computational Physics Xi’an Jihong Dou A H
Inst. of Modern Physics Computational Physics Xi’an Jihong Dou B H
Inst. of Visualization InfoTech. Xi’an Liantang Wang B H
North U. of China Math Taiyuan Lei YingJie B H
North U. of China Math TaiYuan Yang Ming B H
North U. of China Math Taiyuan Bi Yong A P
North U. of China Sci. Taiyuan Xue Yakui A P
Northwest A& F U. Sci. Xi’an Zheng Zheng Ren A P
Northwest A& F U. Sci. Yangling Wang Jingmin A H
Northwest U. Ctr Nonlin. Studies Xi’an Bo Zhang B H
Northwest U. Ctr Nonlin. Studies Xi’an Ming Gou A P
Northwest U. Math Xi’an Ruichan He A P
Northwest U. Math Xi’an Bo Zhang B H
Northwest U. Physics Xi’an YongFeng Xu B P
Northwestern Poly. U. Appl. Chemistry Xi’an Sun Zhongkui A M
Northwestern Poly. U. Appl. Chemistry Xi’an Tang Yaning B H
Northwestern Poly. U. Appl. Math Xi’an Yufeng Nie B H
Northwestern Poly. U. Appl. Math Xi’an Zheng Hongchan B P
Northwestern Poly. U. Appl. Physics Xi’an Lu Quanyi B H
Northwestern Poly. U. Appl. Physics Xi’an Lei Youming A M
Northwestern Poly. U. Natural & Appl. Sci. Xi’an Xiao Huayong B M
Northwestern Poly. U. Natural & Appl. Sci. Xi’an Zhou Min B M
Northwestern Poly. U. Natural & Appl. Sci. Xi’an Yong Xu B M
Northwestern Poly. U. Natural & Appl. Sci. Xi’an Zhao Junfeng A M
Xi’an Jiaotong U. Math Teaching & Exp’t Xian Xiaoe Ruan A M
Xi’an Jiaotong U. Sci. Comp. & Appl. Sftwr Xi’an Jian Su A H
Xi’an Comm. Inst. CS Xi’an Hong Wang B H
Xi’an Comm. Inst. Electr. Eng. Xi’an Jianhang Zhang B P
Xi’an Comm. Inst. Math Xi’an Xinshe Qi B M
Xi’an Comm. Inst. Physics Xi’an Li Hao B H
Xi’an Comm. Inst. Physics Xi’an Dongsheng Yang A H
Xi’an Jiaotong U. Appl. Math Xi’an Jing Gao A M
Xi’an Jiaotong U. Sci. Comp. & Appl. Sftwr Xi’an Wei Wang B H
Xidian U. Appl. Math Xi’an Hailin Feng A H
Xidian U. Comp’l Math Xi’an Houjian Tang B H
Xidian U. Ind’l & Appl. Math. Xi’an Qiang ZHU B M
Xidian U. Sci. Xi’an Guoping Yang B M
Xidian U. Sci. Xi’an Jimin Ye B M
Taiyuan Inst. of Tech. Electr. Ass’n Sci. & Tech. Taiyuan Fan Xiaoren B P
Taiyuan Inst. of Tech. Electr. Eng. Taiyuan Xiao Ren Fan B P
Taiyuan U. of Tech. Math Taiyuan Yi-Qiang Wei B P

Shandong
China U. of Petroleum Math & Comp’l Sci. Qingdao Ziting Wang A P
China U. of Petroleum Math & Comp’l Sci. Qingdao Ziting Wang A M
Liaocheng U. Math Sci. Liaocheng Xianyang Zeng A P
Linyi Normal U. Math Linyi Zhaozhong Zhang A P
Linyi Normal U. Math Linyi Zhaozhong Zhang A P
Linyi Normal U. Stats Linyi Lifeng Gao B H
Naval Aero. Eng. Acad. Machinery Qingdao Cao Hua Lin B M
QiLu Software C. (SDU) CS & Tech. Jinan Jun Feng Luan A P
Qufu Normal U. Math Sci. Qufu Yuzhen Bai B P
Shandong U. CS & Tech. Jinan Heji Zhao A P
Shandong U. Econ. Jinan Wei Chen B H
Shandong U. Math Finance Jinan Yufeng Shi A P
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Shandong U. Math & Sys. Sci. Jinan Bao Dong Liu B H
Shandong U. Math & Sys. Sci. Jinan Bao Dong Liu B M
Shandong U. Math & Sys. Sci. Jinan Shu Xiang Huang B P
Shandong U. Math & Sys. Sci. Jinan Shu Xiang Huang B H
Shandong U. Math & Sys. Sci. Jinan Xiao Xia Rong B M
Shandong U. Math & Sys. Sci. Jinan Huang Shu Xiang B H
Shandong U. Physics Jinan Xiucai Zheng B P
Shandong U. Software Jinan Zhang SiHua B P
Shandong U. Software Jinan Xiangxu Meng B M
Shandong U. at Weihai Appl. Math Weihai YangBing & SongHuiMin B M
Shandong U. at Weihai Appl. Math Weihai Cao Zhulou & Xiao Hua B M
Shandong U. at Weihai Appl. Math Weihai Zhulou Cao A P
Shandong U. at Weihai InfoSci. & Eng. Weihai Huaxiang Zhao B P
Shandong U. at Weihai InfoSci. & Eng. Weihai Hua Xiao A H
Shandong U. at Weihai InfoSci. & Eng. Weihai Zengchao Mu B P
Shandong U. of Sci. & Tech. Fund. Courses Qingdao Fangfang Ma A H
Shandong U. of Sci. & Tech. InfoSci. & Eng. Qingdao Xinzeng Wang B H
Shandong U. of Sci. & Tech. InfoSci. & Eng. Qingdao Pang Shan Chen B H
U. of Jinan Math Jinan Zhenyu Xu A P
U. of Jinan Math Jinan Baojian Qiu A P
U. of Jinan Math Jinan Honghua Wu B H

Shanghai
Donghua U. Appl. Math Shanghai Yunsheng Lu A P
Donghua U. Info. Shanghai Xie Shijie A P
Donghua U. InfoSci. & Tech. Shanghai Xianhui Zeng A P
Donghua U. InfoSci. & Tech. Shanghai Hongrui Shi A P
Donghua U. Sci. Shanghai Liangjian Hu A M
East China Normal U. Finance & Stats Shanghai Linyi Qian A H
East China Normal U. Finance & Stats Shanghai Yiming Cheng A H
East China Normal U. InfoSci. & Tech. Shanghai Ming Li A P
East China Normal U. Math Shanghai Yongming Liu B M
East China Normal U. Math Shanghai Changhong Lu B P
East China U. of Sci. & Tech. Math Shanghai Liu Zhaohui B H
East China U. of Sci. & Tech. Math Shanghai Su Chunjie B M
East China U. of Sci. & Tech. Physics Shanghai Qin Yan A H
East China U. of Sci. & Tech. Physics Shanghai Lu Yuanhong A M
Fudan U. Econ. Shanghai Yan Zhang B H
Fudan U. Int’l Finance Shanghai Pan Deng B H
Fudan U. Math Sci. Shanghai Yuan Cao B H
Fudan U. Math Sci. Shanghai Zhijie Cai B P
Fudan U. Physics Shanghai Jiping Huang A P
Nanyang Model HS Math Shanghai Tuqing Cao A P
Nanyang Model HS Math Shanghai Tuqing Cao B P
Shanghai Finance U. Math Shanghai Yumei Liang A P
Shanghai Finance U. Math Shanghai Rongqiang Che A P
Shanghai Finance U. Math Shanghai Xiaobin Li B P
Shanghai Finance U. Math Shanghai Keyan Wang A P
Shanghai Foreign Lang. Schl CS Shanghai Yue Sun A P
Shanghai Foreign Lang. Schl CS Shanghai Yue Sun A M
Shanghai Foreign Lang. Schl Math Shanghai Liang Tao A P
Shanghai Foreign Lang. Schl Math Shanghai Gan Chen A P
Shanghai Foreign Lang. Schl Math Shanghai Gan Chen A H
Shanghai Foreign Lang. Schl Math Shanghai Yu Sun A H
Shanghai Foreign Lang. Schl Math Shanghai Liang Tao B M
Shanghai Foreign Lang. Schl Math Shanghai Yu Sun B H
Shanghai Foreign Lang. Schl Math Shanghai Jian Tian B P
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Shanghai Foreign Lang. Schl Math Shanghai Liqun Pan B H
Shanghai Foreign Lang. Schl Math Shanghai Liqun Pan B H
Shanghai Foreign Lang. Schl Math Shanghai Feng Xu B P
Shanghai Foreign Lang. Schl Math Shanghai Feng Xu B M
Shanghai Foreign Lang. Schl Math Shanghai Weiping Wang B P
Shanghai Foreign Lang. Schl Math Shanghai Weiping Wang B H
Shanghai High Schl Math Shanghai Xinyi Yang A H
Shanghai Jiading No. 1 Sr. HS Math Shanghai Xilin Xie Yunping Fang B H
Shanghai Jiading No. 1 Sr. HS Math Shanghai Xilin Xie Yunping Fang B H
Shanghai Jiaotong U. Math Shanghai Baorui Song A H
Shanghai Jiaotong U. Math Shanghai Jianguo Huang A P
Shanghai Jiaotong U. Math Shanghai Baorui Song B P
Shanghai Jiaotong U. Math Shanghai Jianguo Huang B P
Shanghai Normal U. Math & Sci. C. Shanghai Jizhou Zhang A P
Shanghai Normal U. Math & Sci. C. Shanghai Rongguan Liu A P
Shanghai Normal U. Math & Sci. C. Shanghai Xiaobo Zhang B H
Shanghai Sino Euro Schl of Tech. Math Shanghai Wei Huang A P
Shanghai Sino Euro Schl of Tech. Math Shanghai Wei Huang B M
Shanghai Sino Euro Schl of Tech. Math Shanghai Bingwu He B P
Shanghai Sino Euro Schl of Tech. Math Shanghai Fuping Tan B P
Shanghai U. of Finance & Econ. Appl. Math Shanghai Wenqiang Hao B M
Shanghai U. of Finance & Econ. Appl. Math Shanghai Ling Qiu A H
Shanghai U. of Finance & Econ. Appl. Math Shanghai Xing Zhang B H
Shanghai U. of Finance & Econ. Appl. Math Shanghai Zhenyu Zhang A M
Shanghai U. of Finance & Econ. Appl. Math Shanghai Zhenyu Zhang A P
Shanghai U. of Finance & Econ. Econ. Shanghai Siheng Cao A P
Shanghai U. of Finance & Econ. Econ. Shanghai Yan Sun A H
Shanghai U. of Finance & Econ. Finance Shanghai Hao Cha B P
Shanghai U. of Finance & Econ. Stats Shanghai Chunjie Wu A P
Shanghai U. of Finance & Econ. Stats Shanghai Jialun Du B P
Shanghai U. Math Shanghai Yongjian Yang B P
Shanghai U. Math Shanghai Yongjian Yang B P
Shanghai U. Math Shanghai Donghua Wu A P
Shanghai U. Math Shanghai Donghua Wu B H
Shanghai U. Math Shanghai Yuandi Wang A P
Shanghai U. Math Shanghai Yuandi Wang A P
Shanghai Youth Ctr Sci. & Tech. Ed. Appl. Math Shanghai Gan Chen A H
Shanghai Youth Ctr Sci. & Tech. Ed. Sci. Training Shanghai Gan Chen A P
Shanghai Youth Ctr Sci. & Tech. Ed. Sci. Training Shanghai Gan Chen B P
Sydney Inst. of Lang. & Commerce Math Shanghai Youhua He A P
Sydney Inst. of Lang. & Commerce Math Shanghai Youhua He A P
Tongji U. Civil Eng. Shanghai Jialiang Xiang A P
Tongji U. Math Shanghai Jin Liang A H
Tongji U. Math Shanghai Hualong Zhang A P
Tongji U. Software Shanghai Changshui Huang B P
Xuhui Branch/Shanghai Jiaotong U. Math Shanghai Liuqing Xiao A H
Xuhui Branch/Shanghai Jiaotong U. Math Shanghai Xiaojun Liu B P
Yucai Senior High Schl Math Shanghai Zhenwei Yang A H
Yucai Senior High Schl Math Shanghai Xiaodong Zhou A P
Yucai Senior High Schl Math Shanghai Zhenwei Yang B H
Yucai Senior High Schl Math Shanghai Xiaodong Zhou B H

Sichuan
Chengdu U. of Tech. InfoMgmnt Chengdu Huang Guang Xin A H
Chengdu U. of Tech. InfoMgmnt Chengdu Yuan Yong B P
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Sichuan U. Electr. Eng. & Info. Chengdu Yingyi Tan A M
Sichuan U. Electr. Eng. & Info. Chengdu Yingyi Tan B P
Sichuan U. Math Chengdu unknown A P
Sichuan U. Math Chengdu Yonghong Zhao A P
Schuan U. Math Chengdu Huilei Han B H
Sichuan U. Math Chengdu Hai Niu B H
Sichuan U. Math Chengdu Qiong Chen B M
Sichuan U. Math Chengdu HuiLei Han A P
Southwest Jiaotong U. Math Chengdu Wang Lu A P
Southwest Jiaotong U. Math Chengdu Wang Lu B H
Southwest Jiaotong U. Math Chengdu Yueliang Xu B P
Southwest Jiaotong U. Math Chengdu Yueliang Xu B H
Southwest U. of Sci. & Tech. Sci. Mianyang Ke Long Zheng A P
Southwestern U. of Finance & Econ. Econ. Math Chengdu Dai Dai B M
Southwestern U. of Finance & Econ. Econ. Math Chengdu Dai Dai B H
Southwestern U. of Finance & Econ. Econ. Math Chengdu Sun Yunlong B H
Southwestern U. of Finance & Econ. Econ. Math Chengdu Chuan Ding B H
U. of Elec. Sci. & Tech. of China Appl. Math Chengdu Li Mingqi A M
U. of Elec. Sci. & Tech. of China Appl. Math Chengdu He GuoLiang A P
U. of Elec. Sci. & Tech. of China Appl. Math Chengdu Li Mingqi A P
U. of Electr. Sci. & Tech. of China Chengdu C.: CS Chengdu Qiu Wei B P
U. of Elec. Sci. & Tech. of China Info & CS Chengdu Qin Siyi A P

Tianjin
Civil Aviation U. of China Air Traffic Mgmnt Tianjin Zhaoning Zhang B H
Civil Aviation U. of China CS Tianjin Xia Feng B H
Civil Aviation U. of China CS & Tech. Tianjin Yuxiang Zhang A H
Civil Aviation U. of China CS & Tech. Tianjin Chunli Li B P
Civil Aviation U. of China Sci. C. Tianjin Zhang Chunxiao B H
Civil Aviation U. of China Sci. C. Tianjin Di Shang Chen B P
Nankai U. Automation Tianjin Chen Wanyi B H
Nankai U. Econ. Tianjin Qi Bin A H
Nankai U. Finance Tianjin Fang Wang B P
Nankai U. Informatics & Prob. Tianjin Jishou Ruan A P
Nankai U. Informatics & Prob. Tianjin Jishou Ruan A P
Nankai U. Info & CS & Tech. Tianjin Zhonghua Wu A H
Nankai U. Insurance Tianjin Bin Qi A P
Nankai U. Mgmnt Sci. & Eng. Tianjin Wenhua Hou A M
Nankai U. Physics Tianjin LiYing Zhang A H
Nankai U. Physics Tianjin Liying Zhang B H
Nankai U. Software Tianjin Wei Zhang B P
Nankai U. Stats Tianjin Min-qian Liu A H
Tianjin Poly. U. Sci. Tianjin unknown A P
Tianjin Poly. U. Sci. Tianjin unknown B H

Yunnan
Chuxiong Normal U. Math Chuxiong Jiade Tang B H
Yunnan U. Comm. Eng’ing Kunming Haiyan LI B P
Yunnan U. CS Kunming Shunfang Wang A P
Yunnan U. CS Kunming Shunfang Wang A M
Yunnan U. Electr. Eng. Kunming Haiyan Li A P
Yunnan U. Electr. Eng. Kunming Haiyan Li B P
Yunnan U. InfoSci. & Tech. Kunming Hong Wei B H
Yunnan U. Stats Kunming Bo Zhang B P
Yunnan U. Stats Kunming Jie Meng A H
Yunnan U. Stats Kunming Jie Meng A H
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Zhejiang
Hangzhou Dianzi U. Appl. Physics Hangzhou Jianlan Chen A H
Hangzhou Dianzi U. Appl. Physics Hangzhou Zhifeng Zhang B H
Hangzhou Dianzi U. Info & Math Sci. Hangzhou Wei Li A M
Hangzhou Dianzi U. Info & Math Sci. Hangzhou Zheyong Qiu B M
Ningbo Inst. of Zhejiang U. Fund. Courses Ningbo Jufeng Wang A H
Ningbo Inst. of Zhejiang U. Fund. Courses Ningbo Zhening Li A P
Ningbo Inst. of Zhejiang U. Fund. Courses Ningbo Lihui Tu A H
Ningbo Inst. of Zhejiang U. Fund. Courses Ningbo Lihui Tu A M
Ningbo Inst. of Zhejiang U. Fund. Courses Ningbo Jufeng Wang B P
Shaoxing U. Math Shaoxing he jinghui A P
Shaoxing U. Math Shaoxing lu jue A P
Zhejiang Gongshang U. Appl. Math Hangzhou Zhao Heng A P
Zhejiang Gongshang U. Appl. Math Hangzhou Zhao Heng B H
Zhejiang Gongshang U. Info & Comp. Sci. Hangzhou Hua Jiukun A P
Zhejiang Gongshang U. Info & Comp. Sci. Hangzhou Hua Jiukun B H
Zhejiang Gongshang U. Math Hangzhou Ding Zhengzhong A P
Zhejiang Gongshang U. Math Hangzhou Ding Zhengzhong B H
Zhejiang Normal U. CS Jinhua Qiusheng Qiu A P
Zhejiang Normal U. CS Jinhua Zuxiang Sheng B P
Zhejiang Normal U. CS & Tech. Jinhua Ying Zhang A H
Zhejiang Normal U. Math Jinhua Guolong He B P
Zhejiang Normal U. Math Jinhua Yuehua Bu A P
Zhejiang Normal U. Math Jinhua Wenqing Bao B H
Zhejiang Normal U. Math Jinhua Yuanheng Wang B H
Zhejiang Normal U. Math Jinhua Dong Chen B H
Zhejiang Sci-Tech U. Math Hangzhou Shi Guosheng A P
Zhejiang Sci-Tech U. Math Hangzhou Jiang Yiwei B P
Zhejiang Sci-Tech U. Math Hangzhou Luo Hua B P
Zhejiang Sci-Tech U. Psychology Hangzhou Hu Jueliang B H
Zhejiang U. Math Hangzhou Zhiyi Tan A M
Zhejiang U. Math Hangzhou Qifan Yang A H
Zhejiang U. Sci. Hangzhou Shengyi Cai A P
Zhejiang U. Sci. Hangzhou Shengyi Cai B P
Zhejiang U. Sci. Hangzhou Yong Wu B M
Zhejiang U. City C. Info & CS Hangzhou Xusheng Kang A H
Zhejiang U. City C. Info & CS Hangzhou Gui Wang A P
Zhejiang U. City C. Info & CS Hangzhou Xusheng Kang B P
Zhejiang U. City C. Info & CS Hangzhou Gui Wang B M
Zhejiang U. of Finance & Econ. Math & Stats Hangzhou Ji Luo B M
Zhejiang U. of Finance & Econ. Math & Stats Hangzhou Ji Luo B H
Zhejiang U. of Finance & Econ. Math & Stats Hangzhou Fulai Wang B H
Zhejiang U. of Sci. & Tech. Math Hangzhou Yongzhen Zhu B H
Zhejiang U. of Tech. Jianxing C. Hangzhou Shiming Wang A P
Zhejiang U. of Tech. Jianxing C. Hangzhou Shiming Wang A P
Zhejiang U. of Tech. Jianxing C. Hangzhou Wenxin Zhuo A P
Zhejiang U. of Tech. Jianxing C. Hangzhou Wenxin Zhuo B H
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FINLAND
Helsingin matematiikkalukio Math Helsinki Esa I. Lappi B H
Helsinki U. of Tech. Math/Sys. Anal. Helsinki Kenrick Bingham A H
Helsinki Upper Sec. Schl Math Helsinki Ville Tilvis A H
Helsinki Upper Sec. Schl Math Helsinki Ville Tilvis A H
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The Impending Effects ofNorth Polar
Ice Cap Melt
Benjamin Coate
Nelson Gross
Megan Longo
College of Idaho
Caldwell, ID

Advisor: Michael P. Hitchman

Abstract
Because of rising global temperatures, the study of North Polar ice melt

has become increasingly important.
• Howwill the rise in global temperatures affect themelting polar ice caps
and the level of the world’s oceans?

• Given the resulting increase in sea level,whatproblemsshouldmetropol-
itan areas in a region such as Florida expect in the next 50 years?

We develop a model to answer these questions.
Sea levelwill not be affected bymelting of the floating sea ice thatmakes

upmost of theNorth Polar ice cap, but it will be significantly affected by the
melting of freshwater land ice found primarily on Greenland, Canada, and
Alaska. Ourmodel beginswith the current depletion rate of this freshwater
land ice and takes into account
• theexponential increase inmeltingratedue to risingglobal temperatures,
• the relative land/oceanratiosof theNorthernandSouthernHemispheres,
• the percentage of freshwater land ice melt that stays in the Northern
Hemisphere due to ocean currents, and

• thermal expansions of the ocean due to increased temperatures on the
top layer.

TheUMAP Journal 29 (3) (2008) 223–224. c©Copyright 2008 byCOMAP, Inc. All rights reserved.
Permission to make digital or hard copies of part or all of this work for personal or classroom use
is granted without fee provided that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.



224 The UMAP Journal 29.3 (2008)

We construct best- and worst-case scenarios. We find that in the next 50
years, the relative sea level will rise 12 cm to 36 cm.
To illustrate the consequences of such a rise, we consider four Florida

coastal cities: KeyWest, Miami, Daytona Beach, and Tampa. The problems
that will arise in many areas are
• the loss of shoreline property,
• a rise of the water table,
• instability of structures,
• overflowing sewers,
• increased flooding in times of tropical storms, and
• drainage problems.
Key West and Miami are the most susceptible to all of these effects. While
DaytonaBeach andTampa are relatively safe from catastrophic events, they
will still experience several of these problems to a lesser degree.
The effects of the impending rise in sea level are potentially devastating;

however, there are steps and precautions to take to prevent and minimize
destruction. We suggest several ways for Florida to combat the effects of
rising sea levels: public awareness, new construction codes, and prepared-
ness for natural disasters.

The text of this paper appears on pp. 237–247.
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A Convenient Truth:
Forecasting Sea Level Rise
Jason Chen
Brian Choi
Joonhahn Cho
Duke University
Durham, NC

Advisor: Scott McKinley

Abstract
Greenhouse-gas emissions have produced global warming, including

melting in the Greenland Ice Sheet (GIS), resulting in sea-level rise, a trend
that could devastate coastal regions. A model is needed to quantify effects
for policy assessments.
We present a model that predicts sea-level trends over a 50-year period,

based on mass balance and thermal expansion acting on a simplified ice-
sheet geometry. Mass balance is represented using the heat equation with
Neumann conditions and sublimation rate equations. Thermal expansion
is estimated by an empirically-derived equation relating volume expansion
to temperature increase. Thus, the only exogenous variables are time and
temperature.
Weapply themodel tovaryingscenariosofgreenhouse-gas-concentration

forcings. We solve the equations numerically to yield sea-level increase
projections. We then project the effects on Florida, as modeled from USGS
geospatial elevation data and metropolitan population data.
The results of our model agree well with past measurements, strongly

supporting its validity. The strong linear trend shown by our scenarios
indicates both insensitivity to errors in inputs and robustness with respect
to the temperature function.
Based on our model, we provide a cost-benefit analysis showing that

small investments inprotective technologycould spare coastal regions from
flooding. Finally, thepredictions indicate that reductions ingreenhouse-gas
emissions are necessary to prevent long-term sea-level-rise disasters.

The text of this paper appears on pp. 249–265.
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Fighting the Waves: The Effect of
North Polar Ice Cap Melt on Florida
AmyM. Evans
Tracy L. Stepien
University at Buffalo, The State University of New York
Buffalo, NY

Advisor: John Ringland

Abstract
A consequence of global warming that directly impacts U.S. citizens is

the threat of rising sea levels due to melting of the North Polar ice cap.
One of the many states in danger of losing coastal land is Florida. Its
low elevations and numerous sandy beaches will lead to higher erosion
rates as sea levels increase. The direct effect on sea level of only the North
Polar ice cap melting would be minimal, yet the indirect effects of causing
other bodies of ice to melt would be crucial. We model individually the
contributions of various ice masses to rises in sea level, using ordinary
differential equations to predict the rate at which changes would occur.
For small ice caps and glaciers, we propose a model based on global

mean temperature. Relaxation time and melt sensitivity to temperature
change are included in themodel. Ourmodel of theGreenland andAntarc-
tica ice sheets incorporates ice mass area, volume, accumulation, and loss
rates. Thermal expansion of water also influences sea level, so we include
this too. Summing all the contributions, sea levels could rise 11–27 cm in
the next half-century.
A rise in sea level of oneunit is equivalent to a horizontal loss of coastline

of 100 units. We investigate how much coastal land would be lost, by
analyzing relief and topographicmaps. By 2058, in theworst-case scenario,
there is the potential to lose almost 27 m of land. Florida would lose most
of its smaller islands and sandy beaches. Moreover, the ports ofmostmajor
cities, with the exception of Miami, would sustain some damage.
Predictions fromthe IntergovernmentalPanelonClimateChange(IPCC)

and from theU.S. Environmental ProtectionAgency (EPA) and simulations
TheUMAP Journal 29 (3) (2008) 226–227. c©Copyright 2008 byCOMAP, Inc. All rights reserved.

Permission to make digital or hard copies of part or all of this work for personal or classroom use
is granted without fee provided that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.



Abstracts 227

from the Global Land One-km Base Elevation (GLOBE) digital elevation
model (DEM) match our results and validate our models.
While the EPA and the Florida state government have begun to imple-

ment plans of action, further measures need to be put into place, because
there will be a visible sea-level rise of 3–13 cm in only 10 years (2018).

The text of this paper appears on pp. 267–284.
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Erosion in Florida: A Shore Thing
Matt Thies
Bob Liu
Zachary W. Ulissi
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Abstract
Rising sea levels and beach erosion are an increasingly important prob-

lems for coastal Florida. We model this dynamic behavior in four discrete
stages: global temperature, global sea level, equilibriumbeachprofiles, and
applications to Miami and Daytona Beach. We use the Intergovernmental
Panel on Climate Change (IPCC) temperature models to establish predic-
tions through 2050. We then adapt models of Arctic melting to identify a
model for global sea level. This model predicts a likely increase of 15 cm
within 50 years.
We thenmodel the erosionof theDaytona andMiamibeaches to identify

beach recession over the next 50 years. Themodel predicts likely recessions
of 66 m in Daytona and 72 m in Miami by 2050, roughly equal to a full city
block in both cases. Regions of Miami are also deemed to be susceptible to
flooding from these changes. Without significant attention to future solu-
tions as outlined, large-scale erosion will occur. These results are strongly
dependent on the behavior of the climate over this time period, aswe verify
by testing several models.

The text of this paper appears on pp. 285–300.
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A Difficulty Metric and
Puzzle Generator for Sudoku
Christopher Chang
Zhou Fan
Yi Sun
Harvard University
Cambridge, MA

Advisor: Clifford H. Taubes

Abstract
We present here a novel solution to creating and rating the difficulty

of Sudoku puzzles. We frame Sudoku as a search problem and use the
expected search time to determine the difficulty of various strategies. Our
method is relatively independent from external views on the relative diffi-
culties of strategies.
Validating our metric with a sample of 800 puzzles rated externally into

eight gradations of difficulty, we found a Goodman-Kruskal γ coefficient
of 0.82, indicating significant correlation [ Goodman and Kruskal 1954].
An independent evaluation of 1,000 typical puzzles produced a difficulty
distribution similar to the distribution of solve times empirically created by
millions of users at http://www.websudoku.com.
Based upon this difficultymetric, we created two separate puzzle gener-

ators. One generates mostly easy to medium puzzles; when run with four
difficulty levels, it creates puzzles (or boards) of those levels in 0.25, 3.1, 4.7,
and 30 min. The other puzzle generator modifies difficult boards to create
boards of similar difficulty; when tested on a board of difficulty 8,122, it
created 20 boards with average difficulty 7,111 in 3 min.

The text of this paper appears on pp. 305–326.

The UMAP Journal 29 (3) (2008) 229. c©Copyright 2008 by COMAP, Inc. All rights reserved.
Permission to make digital or hard copies of part or all of this work for personal or classroom use
is granted without fee provided that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.



230 The UMAP Journal 29.3 (2008)

Taking the Mystery Out of Sudoku
Difficulty: An Oracular Model
Sarah Fletcher
Frederick Johnson
David R. Morrison
Harvey Mudd College
Claremont, CA

Advisor: Jon Jacobsen

Abstract
In the last few years, the 9-by-9 puzzle grid known as Sudoku has gone

from being a popular Japanese puzzle to a global craze. As its popularity
has grown, so has the demand for harder puzzleswhose difficulty level has
been rated accurately.
We devise a new metric for gauging the difficulty of a Sudoku puzzle.

Weuse anoracle tomodel thegrowingvarietyof techniquesprevalent in the
Sudokucommunity. This approachallowsourmetric to reflect thedifficulty
of the puzzle itself rather than the difficulty with respect to some particular
set of techniques or someperception of the hierarchy of the techniques. Our
metric assigns a value in the range [0, 1] to a puzzle.
We also develop an algorithm that generates puzzles with unique solu-

tions across the full range of difficulty. While it does not produce puzzles
of a specified difficulty on demand, it produces the various difficulty levels
frequently enough that, as long as the desired score range is not too narrow,
it is reasonable simply to generate puzzles until one of the desired difficulty
is obtained. Our algorithm has exponential running time, necessitated by
the fact that it solves the puzzle it is generating to check for uniqueness.
However, we apply an algorithm known as Dancing Links to produce a
reasonable runtime in all practical cases.

The text of this paper appears on pp. 327–341.
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Difficulty-Driven Sudoku Puzzle
Generation
Martin Hunt
Christopher Pong
George Tucker
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Abstract
Many existing Sudoku puzzle generators create puzzles randomly by

starting with either a blank grid or a filled-in grid. To generate a puzzle
of a desired difficulty level, puzzles are made, graded, and discarded until
one meets the required difficulty level, as evaluated by a predetermined
difficulty metric. The efficiency of this process relies on randomness to
span all difficulty levels.
We describe generation and evaluation methods that accurately model

human Sudoku-playing. Instead of a completely random puzzle genera-
tor, we propose a new algorithm, Difficulty-Driven Generation, that guides
the generation process by adding cells to an empty grid that maintain the
desired difficulty.
We encapsulate themost difficult technique required to solve the puzzle

and number of available moves at any given time into a rounds metric. A
round is a single stage in the puzzle-solving process, consisting of a single
high-levelmove or amaximal series of low-levelmoves. Ourmetric counts
the numbers of each type of rounds.
Implementing our generator algorithm requires using an existing met-

ric, which assigns a puzzle a difficulty corresponding to the most difficult
technique required to solve it. We propose using our rounds metric as a
method to further simplify our generator.

The text of this paper appears on pp. 343–362.
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Ease and Toil: Analyzing Sudoku
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Abstract
Sudoku is a logic puzzle in which the numbers 1 through 9 are arranged

ina9× 9matrix, subject to the constraint that there areno repeatednumbers
in any row, column, or designated 3× 3 square.
In addition to being entertaining, Sudoku promises insight into com-

puter science andmathematicalmodeling. Since Sudoku-solving is an NP-
complete problem, algorithms to generate and solve puzzlesmay offer new
approaches to awhole class of computational problems. Moreover, Sudoku
construction is essentially an optimization problem.
We propose an algorithm to construct unique Sudoku puzzleswith four

levels of difficulty. We attempt tominimize the complexity of the algorithm
while still maintaining separate difficulty levels and guaranteeing unique
solutions.
To accomplish our objectives, we develop metrics to analyze the diffi-

culty of a puzzle. By applying our metrics to published control puzzles
with specified difficulty levels, we develop classification functions. We use
the functions to ensure that our algorithm generates puzzleswith difficulty
levels analogous to those published. We also seek to measure and reduce
the computational complexity of the generation and metric measurement
algorithms.
Finally, we analyze and reduce the complexity involved in generating

puzzles while maintaining the ability to choose the difficulty level of the
puzzlesgenerated. Todoso,we implementaprofilerandperformstatistical
hypothesis-testing to streamline the algorithm.

The text of this paper appears on pp. 363–379.
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A Crisis to Rival Global Warming:
Sudoku Puzzle Generation
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Abstract
We model solution techniques and their application by an average Su-

doku player. A simulation based on ourmodel determines a likely solution
path for the player. Wedefine ametric that is linear in the length of this path
and proportional to a measure of average difficulty of the techniques used.
We use this metric to define seven difficulty levels for Sudoku puzzles.
We confirm the accuracy and consistency of our metric by considering

rated puzzles fromUSA Today and Sudoku.org.uk. Our metric is superior
to a metric defined by the count of initial hints, as well to a metric that
measures the constraints placed on the puzzle by the initial hints.
We develop an algorithm that produces puzzles with unique solutions

with varying numbers of initial hints. Our puzzle generator starts with a
random solved Sudoku board, removes a number of hints, and employs
a fast solver to ensure a unique solution. We improve the efficiency of
puzzle generation by reducing the expected number of calls to the solver.
On average, our generation algorithm performs more than twice as fast as
the baseline generation algorithm.
We apply ourmetric to generated puzzles until onematches the desired

difficulty level. Since certain initial board configurations result in puzzles
that are more difficult on average than a random configuration, we modify
our generation algorithm to restrict the initial configuration of the board,
thereby reducing the amount of time required to generate a puzzle of a
certain difficulty.
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[Editor’s Note: This Meritorious paper won the Ben Fusaro Award
for the Sudoku Problem. The full text of the paper does not appear in this
issue of the Journal.]
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Cracking the Sudoku:
A Deterministic Approach
David Martin
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Summary
We formulate a Sudoku-puzzle-solving algorithm that implements a

hierarchy of four simple logical rules commonly used by humans. The
difficulty of a puzzle is determined by recording the sophistication and
relative frequency of themethods required to solve it. Four difficulty levels
are established for a puzzle, each pertaining to a range of numerical values
returned by the solving function.
Like humans, the program begins solving each puzzle with the lowest

level of logic necessary. When all lower methods have been exhausted, the
next echelon of logic is implemented. After each step, the program returns
to the lowest level of logic. The procedure loops until either the puzzle is
completely solved or the techniques of the programare insufficient tomake
further progress.
The construction of a Sudoku puzzle begins with the generation of a so-

lution bymeans of a random-number-based function. Working backwards
from the solution, numbers are removed one by one, at random, until one
of several conditions, such as a minimum difficulty rating and a minimum
number of empty squares, has beenmet. Following each change in the grid,
the difficulty is evaluated. If the program cannot solve the current puzzle,
then either there is not a unique solution, or the solution is beyond the
grasp of the methods of the solver. In either case, the last solvable puzzle
is restored and the process continues.
Uniqueness is guaranteed because the algorithm never guesses. If there
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is not sufficient information to draw further conclusions—for example, an
arbitrary choice must be made (which must invariably occur for a puzzle
with multiple solutions)—the solver simply stops. For obvious reasons,
puzzles lacking a unique solution are undesirable. Since the logical tech-
niques of the program enable it to solve most commercial puzzles (for ex-
ample, most “evil” puzzles from Greenspan and Lee [2008]), we assume
that demand for puzzles requiring logic beyond the current grasp of the
solver is low. Therefore, there is no need to distinguish between puzzles
requiring very advanced logic and those lacking unique solutions.

The text of this paper appears on pp. 381–394.

Pp. 237–248 can be found on the Tools for Teaching 2008 CD-ROM.
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The Impending Effects ofNorth Polar
Ice Cap Melt
Benjamin Coate
Nelson Gross
Megan Longo
College of Idaho
Caldwell, ID

Advisor: Michael P. Hitchman

Abstract
Because of rising global temperatures, the study of North Polar ice melt

has become increasingly important.
• Howwill the rise in global temperatures affect themelting polar ice caps
and the level of the world’s oceans?

• Giventheresulting increase insea level,whatproblemsshouldmetropoli-
tan areas in a region such as Florida expect in the next 50 years?

We develop a model to answer these questions.
Sea levelwill not be affected bymelting of the floating sea ice thatmakes

upmost of theNorth Polar ice cap, but it will be significantly affected by the
melting of freshwater land ice found primarily on Greenland, Canada, and
Alaska. Ourmodel beginswith the current depletion rate of this freshwater
land ice and takes into account
• theexponential increase inmeltingratedue to risingglobal temperatures,
• the relative land/oceanratiosof theNorthernandSouthernHemispheres,
• the percentage of freshwater land ice melt that stays in the Northern
Hemisphere due to ocean currents, and

• thermal expansions of the ocean due to increased temperatures on the
top layer.
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We construct best- and worst-case scenarios. We find that in the next 50
years, the relative sea level will rise 12 cm to 36 cm.
To illustrate the consequences of such a rise, we consider four Florida

coastal cities: KeyWest, Miami, Daytona Beach, and Tampa. The problems
that will arise in many areas are
• the loss of shoreline property,
• a rise of the water table,
• instability of structures,
• overflowing sewers,
• increased flooding in times of tropical storms, and
• drainage problems.
Key West and Miami are the most susceptible to all of these effects. While
DaytonaBeach andTampa are relatively safe from catastrophic events, they
will still experience several of these problems to a lesser degree.
The effects of the impending rise in sea level are potentially devastating;

however, there are steps and precautions to take to prevent and minimize
destruction. We suggest several ways for Florida to combat the effects of
rising sea levels: public awareness, new construction codes, and prepared-
ness for natural disasters.

Introduction
We consider for the next 50 years the effects on the Florida coast of

melting of the North Polar ice cap, with particular attention to the cities
noted. This question canbe brokendown into twomore-detailedquestions:
• What is the melting rate, and its effects on sea level?
• Howwill the rising water affect the Florida cities, and what can they do
to counteract and prepare?
Our models use the geophysical data in Table 1 and the elevations of

cities in Table 2.

Table 1.
Geophysical data.

Entity Value Unit

Total volume of ice caps 2.422× 107 km3

Surface area of world’s oceans 3.611× 108 km2

Surface area of ice on Greenland 1.756× 106 km2

Volume of ice on Greenland 2.624× 106 km3
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Table 2.
Elevations of Florida cities.

City Average Maximum
elevation (m) elevation (m)

Key West 2.44 5.49
Miami 2.13 12.19
Daytona Beach 2.74 10.36

Preliminary Discussion of Polar Ice
There are two types of polar ice:

• frozen sea ice, as in the North Polar ice cap; and
• freshwater land ice, primarily in Greenland, Canada, and Alaska.

Frozen Seawater
Melting of frozen seawater has little effect because it is already floating.

According to the Archimedean principle of buoyancy, an object immersed
in a fluid is buoyed up by a force equal to the weight of the fluid that is
displaced by the object. About 10% of sea ice is above water, since the
densities of seawater and solid ice are 1026 kg/m3 and 919 kg/m3. So, if
this ice were to melt, 10% of the original volume would be added as water
to the ocean. There would be little effect on relative sea level if the entire
North Polar ice cap were to melt.

The Ice Caps
Although the melting of the ice caps will not cause a significant rise in

the sea level, several problems will indeed arise if they disappear.
• Initially there will be a small decrease in the average temperature of the
oceans in the Northern Hemisphere.

• The ice caps reflect a great deal of sunlight, which in turn helps to reduce
temperature in that region. When that ice is gone, additional energywill
be absorbed and over time we will see a significant increase in global
temperatures, both in the oceans and the air.

Freshwater Ice on Land
When freshwater ice on landmelts and runs into the ocean, that water is

added permanently to the ocean. The total volume of the ice on Greenland
alone is 2.624× 106 km3. If all of this ice were to melt and add to the ocean
(not taking into account possible shifting/depressing of the ocean floor or



240 The UMAP Journal 29.3 (2008)

added surface area of the ocean), the average global sea level would rise
6.7 m—just from the ice on Greenland.
Our question now becomes:
How will the melting of freshwater land ice affect the relative level of the
world’s oceans over the next 50 years?

Model 1: Constant Temperature
Predicted Increase in Sea Level
Tomodel the effects of ice-capmelt on Florida, we develop amodel that

provides a quick estimate of expected flooding. We assume:
• No increase in the rate of current ice-melt.
• Uniform distribution of the water from the ice melt throughout the
world’s oceans.

• No significant change in global temperatures and weather conditions.
We use the notation:

% Melt = percentage of land ice melting per decade
VI = current volume of land ice in Northern Hemisphere
CI→W = conversion factor volume of ice to volume of water = 0.919
SAWO = surface area of the world’s oceans = 3.611× 108km2

For a given decade, our equation becomes

Increase in ocean sea level =
%Melt× VI × CI→W

SAWO
.

Data from satellite images show a decrease in the Greenland ice sheet
of 239 km3 per year [Cockrell School of Engineering 2006]. Extrapolating
linearly, after 50 years we get an increase in sea level of 3.3 cm.
We must also take into account the contributions of smaller land ice

masses in Alaska and Canada, whose melting is contributing to the ocean
sea level rises of 0.025 cm and 0.007 cm per year [Abdalati 2005]. Extrapo-
lating linearly over 50 years, the total from the two is 1.6 cm, giving a total
increase in sea level of 4.9 cm ≈ 5 cm ≈ 2 in. by 2058.

Effects on Major Metropolitan Areas of Florida
Even after 50 years there will not be any significant effect on the coastal

regions of Florida, since all of these coastal cites are at least 2 m above sea
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level on average. There will, however, be correspondingly higher flooding
during storms and hurricanes.
Unfortunately, these results are based on simple assumptions that do

not account for several factors that play a role in the rising sea level. We
move on to a second model, which gets us closer to a realistic value.

Model 2: Variable-Temperature Model
Our next model takes into account the effect of a variable temperature

on the melting of the polar ice caps. Our basic model assumes constant
overall temperature in the polar regions, which will not be the case.

Predicted Increase in Temperature
The average global temperature rose about 1◦ C in the 20th century, but

over the last 25 years the rate has inreased to approximately ◦C per century
[National Oceanic and Atmospheric Administration (NOAA) 2008]. In
addition, much of the added heat and carbon dioxide gas will be absorbed
by the ocean, which will increase its temperature.
Consequently, scientists project an increase in the world’s temperature

by 0.7 to 2.9◦C over the next 50 years [Ekwurzel 2007]. An increase in
overall temperature will cause freshwater land ice to melt faster, which in
turn will cause the ocean to rise higher than predicted by the basic model.
We examine how an increase of 0.7 to 2.9◦C over the next 50 years will

affect sea level.

Model Results
We consider best- and worst-case scenarios. Again, we linearize; for

example, for the best-case scenario of 0.7◦C over 50 years, we assume an
increase of 0.14◦C per decade.

Best-Case Scenario: Increase of 0.7◦C Over 50 Years
The ice caps will absorb more heat and melt more rapidly. We calculate

sea-level rise at 10-year intervals.
The extra heatQx absorbed can be quantified as

Qx = msT,

where
x is the duration (yrs),
m is mass of the ice cap (g),
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s is the specific heat of ice (2.092 J/g-◦C), and
T is the change in overall global temperature (◦C).
We find

Q50 = 4.85× 1018 kJ.

To determine how much extra ice will melt in the freshwater land-ice
regions due to an overall increase in 0.7◦C, we divide the amount of heat
absorbed by the ice by the specific latent heat of fusion for water, 334 kJ/kg
at 0◦C, getting a mass of ice melted of 1.45× 1016 kg.
Since water has a mass of 1,000 kg per cubic meter, the total volume of

water added to the ocean is 1.45× 1013 m3. Dividing by the surface area
of the ocean gives a corresponding sea-level rise of 4.0 cm.
Thisvolume is in addition to theheightof 4.9 cmcalculated in the steady-

temperatureModel 1. Thus, in our best-case scenario, in 50 years the ocean
will rise about 9 cm.

Worst-Case Scenario: Increase of 2.9◦C Over 50 Years
Using the same equations, we find in our worst-case scenario that in 50

years the ocean will rise about 21 cm.

Model 3: Ocean Volume under Warming
The previous two models determined the total volume of water to be

added to the world’s oceans as a result of the melting of freshwater land
ice. However, they do not take into account the relative surface areas of the
oceans of the Northern Hemisphere and the Southern Hemisphere. The
difference in the ratios of land area to ocean area in the two hemispheres is
quite strikingandgivesawayof improvingourmodelofwaterdistribution.

Northern Hemisphere Ocean Surface Area
Approximately 44% of the world’s ocean surface area is located in the

Northern Hemisphere and 56% in the Southern Hemisphere [Pidwirny
2008]. The surface area of the ocean in the Northern Hemisphere is 1.58×
108 km2.

Percentage of Ice Melt Staying in the Northern Hemisphere
Similar melting freshwater land-ice is occurring in southern regions.

So, we have water pouring down from the North Pole and water rushing
up from the South Pole. There is very little information regarding flow
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rates and distributions of water throughout the world’s oceans. Since most
of the ice melt is added to the top layer of the ocean, that water will be
subject to the major ocean currents, under which water in the Northern
Hemispheremainly stays in thenorth. For the sakeof argument,weassume
conservatively that just half of themelted freshwater land ice from thenorth
stays in the Northern Hemisphere.

Expanding Volume Due to Increasing Ocean Temperatures
Several factors contribute to warming the ocean:

• The rising air temperature too will warm the ocean.
• As thepolar ice capsmelt, theywill reflect less and less sunlight,meaning
that the ocean will absorb a great deal of that heat.

• Progressively higher levels of carbon dioxide will be forced into the
ocean.
In the ocean below 215 m, the pressure and lack of sunlight counteract

increases in temperature. Thewater in the top 215m of the ocean, however,
will warm and expand in volume. Water at that temperature (15◦C) has a
coefficient of thermal expansion of 2.00× 10−4 K−1. We estimate the water
level rise for the best and worst-case scenarios via:

Vchange = VstartBTchange,

where
• Vstart = initial volume,
• Vchange = change in volume,

• B = the thermal expansion factor (2.00× 10−4 K−1), and
• Tchange = the change in temperature.
By dividing out the surface area of both volumes (roughly equal), we

find a change in depth: 2 cm in the best-case scenario, and 12.5 cm in the
worst case, after 50 years.

Putting It All Together
Figure 1 shows the results from Model 3. After 50 years, the sea level

surrounding Florida will rise between 12 and 36 cm.

Effect on Florida
While the ocean-level rise surrounding each of the four cities will be

comparable, there will be differential effects due to topography.
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Figure 1. Results from Model 3.

Key West
Key West is the lowest in elevation of our four chosen coastal cities,

with an average elevation of 2.44 m. After 50 years, the sea level will rise
between 12 cm (4.7 in.) and 36 cm (14.3 in.).
This city is by far the most susceptible to flooding. When the sea level

rises, there will be a proportional rise in the water table of the city. So, not
only will the city begin to flood at higher elevations than it does currently,
but it will also be harder to drain water after storms. In addition, there will
be problems with overflowing sewers.
Based on our projections in Model 3, 75% of KeyWest will be at serious

risk for flooding in about 50 years, including the airport. Key West needs
to consider how to prevent water from entering the airport area or even
start thinking about building a new airport at a higher elevation. [This is of
particular importance considering the flooding of KeyWest in the summer
of 2008.]

Miami
Miami will experience problems similar to those of Key West. Under

the range of the scenarios, there will be a small loss of beachfront land and
some minor flooding along the Miami River. Again, there will be possible
problems with overflowing sewers and drainage due to the raised water
table. However, oneof thebiggestproblemsmight ariseduringa significant
storm such as a hurricane. With the added height of the ocean and the low
elevation of the Miami downtown area, the city could experience long-
lasting floods of up to 36 cm where flooding is now currently minimal.
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In 50 years, many buildings could be far too close to the ocean for com-
fort, and their structural integrity might be compromised.

Daytona Beach
Daytona Beach will experience some loss of shoreline property and be

slightly more susceptible to flooding in low-lying areas. In addition, flood
risks will be more severe in times of tropical storms and hurricanes. How-
ever, since there is a sharp increase in the elevation as one goes inland,
flooding will be minimal and city drainage will remain relatively normal.

Tampa
Tampawill experience very little change from its current situation, since

its lowest-lying regions are above 8 m. However, Tampa needs to be pre-
pared for additional flooding and possible drainage problems.

General Recommendations for Coastal Florida
• Limit coastal erosion. The more erosion, the more beachfront property
will be lost.

• Monitor the water table. As the sea level rises, so will the water table,
which affects foundationsof buildings and sewers. Itwouldbe advisable
to restrict building construction within a set distance of the coast.

• Prepare for flooding. Higher sea level will produce greater flooding in
storms. Cities should prepare evacuation and emergency plans.

• Use government information resources. When it comes to predicting
whether or not one’s particular town is in danger, there is an excellent
online source for viewing potential flood levels. We highly recommend
use of such resources of the Federal Emergency Management Agency at
www.fema.gov .

• Informthepublicnow. Information is thekey topreparation, andprepa-
ration in turn is the best way to combat the effects of the rising sea level
over the years to come.
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Abstract
Greenhouse-gas emissions have produced global warming, including

melting in the Greenland Ice Sheet (GIS), resulting in sea-level rise, a trend
that could devastate coastal regions. A model is needed to quantify effects
for policy assessments.
We present a model that predicts sea-level trends over a 50-year period,

based on mass balance and thermal expansion acting on a simplified ice-
sheet geometry. Mass balance is represented using the heat equation with
Neumann conditions and sublimation rate equations. Thermal expansion
is estimated by an empirically-derived equation relating volume expansion
to temperature increase. Thus, the only exogenous variables are time and
temperature.
Weapply themodel tovaryingscenariosofgreenhouse-gas-concentration

forcings. We solve the equations numerically to yield sea-level increase
projections. We then project the effects on Florida, as modeled from USGS
geospatial elevation data and metropolitan population data.
The results of our model agree well with past measurements, strongly

supporting its validity. The strong linear trend shown by our scenarios
indicates both insensitivity to errors in inputs and robustness with respect
to the temperature function.
Based on our model, we provide a cost-benefit analysis showing that

small investments inprotective technologycould spare coastal regions from
flooding. Finally, thepredictions indicate that reductions ingreenhouse-gas
emissions are necessary to prevent long-term sea-level-rise disasters.
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Introduction
There is strong evidence of global warming; temperatures have in-

creased by about 0.5◦C over the last 15 years, and global temperature is
at its highest level in the past millennium [Hansen et al. 2000]. One of the
feared consequences of global warming is sea-level rise. Satellite observa-
tions indicate that a rise of 0.32± 0.02 cm annually 1993–1998 [Cabanaes et
al. 2001]. Titus et al. [1991] estimate that a 1-meter rise in sea levels could
cause $270–475 billion in damages in the U.S. alone.
Complex factors underlie sea-level rise. Thermal expansion of water

due to temperature changes was long implicated as the major component,
but it alone cannot account for observed increases [Wigley andRaper 1987].
Mass balance of large ice sheets, in particular the Greenland Ice Sheet, is
now believed to play a major role. The mass balance is controlled by accu-
mulation (influx of ice to the sheet, primarily from snowfall) and ablation
(loss of ice from the sheet, a result of sublimation andmelting) [Huybrechts
1999].
Contrary to popular belief, floating ice does not play a significant role.

By Archimedes’ Principle, the volume increase∆V of a body of water with
density ρocean due to melting of floating ice of weight W (assumed to be
freshwater, with liquid density ρwater) is

∆V = W

µ
1

ρwater
− 1

ρocean

∂
.

The density of seawater is approximately ρocean = 1024.8 kg/m3 [Fofonoff
and Millard 1983]; the mass of the Arctic sea ice is 2× 1013 kg [Rothrock
and Jang 2005]. Thus, the volume change if all Arctic sea ice melted would
be

∆V = 2× 1013 kg
µ

1
1000 kg/m3 −

1
1024.8 kg/m3

∂
.

Approximating that 360 Gt of water causes a rise of 0.1 cm in sea level
[Warrick et al. 1996], we find that volume change accounts for a rise of

4.84× 108 m3 × 1000 kg
m3

× 1 Gt
9.072× 1011 kg

× 0.1 cm
360 Gt

≈ 0.00015 cm.

This small change is inconsequential.
We also neglect the contribution of the Antarctic Ice Sheet because its

overall effect is minimal and difficult to quantify. Between 1978 and 1987,
Arctic ice decreased by 3.5% but Antarctic ice showed no statistically sig-
nificant changes [Gloersen and Campbell 1991]. Cavalieri et al. projected
minimal melting in the Antarctic over the next 50 years [1997]. Hence, our
model considers only the Greenland Ice Sheet.
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Models for mass balance and for thermal expansion are complex and
often disagree (see, for example, Wigley and Raper [1987] and Church et
al. [1990]). We develop a model for sea-level rise as a function solely of
temperature and time. The model can be extended to several different
temperature forcings, allowing us to assess the effect of carbon emissions
on sea-level rise.

Model Overview
We create a framework that incorporates the contributions of ice-sheet

melting and thermal expansion. The model:
• accurately fits past sea-level-rise data,
• provides enough generality to predict sea-level rise over a 50-year span,
• computes sea-level increases for Florida as a function of only global tem-
perature and time.
Ultimately, the model predicts consequences to human populations. In

particular,weanalyze the impact in Florida,with its generally lowelevation
and proximity to the Atlantic Ocean. We also assess possible strategies to
minimize damage.

Assumptions
• Sea-level rise is primarily due to the balance of accumulation/ablation
of the Greenland Ice Sheet and to thermal expansion of the ocean. We
ignore the contribution of calving and direct human intervention, which
are difficult to model accurately and have minimal effect [Warrick et al.
1996].

• The air is the only heat source for melting the ice. Greenland’s land is
permafrost, andbecauseof large amounts of ice on its surface,we assume
that it is at a constant temperature. This allowsus touse conductionas the
mode of heat transfer, due to the presence of a key boundary condition.

• The temperature within the ice changes linearly at the steady state. This
assumptionallowsus to solve theheat equation forNeumannconditions.
By subtracting the steady-state term from the heat equation,we can solve
for the homogeneous boundary conditions.

• Sublimation andmeltingprocesses do not interferewith each other. Sub-
limation primarily occurs at below-freezing temperatures, a condition
during which melting does not normally occur. Thus, the two processes
are temporally isolated. This assumption drastically simplifies compu-
tation, since we can consider sublimation and melting separately.
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• The surface of the ice sheet is homogeneous with regard to tempera-
ture, pressure, and chemical composition. This assumption is neces-
sary because there are no high-resolution spatial temperature data for
Greenland. Additionally, simulating suchvariationwould require finite-
element methods and mesh generation for a complex topology.

Defining the Problem
Let M denote the mass balance of the Greenland Ice Sheet. Given a

temperature-forcing function,we estimate the sea-level increases (SLR) that
result. These increases are a sum of M and thermal expansion effects,
corrected for local trends.

Methods
Mathematically Modeling Sea-Level Rise
Sea-level rise results mostly from mass balance of the Greenland Ice

Sheet and thermal expansion due to warming. The logic of the simulation
process is detailed in Figure 1.

Temperature Data
We create our own temperature data, using input forcings that we can

control. We use the EdGCM global climate model (GCM) [Shopsin et al.
2007], based on the NASA GISS model for climate change. Its rapid simu-
lation (10 h for a 50-year simulation) allows us to analyze several scenarios.
Three surfaceair temperature scenarios incorporate the the low,medium,

and high projections of carbon emissions in the IS92 series resulting from
the IPCC Third Assessment Report (TAR) [Edmonds et al. 2000]. The car-
bon forcings are shown in Figure 2. All other forcings are kept at default
according to the NASA GISS model.
Onedownside to theEdGCMis that it canoutputonlyglobal temperature

changes; regional changes are calculated but are difficult to access and have
low spatial accuracy. However, according to Chylek and Lohmann [2005],
the relationship betweenGreenland temperatures and global temperatures
is well approximated by

∆TGreenland = 2.2∆Tglobal.

The Ice Sheet
Wemodel the ice sheet as a rectangular box. We assume that each point

on the upper surface is at constant temperature Ta, because our climate
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Figure 1. Simulation flow diagram.
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Figure 2. Carbon dioxide forcings for the EdGCMmodels.
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model does not have accurate spatial resolution for Greenland. The lower
surface, the permafrost layer, has constant temperature Tl.
To compute heat flux, and thusmelting and sublimation through the ice

sheet, we model it as an infinite number of differential volumes (Figure 3).

Figure 3. Differential volumes of the ice sheet.

The height h of the box is calculated using data provided by Williams
and Ferrigno [1999]:

h =
Volumeice
Surfaceice

=
2.6× 106 km3

1.736× 106 km2 = 1.5 km.

Theprimarymodeof sea-level rise inourmodel is throughmassbalance:
accumulation minus ablation.

Mass Balance: Accumulation
Huybrechts et al. [1991] show that the temperature of Greenland is not

high enough to melt significant amounts of snow. Furthermore, Knight
[2006] shows that the rate of accumulation of ice is well-approximated by
a linear relationship of 0.025 m/month of ice. In terms of mass balance, we
have

Mac = 0.025LD,

where L andD are the length and width of the rectangular ice sheet.

Mass Balance: Ablation
We model the two parts of ablation, sublimation and melting.

Sublimation
The sublimation rate (mass flux) is given by:

S0 = esat(T )
µ

Mw

2πRT

∂1/2

,

where Mw is the molecular weight of water and T is the temperature
in kelvins. This expression can be derived from the ideal gas law and
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the Maxwell-Boltzmann distribution [Andreas 2007]. Substituting Buck’s
[1981] expression for esat, we obtain:

S0 = 6.1121 exp

"°
18.678− T

234.5

¢
T

257.14 + T

#µ
Mw

2πR(T + 273.15)

∂1/2

,

wherewenowscaleT in ◦C.Buck’s equation is applicableover a large range
of temperatures and pressures, including the environment of Greenland.
To convert mass flux into rate of change of thickness the ice, we divide the
mass flux expression by the density of ice, getting the rate of height change
as

Sh =
6.1121d

ρice
exp

"°
18.678− T

234.5

¢
T

257.14 + T

#µ
Mw

2πR(T + 273.15)

∂1/2

,

where d is the deposition factor, given by d = (1− deposition rate) = 0.01
[Buck 1981].
The thickness of the ice sheet after one timestep (= one month) of the

computational model is

S(t) = h− Sht,

where h is the current thickness of the ice sheet and t is one timestep.
Substituting forSh the expression above and themolecularweight of water
yields

S(t) = h− 6.1121× 10−2t

ρice
exp

∑
(18.678− T

234.5
)T

257.14 + T

∏µ
Mw

2πR(T + 273.15)

∂1/2

.

Melting
To model melting, we apply the heat equation

Ut(x, t) = kUxx(x, t),

using k = 0.0104 as the thermal diffusivity of the ice [Polking et al. 2006].
For the Neumann conditions, we assume a steady-state Us with the same
boundary conditions as U and that is independent of time. The residual
temperature V has homogeneous boundary conditions and initial condi-
tions found from U − Us. Thus, we can rewrite the heat equation as

U(x, t) = V (x, t) + Us(x, t).

The steady-state solution is

Us = Tl +
Ta − Tl

S(t)
x,
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subject to the constraints 0 < x < S(t) and 0 < t < 1month. Directly from
the heat equation we also have

Vt(x, t) = kVxx(x, t) + f, where f is a forcing term; and
V (0, t) = V

°
S(t), t

¢
= 0, for the homogeneous boundary equations.

Since no external heat source is present and temperature distribution
depends only on heat conduction, we take as the forcing term f = 0. To
calculate change in mass balance on a monthly basis, we solve analytically
using separation of variables:

V (x, t) =
a0

2
+

∞X

n=1

an exp
∑
−n2π2t

s2

∏
cos

≥nπx

s

¥
,

where

a0 =
2
s

Z s

0

µ
Tl +

Ta − Tl

s
x

∂
dx = 2T1 + Ta − Tl = Tl + Ta

and

a0 =
2
s

Z s

0

µ
Tl +

Ta − Tl

s
x

∂
cos

≥nπx

s

¥
dx

=
≥ s

nπ

¥2 °
cos(nπ)− 1

¢

=
≥ s

nπ

¥2 °
(−1)n − 1

¢
.

Therefore,

V (x, t) =
Tl + Ta

2
+

∞X

n=1

2(Ta − Tl)
(nπ)2

°
(−1)n − 1

¢
exp

∑
−n2π2t

s2

∏
cos

≥nπx

s

¥
.

Having foundV (x, t) andUs(x, t), we obtain an expression forU(x, t) from

U(x, t) = V (x, t) + Us(x, t).

Since U is an increasing function of x, and for x > k, we have U(x, t) > 0
for fixed t; the ice will melt for k < x < h. To determine ablation, we solve
U(k, t) = 0 for k using the first 100 terms of the Fourier series expansion
and the Matlab function fzero. We use the new value of k to renew h as
the new thickness of the ice sheet for the next timestep.
With these two components, we can finalize an expression for ablation

andapply it to a computationalmodel. The sumof the infinitesimal changes
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in ice sheet thickness for each differential volume gives the total change in
thickness. To find these changes, we first note that

Mass balance loss due to sublimation = (h− S)LD,

Mass balance loss due to melting = (S − k)LD,

where theproductLD is the surface area of the ice sheet. In these equations,
the “mass balance” refers to net volume change. Thus, ablation is given by

Mab = (h− S)LD + (S − k)LD = (h− k)LD.

Mass Balance and Sea-Level Rise
Combining accumulation and ablation into an expression for mass bal-

ance, we have

M = Mac −Mab = 0.025LD − (h− k)LD.

Relating this to sea-level rise, we use the approximation 360 Gt water =
0.1 cm sea-level rise. Thus,

SLRmb = Mρice
0.1 cm
360 Gt

,

which quantifies the sea-level rise due to mass balance.

Thermal Expansion
According to Wigley and Raper [1987], for the current century ther-

mal expansion of the oceans due to increase in global temperature will
contribute at least as much to rise in sea level as melting of polar ice [Huy-
brechts et al. 1991; Titus and Narayanan 1995]. So we incorporate thermal
expansion into our model.
Temperature plays the primary role in thermal expansion, but the diffu-

sion of radiated heat, mixing of the ocean, and various other complex-
ities of ocean dynamics must be accounted for in a fully accurate de-
scription. We adapt the model of Wigley and Raper [1987]. Based on
standard greenhouse-gas emission projections and a simple upwelling-
diffusion model, the dependency of the model can be narrowed to a single
variable, temperature, using an empirical estimation:

∆z = 6.89∆Tk0.221,

where
∆z is the change in sea level due to thermal expansion (cm),
∆T is the change in global temperature (◦C), and
k is the diffusivity.
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Localization
A final correction must be added to the simulation. The rise in sea level

will vary regionally rather significantly. The local factors often cited include
land subsidence, compaction, and delayed response to warming [Titus and
Narayanan 1995]. We thus assume that previous patterns of local sea-level
variation will continue, yielding the relationship

local(t) = normalized(t) + trend(t− 2008),

where
• local(t) is the expected sea level rise at year t (cm),
• normalized(t) is the estimate of expected rise in global sea level change
relative to the historical rate at year t, and

• trend is the current rate of sea-level change at the locale of interest.
The normalization prevents double-counting the contribution from global
warming.
In our model, the rates of sea-level change are averaged over data for

Florida from Titus and Narayanan [1995] to give the trend. This is reason-
able because the differences between the rates in Florida are fairly small.
The normalized (t) at each year is obtained from

global(t)− historical rate(t− 2008),

where global(t) is the expected sea-level rise at year t from our model and
historical rate is chosen uniformly over the range taken from Titus and
Narayanan [1995].

Simulating Costs of Sea-Level Rise to Florida
To model submersion of regions of Florida due to sea-level rise, we cre-

ated a raster matrix of elevations for various locations, using USGS data
(GTOPO30) [1996]. The 30-arc-second resolution corresponds to about
1 km; however, to yield a more practical matrix, we lowered the resolu-
tion to 1 minute of arc (approx. 2 km).
The vertical resolution of the data is much greater than 1 m. To model

lowcoastal regions, thematrixgenerationcode identifiedpotential sensitive
areas and submitted these to the National Elevation Dataset (NED) [Seitz
2007] for refinement. (NED’s large size and download restrictions restrict
its use to sensitive areas.) The vertical resolutionofNED is veryhigh [USGS
2006]. We use these adjustments to finalize the data.
We measure the effect of sea-level rise on populations by incorporat-

ing city geospatial coordinates and population into the simulation. We
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obtained geospatial coordinates from the GEOnames Query Database [Na-
tional Geospatial Intelligence Agency 2008] and population data from the
U.S. Census Bureau [2000].
We used the sea-level rise calculated from our model as input for the

submersion simulation, which subtracts the sea-level increase from the el-
evation. If rising sea level submerges pixels in a metropolitan area, the
population is considered “displaced.”
A key limitation of the model is that the population is considered to be

concentrated in the principal cities of the metropolitan areas, so a highly
accurate population count cannot be assessed. This simplification allows
quickdisplay ofwhich cities are threatenedwithout the complexity of hard-
to-find high-resolution population distribution data.
We checked the model for realism at several different scenarios. As

shown in Figure 4, our expectations are confirmed:
• 0 m: No cities are submerged and no populations or land areas are
affected.

• 10 m: This is slightly higher than if all of the Greenland Ice Sheet melted
(approx. 7m). Many cities are submerged, especially in southernFlorida.

• 100 m: Most of Florida is submerged.

Figure 4. Effects of 0, 10, and 100-meter sea-level rise.

Results
Output Sea-Level-Rise Data
Weran theprogramwithaMatlab script for the IS92e (high), IS92a (inter-

mediate), and IS92c (low) carbon-emissionsmodels. Theprogramproduces
a smooth trend in sea-level increase for each of the three forcings, as shown
in Figure 5: Higher temperature corresponds to higher sea-level rise, as
expected. The sea-level output data are then used to calculate submersion
consequences.
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Figure 5. Sea level rise as a function of time for the three temperature models.

Submersion Simulation Results
Output consists of the submerged land area and displaced population

statistics. The program quantified the effects noted in Table 1. For the low
and medium scenarios, no metropolitan areas are submerged until after 30
years. In all scenarios, Miami Beach and Key Largo are submerged after 40
years.

Discussion and Conclusion
The estimated sea-level rises (Figure 5) for the three scenarios seem

reasonable. The 50-year projection is in general agreement with models
proposed by the IPCC , NRC, and EPA (less than 10 cm different from each)
[Titus et al. 1991]. Additionally, the somewhat-periodic, somewhat-linear
trend is similar to past data of mean sea-level rise collected in various loca-
tions [Titus et al. 1991]. Thus, the projections of our model are reasonable.
The high-emission scenario results in a 40–50 cm rise in sea level by

2058, with results from the intermediate scenario 6–10 cm lower and the
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Table 1.
Effects under different scenarios (using current population values).

Time High Medium Low
Displaced Submerged Displaced Submerged Displaced Submerged

(yrs) (×103) (km2 ×103) (×103) (km2 ×103) (×103) (km2 ×103)

10 0 6.5 0 6.4 0 6.2
20 12 7.5 0 6.9 0 6.8
30 100 9.2 12 7.7 0 7.1
40 100 9.7 100 9.0 100 8.0
100 135 10.0 100 9.5 100 9.2

low-emission scenario trailing intermediate by 5–8 cm. The model thus
works as expected for a wide range of input data: Higher temperatures
lead to increased sea level rise.
Overall, the damage due to sea-level change seems unremarkable. Even

in theworst-case scenario, in 50 years only 135,000people are displacedand
10,000 square kilometers are submerged, mostly in South Florida.
However, these projections are only the beginning of what could be a

long-termtrend. Asshownby thecontrol results, a sea-level increaseof 10m
would be devastating. Further, not all possible damages are assessed in our
simulation. For example, sea-level increases have been directly implicated
also in shoreline retreat, erosion, and saltwater intrusion. Economic dam-
ages are not assessed. Bulkheads, levees, seawalls, and other structures are
often built to counteract the effect of rising sea levels, but their economic
impacts are outside the scope of the model.
Our model has several key limitations. The core assumption of the

model is the simplification of physical features and dynamics in Green-
land. The model assumes an environment where thickness, temperature,
and other physical properties are averaged out and evenly distributed.
The “sublimate, melt, and snow” dynamics are simulated with a monthly
timestep. Such assumptions are too simplistic to capture fully the ongoing
dynamics in the ice sheets. But we do not have the data and computing
power to perform a full-scale 3-D grid-based simulation using energy-mass
balance models, as in Huybrechts [1999].
With regard to minor details of the model, the assumed properties re-

garding the thermal expansion, localization, and accumulation also take an
averaging approach. We make an empirical estimate adapted fromWigley
and Raper [1987]. Consequently, our model may not hold over a long pe-
riod of time, when its submodels for accumulation, thermal expansion, and
localization might break down.
The assumptions of the EdGCMmodel are fairly minimal, and the pro-

jected temperature time series for each scenario are consistent with typical
carbon projections [Edmonds et al. 2000]. Although the IS92 emissions sce-
narios are very rigorous, they are themainweakness of themodel. Because
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all of the other parameters depend on the temperature model, our results
are particularly sensitive to factors that directly affect the EdGCM output.
Despite these deficiencies, ourmodel is a powerful tool for climatemod-

eling. Its relative simplicity—while it canbeviewedas aweakness—isactu-
ally a key strength of themodel. Themodel boasts rapid runtime, due to its
simplifications. Furthermore, the model is a function of time and temper-
ature only; the fundamentals of our model imply that all sea-level increase
is due to temperature change. But even with less complexity, our model is
comprehensive and accurate enough to provide accurate predictions.

Recommendations
In the short term, preventive action could spare many of the model’s

predictions from becoming reality. Key Largo and Miami Beach, which
act as a buffer zone preventing salinization of interior land and freshwater,
are particularly vulnerable. If these regions flood, seawater intrusion may
occur, resulting in widespread ecological, agricultural, and ultimately eco-
nomical damage. Titus and Narayanan [1995] recommend building sand
walls.
In the long term, carbon emissionsmust be reduced to prevent disasters

associated with sea-level rise.
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Abstract
A consequence of global warming that directly impacts U.S. citizens is

the threat of rising sea levels due to melting of the North Polar ice cap.
One of the many states in danger of losing coastal land is Florida. Its
low elevations and numerous sandy beaches will lead to higher erosion
rates as sea levels increase. The direct effect on sea level of only the North
Polar ice cap melting would be minimal, yet the indirect effects of causing
other bodies of ice to melt would be crucial. We model individually the
contributions of various ice masses to rises in sea level, using ordinary
differential equations to predict the rate at which changes would occur.
For small ice caps and glaciers, we propose a model based on global

mean temperature. Relaxation time and melt sensitivity to temperature
change are included in themodel. Ourmodel of theGreenland andAntarc-
tica ice sheets incorporates ice mass area, volume, accumulation, and loss
rates. Thermal expansion of water also influences sea level, so we include
this too. Summing all the contributions, sea levels could rise 11–27 cm in
the next half-century.
A rise in sea level of oneunit is equivalent to a horizontal loss of coastline

of 100 units. We investigate how much coastal land would be lost, by
analyzing relief and topographicmaps. By 2058, in theworst-case scenario,
there is the potential to lose almost 27 m of land. Florida would lose most
of its smaller islands and sandy beaches. Moreover, the ports ofmostmajor
cities, with the exception of Miami, would sustain some damage.
Predictions fromthe IntergovernmentalPanelonClimateChange(IPCC)

and from theU.S. Environmental ProtectionAgency (EPA) and simulations
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from the Global Land One-km Base Elevation (GLOBE) digital elevation
model (DEM) match our results and validate our models.
While the EPA and the Florida state government have begun to imple-

ment plans of action, further measures need to be put into place, because
there will be a visible sea-level rise of 3–13 cm in only 10 years (2018).

Introduction
Measurements and observations of Earth’s ice features (e.g., glaciers, ice

sheets, and ice packs) indicate changes in the climate [Kluger 2006; NASA
Goddard Institute for SpaceStudies 2003;NaturalResourcesDefenseCoun-
cil 2005] and consequent raised ocean levels resulting from their melting.
Over the past 30 years, the amount of ice covering the North Pole has

been reduced by 15%–20%. Additionally, the snow season in which ice is
restored to the pack has grown shorter. By 2080, it is expected that there
will be no sea ice during the summer [Dow and Downing 2007].
Besides the Arctic ice pack, glaciers of around the world are also shrink-

ing. Warmer air andoceanwaters cause themelting, andmost glaciers have
retreated at unparalleled rates over the past 60 years [Dow and Downing
2007].
Two other signs of a changing climate have direct impacts on people: in-

creasedweather-related disasters and a rising sea level. In 2005, the United
States experienced 170 floods and 122windstorms, comparedwith 8 floods
and 20 windstorms in 1960. The statistics are similar for other countries,
with 110,000deathsdue toweather-related catastrophesworldwide in 2005.
Sea-level rise results are visible. Small, low-lying islands in the Southern

Pacific Ocean have either disappeared (e.g., two of the Kiribati islands in
1999) or had to be abandoned by residents (e.g., Carteret Islands in Papua
NewGuinea). Over the 20th century, the average sea-level risewas roughly
15 cm. If this trend continues, many more islands as well as the coastline
of some countries would be lost [Dow and Downing 2007].

Assumptions
All the documentation that we encountered stated the same basic claim:

The North Polar ice cap melting will on its own affect the global ocean level by
only a negligible amount. This claim is simply a matter of the Archimedes
Principle: The volume of water that would be introduced to the world’s
oceans and seas is already displaced by the North Polar ice pack, since it is
comprised of frozen sea water floating in the Arctic Ocean.
However, the disappearing Arctic ice pack will speed up global warm-

ing, which encourages the melting of other land ice masses on Earth (e.g.
Greenland, Antarctica, etc.). Thus, ocean levels will rise more as the North
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Polar ice cap shrinks, due to indirect effects. In fact, North Polar ice cap
melt is used as an “early warning system” for climate change around the
world [Arctic Climate Impact Assessment 2004].

Worldwide Consequences of the Warming Arctic
As greenhouse gases increase in the atmosphere, snow and ice in the

Arctic form later in the fall and melt earlier in the spring. As a result, there
is less snow to reflect the sun’s rays and more dark space (land and water)
to absorb energy from the sun. The result, then, is the snow and ice forming
later and melting earlier: A cycle emerges. Along the same lines, as snow
and ice recede on the Arctic tundra, vegetation will grow on the exposed
land,whichwill further increase energy absorption. Even thoughnew trees
would take in some of the CO2 in the atmosphere, it would not be enough
to compensate for the human-produced CO2 causing the warming. Also,
humans produce soot that is deposited in the Arctic by wind currents; the
soot darkens the snow and further adds to soaking up energy from the sun.
All of these changes will vary the world climate and lead to an increased
global temperature [Arctic Climate Impact Assessment 2004].
When ice forms on the Arctic ice pack, most of the salt is pushed to the

water directly below the mass. Therefore, the salinity of the water where
sea ice is being formed andmelted increases, which is an important step in
thermohaline circulation—a system driven by the differences in heat and salt
concentration that is related to ocean currents and the jetstream. Heating
and melting in the Arctic will greatly affect the ocean currents of the world
by slowing thermohaline circulation: The rate of deepwater formationwill
decrease and lead to less warmwater being brought north to be cooled. As
a result, there will be regional cooling in the northern seas and oceans and
an overall thermal expansion in the rest of the world, leading to a rise in
sea level [Arctic Climate Impact Assessment 2004; Bentley et al. 2007].
Another direct impact of warming in the Arctic is the melting of per-

mafrost, permanently frozen soil in the polar region. The melting of per-
mafrost could lead to the releaseof largeamountsof carbondioxide,methane,
and other greenhouse gases into the atmosphere [NASAGoddard Institute
for Space Studies 2003]. Although warming would have to be fairly signif-
icant for this to occur, the consequences could be great, since another cycle
of warming will take hold [Arctic Climate Impact Assessment 2004].
As the Arctic warms and global temperatures continue to rise, land ice

willmelt at an increasing rate. The associated sea-level risewill causemajor
loss of coastal land around the globe [Dow and Downing 2007].
TheArctic ecosystem itselfwill be completelydisruptedby thewarming

environment. Foodandhabitatdestructionwill haveadevastatingeffect on
the mammals, fish, and birds that thrive in this cold environment. What’s
more, ecosystems farther southwill be impacted, because a large number of
Arctic animalsmove there during the summermonths in search of food and
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for breeding purposes [Arctic Climate Impact Assessment 2004; Bentley et
al. 2007].
Finally, the warming Arctic will change the lives of humans around the

globe. The most directly impacted will be the native peoples living in the
North Polar region who depend on the ice pack and northern glaciers as
a home and hunting ground. These people will be forced to move farther
south andfindnewmeans of survival. Manyfishing industries that depend
on the Arctic as a source of income will see a reduction in catches. There
will also be easier access to oil andminerals that lie under the ocean floor—
a happy thought for some and horrific for others [Arctic Climate Impact
Assessment 2004; Bentley et al. 2007].
We focus on the effect of small ice caps, glaciers, and the Greenland and

Antarctica ice sheets melting over the next 50 years, since these will have a
direct effect on sea level. Furthermore, we predict the effects of a sea-level
rise on Florida. Finally, we propose a response plan.

Modeling Small Ice Caps and Glaciers
Though ice caps and glaciers are small compared to the Greenland and

Antarctica ice sheets, they are located in warmer climates and tend to have
a quicker reaction rate in response to climate change, and they will cause
more-immediate changes in sea level [Oerlemans 1989].

Global Mean Temperature
Globalmeantemperature is ameasureofworld-widetemperature change

and is based on various sets of data. Overall trends in the temperature
change can be detected, and periods of global warming and global cooling
can be inferred.
Trends can clearly be seen in annual temperature anomaly data (rela-

tive changes in temperature) [NASA Goddard Institute for Space Studies
2008]. Figure 1 showsglobal annualmean temperature for January through
December of each year.
In the late 1800s, the temperature anomalies were negative yet increas-

ing. For 1930–1970, the temperature anomalies hovered around 0; but then
by the 1980s they remained positive and have been increasing.

Assumptions and Formation
Wemodel the contribution of small ice caps and glaciers to sea-level rise

by a model that uses a relation between the global mean temperature and
themass change of the small ice caps and glaciers [Oerlemans 1989;Wigley
and Raper 1993]. We begin with the equation
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Figure 1. Anomalies in global mean temperature, 1880–2007. The temperature is scaled in 0.01◦C.
Data from NASA Goddard Institute for Space Studies [2008].

dz

dt
=
−z + (Z0 − z)β∆T

τ
, (1)

where
z is the sea-level change (initially zero) (m),
τ is the relaxation time (years),
β is a constant representing glacier melt sensitivity to temperature change
(◦C−1),

Z0 is the initial ice mass in sea-level equivalent, and

∆T is the global mean temperature change (◦C).
We set Z0 = 0.45m, based on data fromOerlemans [1989]. We use data

from Wigley and Raper [1993] for the values of τ and β, and we set these
parameters for various estimates of sea-level rise as follows:

Low: (τ,β) = (30, 0.10)
Medium: (τ,β) = (20, 0.25)
High: (τ,β) = (10, 0.45).
The last parameter to estimate is ∆T . This could be done by finding a

best-fit curve to the temperature anomaly data of Figure 1. For the years
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after 1980, linear and logarithmic curves appear to fit the data. However,
we use a temperature perturbation as an estimate for the change in annual
global mean temperature, since this was implemented into models used
in Oerlemans [1989]. The equation for the temperature perturbation is

T 0 = η(t− 1850)3 − 0.30, (2)

where
η is the constant 27× 10−8 ◦K·yr−3,
t is the year,
1850 is used as a reference year in which the Earth was in a state unper-
turbed by global warming, and

0.30 is a vertical shift (◦C).
The comparison of (2) to the data in Figure 1 is given in Figure 2.

Figure 2. Comparison of T 0 and actual data.

While the curve is not extremely accurate to each data point, the broad
shape of the trend reflects the actual change in the global mean tempera-
ture. Fitting a polynomial of high degree could match the data better, but
extrapolation past 2007 could be highly inaccurate. The moderate increase
in global mean temperature represented by T 0 is realistic for our purposes
of keeping the model simple.
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Now we set∆T equal to T 0 by plugging (2) into (1), giving

dz

dt
=
−z + (Z0 − z)β(η(t− 1850)3 − 0.30)

τ
.

Results of the Model
Low Sea-Level Rise
With τ = 30 (the relaxation time in years) and β = 0.10 (the glaciermelt

sensitivity to temperature change in ◦C−1), a low sea-level rise is estimated.
Using these parameters, there is a decrease in sea level between 1850 and
1910, then a steady increase to a change of about 0.10m by 2100 (Figure 3a).
This curve is concave up. Focusing on the years 2008–2058, the change in
sea level ranges between 0.015 m and 0.055 m (Figure 3b). This curve is
also concave up.

Medium Sea-Level Rise
With τ = 20 and β = 0.25 , a medium sea-level rise is estimated. There

is a decrease in sea level between 1850 and about 1900, and then a steady
increase to a change of about 0.20 m by 2100 (Figure 3c). The curve is
concave up, with a slight possible change to concave down around 2075.
For 2008–2058, the change in sea level ranges between 0.045 m and 0.13 m
(Figure 3d). This curve is almost linear.

High Sea-Level Rise
With τ = 10 and β = 0.45 , a high sea-level rise is estimated. There is a

decrease in sea level between 1850 and 1890, and then a steady increase to a
change of about 0.275 m by 2100 (Figure 3e). This curve is concave upwith
a shift to concave down around 2025. Focusing on the years 2008–2058,
the change in sea level ranges between 0.10 m and 0.21 m (Figure 3f). This
curve is concave down.

Modeling Ice Sheets
Wefocusonmodeling the contributionof the ice sheets inGreenlandand

Antarctica. There are only simple models to simulate changes in volume
over time, since “existing ice-sheetmodels cannot simulate the widespread
rapid glacier thinning that is occurring, and ocean models cannot simulate
the changes in the ocean that are probably causing some of the dynamic ice
thinning” [Bentley et al. 2007].
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1880–2100 2008–2058

Figure 3a. τ = 30, β = 0.10. Figure 3b. τ = 30, β = 0.10.

Figure 3c. τ = 20, β = 0.25. Figure 3d. τ = 20, β = 0.25.

Figure 3e. τ = 10, β = 0.45. Figure 3f. τ = 10, β = 0.45.

Figure 3. Change in sea level for small ice caps and glaciers, in m/yr.
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Assumptions and Formation
To create a simple model of sea-level rise, we make assumptions about

average volumes and ice-loss rates. These averages were taken from a
number of sources that used laser measurements as well as past trends
to make conclusions as accurately as possible [NASA 2008; Steffen 2008;
Thomas et al. 2006]. Table 1 lists the parameters and their values for our
equation to compute the contribution to sea-level rise.

Table 1.
Parameters and their values.

Symbol Meaning Value Units

Ao Total water area of the Earth 361,132,000 km2

Ag Area of Greenland 1,736,095 km2

Aa Area of Antarctica 11,965,700 km2

Vg Greenland ice sheet volume 2,343,728 km3

Va Antarctica ice sheet volume 26,384,368 km3

δg Greenland accumulation 26 cm/yr
δa Antarctica Accumulation 16 cm/yr
λg Greenland loss rate (absolute value) 238 km3/yr
λa Antarctica loss rate (absolute value) 149 km3/yr
ρ Fresh water density 1000 kg/m3

µ Glacier ice density 900 kg/m3

The equations for volume changes and corresponding sea-level rise are
based on a simplemodel [Parkinson 1997]. Wemake a fewmodifications to
thismodel to showa gradual change over a time period of 50 years (starting
in 2008). The basic principle is to convert the loss rates of Greenland (λg)
and Antarctica (λa) into water volumes using:

dVg

dt
=

Vgµ

ρ
λg,

dVa

dt
=

Vaµ

ρ
λa.

The totalvolumechangefromthecontributionsofGreenlandandAntarc-
tica is a simple matter of addition:

dV

dt
=

dVg

dt
+

dVa

dt
.

Tocalculate the total rise in sea level, there isonemoreaspect to consider—
thermal expansion. As water warms, it expands in volume. We calculate
the total sea-level rise by adding to the rise γ due to thermal expansion (γ)
(approximately 1.775 mm per year [Panel on Policy Implications of Green-
house Warming 1992]) the rise due to losses in Greenland and Antarctica:

δ = γ +
dV
dt

Ao
× 1000.
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Sea-level rises produced by complete melting would be 7 m (Green-
land) [ArcticClimate ImpactAssessment2004] andmore than70m(Antarc-
tica) [Kluger 2006].

Results of the Model
The contributions of the largest ice sheets plus thermal expansiondo not

raise the sea level as much as might be thought: 5.7 cm after 50 years.

Limitations of the Models
We chose efficiency and simplicity over complexmodels that apply only

to small sections of the world, since they rely heavily on factors of specific
ocean temperature, salinity and depth.

Model for Small Ice Caps and Glaciers
Parameter values have uncertainty, because it is difficult to measure

the exact area, volume, and sea level equivalent of the small ice caps and
glaciers. The same relaxation time and sensitivity values are used for all
glaciers; incorporatingmany individual values would be difficult, because
there is no specific information regarding how response time is related to
ice volume [Oerlemans 1989].
We set the only cause of the melting of small ice caps and glaciers to

be changes in global mean temperature. However, the causes of previous
melting have not yet been specifically determined [Oerlemans 1989], so
predicting the causes of future melting is limited in scope. Many other
factors, such as accumulation and ablation rates, could play a role.

Model for Ice Sheets
The most prevalent uncertainties for the ice sheets are in the loss rates,

plus thermal expansion of water. Loss rates were calculated by averaging
over a number of decades.
Liquid densities depend on temperature, which does not factor into

this model. The density of fresh water is approximately 1,000 kg/m3 at
4◦C [SiMetric 2008], which is the value we use, since the water generated
by ice sheets will be near freezing. Similarly, glacier ice density is generally
between 830 kg/m3 and 917 kg/m3 Parkinson [1997], with an average of
about 900 kg/m3 [Menzies 2002]—the value we use.
The thermal expansion factor contributes the greatest amount of uncer-

tainty to this particular model.
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Validation of the Models
Adding the total sea-level rise for the small ice caps, glaciers, and ice

sheets results in the overall total rise by 2058 of between 11 cm and 27 cm.
Using 2008 as the reference year, beginning in 2018 there is a linear rela-
tionship between time and total sea-level rise, as shown in Figure 4.

Figure 4. Change in sea level, 2008–2058, for low, medium, and high scenarios.

These results are in the range of sea-level-rise predictions from many
sources:
• 50 cm in the next century [Arctic Climate Impact Assessment 2004].
• 10–30 cm by 2050 [Dow and Downing 2007].
• 1 m by 2100 [Natural Resources Defense Council 2005].
• Probabilities of increases by 2050 relative to 1985 are: 10 cm, 83%; 20 cm,
70%; and 30 cm, 55% [Oerlemans 1989]. (Note: The change from 1992
and 2007 was approximately 0.50 cm [Nerem et al. 2008].)

• 8–29 cm by 2030 and 21–71 cm by 2070 [Panel on Policy Implications of
Greenhouse Warming 1992].

• 18–59 cm in the next century [U.S. Environmental Protection Agency
2008].

• 20–30 cm increase by 2050 [Wigley and Raper 1993].



278 The UMAP Journal 29.3 (2008)

Modeling the Coast of Florida
There is a direct relationship between vertical rise in the ocean and a

horizontal loss of coastline. Specifically, one unit rise in the sea level corre-
sponds to a horizontal loss of 100 units of land [Panel onPolicy Implications
of Greenhouse Warming 1992].
Hence, for a worst-case rise of 27 cm by 2058, we estimate the loss of

27 m of coastline. This does not appear to be as disastrous as one might
think. We examine the extent of flooding.

Effects on Florida
In 2000Floridahadapproximately 16millionpeople [Office of Economic

andDemographic Research 2008]. Maps of population density, geographic
relief, and topography show that about 30% of the counties in Florida are at
a high risk of losing coastline; these counties also have large populations.
Many of Florida’smajor cities are located in these counties. We examine

how much damage a retreat of 27 m of coastline would affect the cities of
Cape Coral, Jacksonville, Pensacola, Miami, St. Petersburg, and Tampa.

Effects on Major Cities
In thenext 50years,most of themajor cities are safe fromdestruction, but

the outlying islands and outskirts of the cities are in danger. We measured
the distance from the coastline near major cities inland to predict the extent
of land that would be covered by water [Google Maps 2008].
• Cape Coral: Sanibel and Pine Islands would be mostly flooded, though
the city center of Cape Coral would be spared.

• Jacksonville: Jacksonville would lose all of its coastal beaches. The city
would also be in danger, depending on how much the St. Johns River
rises as well. The outskirts of the city will be affected by flooding from
the river.

• Pensacola: The harbor and the edges of the city would be covered by
water, and a large portion of Gulf Breeze, Santa Rosa Island, and the
Pensacola Naval Air Station would be submerged.

• Miami: Miami would be spared, at least for the next 50 years. Key
BiscayneandMiamiBeachwouldnotbeas lucky, though, andmostof the
Florida Keys would disappear under the ocean. However, predictions
further into the future indicate that Miami will most likely be the first
major city of Florida to become completely submerged.

• St. Petersburg and Tampa: Edges of St. Petersburg would be under wa-
ter. The boundaries of Tampa would also be lost due to the surrounding
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Old Tampa Bay andHillsborough Bay. All coastal beaches, such as Trea-
sure Island, would be mostly submerged. This area will have the largest
displacement of urban population by the year 2058.

Validation of Loss of Coastal Land
The prediction of Florida coastline loss is validated by simulations from

the Global Land One-km Base Elevation (GLOBE) digital elevation model
(DEM) and is illustrated in Figure 5. The majority of Florida’s population
would be safe for the next 50 years, but mere loss of land is only one of the
problems that would occur due to global warming.

Figure 5. The effect of 27-cm sea-level rise in Florida: The coastline of Florida that would be
covered with water shown in red [Center for Remote Sensing of Ice Sheets 2008].

Other Impacts on Florida
The impacts of globalwarming (enhancedby themelting of the polar ice

cap) on Florida could be tremendous [Natural Resources Defense Council
2001]. They include:
• overall changing climate,
• “dying coral reefs,”
• “saltwater intrusion into inland freshwater aquifers” (thus impacting
groundwater),

• “an upswing in forest fires,”
• “warmer air and sea-surface temperatures,”
• “retreating and eroding shorelines,”
• health threats,
• and increased hurricane intensity.
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A few of the effects are described in further detail below.

Endangered Species and Biodiversity
TheWorldWildlife Fundhas identified theFloridaKeys andEverglades,

located in southern Florida where there is the greatest risk of lost coastline,
as one of the Earth’s “200Most Valuable Ecoregions” [WorldWildlife Fund
2008]. Wildlife, including the Florida panther, roseate spoonbill, and green
sea turtle, is greatly threatened by habitat loss. Plants and animals will
most likely have a difficult time adapting to new climatic conditions and
stresses, and the change in biodiversity in Florida will ultimately result in
problems for biodiversity in surrounding areas [Dow and Downing 2007].

Tourism
Tourism, one of Florida’s biggest industries, is in extreme danger if

Florida loses most of its coastline.

Health threats
As of 2000, the annual number of DisabilityAdjusted Life Years permil-

lion people from malnutrition, diarrhea, flooding, and malaria caused by
climate-related conditions was under 10 in the United States [Dow and
Downing 2007]. However, with higher global temperatures, Florida is
at risk for various diseases and pests. Lyme disease is spreading in the
United States and flooding of the Florida coastlines could increase the risk
of cholera, typhoid, dysentery, malaria, and yellow fever [Dow and Down-
ing 2007].

Food Production
Mostof theorangeandgrapefruit productionoccurs in southernFlorida,

andmany orchards are located along the coast, so orchards will slowly lose
land. Increased salt concentration in groundwater will also threaten citrus
crops [Natural Resources Defense Council 2001].

Possible Responses
Responses have been prepared to the various threats that global warm-

ing poses to the state of Florida [Florida Environment 2000; Natural Re-
sourcesDefenseCouncil 2001;U.S.EnvironmentalProtectionAgency2008].
TheU.S. Environmental ProtectionAgency (EPA) and the Florida state gov-
ernmenthavebegun implementingsomeof these suggestions (markedwith
an asterisk in the lists below) [U.S. Environmental ProtectionAgency 2002].
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Responses to Changing Landscape
• Limit or stop land development along coastlines.
• *Work toprotect coastlinesand sanddunes that couldweakenanderode.
• Enact a program to prevent people living on the coast from removing
vegetation and trees as well as to encourage their planting.

• Set up a fund (either state or national) to aid people in the case of an
emergency evacuationdue to land loss and to aid thosewhosebusinesses
will be obliterated.

Responses to Changing Climate
• Improve drainage systems, to decrease flooding and to avert stagnant
water (a breeding ground for mosquitoes).

• Make flotation devices a mandatory feature of all homes and businesses
in flooding areas.

• Encourage the public to keep emergency preparation kits and provide
suggestion lists in supply stores.*

• Build more hurricane shelters and increase standards for new buildings
to withstand hurricanes.

• Put permanent fire breaks around large areas at risk of burning.

Responses to Health Threats
• Store malaria pills in preparation to combat an increased mosquito pop-
ulation.

• Make emergency management drills a monthly or bi-monthly event,
rotating among major cities.

• Improve interoperability between fire, EMS, and police services.

Responses to Global Warming
• Provide incentives forpeople to leada“green” lifestyle, e.g., free street/garage
parking for hybrids, tax cuts for purchasing Energy Star products, etc.

• Use heat-reflective paint on the tops of buildings to reduce air condition-
ing use.

• Encourage renewable energy sources.
• *Workwith corporations and companies to reduce their output of green-
house gases.
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• * Work to protect indigenous wildlife and plants as well as the unique
landscape, such as the Everglades.
Action should be taken now with the worst-case scenario in mind. The

most important aspect, however, is to keep people informed; make it clear that
land will be lost no matter what, but people can slow down the process by
becoming part of the solution.

Conclusion
Over the next 50 years, Floridawill experience changes to its geography.

Melting of ice sheets and glaciers and thermal expansion in the oceans will
lead to a gradual rise in sea level.
The loss of land over time illustrates the seriousness of the problems of

global warming. Living generations may be faced with the consequences
of lost coastal land. If steps are not taken to reduce the increase in sea level,
southern Florida will slowly disappear.
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Abstract
Rising sea levels and beach erosion are an increasingly important prob-

lems for coastal Florida. We model this dynamic behavior in four discrete
stages: global temperature, global sea level, equilibriumbeachprofiles, and
applications to Miami and Daytona Beach. We use the Intergovernmental
Panel on Climate Change (IPCC) temperature models to establish predic-
tions through 2050. We then adapt models of Arctic melting to identify a
model for global sea level. This model predicts a likely increase of 15 cm
within 50 years.
We thenmodel the erosionof theDaytona andMiamibeaches to identify

beach recession over the next 50 years. Themodel predicts likely recessions
of 66 m in Daytona and 72 m in Miami by 2050, roughly equal to a full city
block in both cases. Regions of Miami are also deemed to be susceptible to
flooding from these changes. Without significant attention to future solu-
tions as outlined, large-scale erosion will occur. These results are strongly
dependent on the behavior of the climate over this time period, aswe verify
by testing several models.

Introduction
The northern ice cap plays an important role in global climate and

oceanic conditions, including interactions with the global oceanic currents,
regulation of the atmospheric temperature, and protection from solar radi-
ation [Working Group II 2007]. There are significant recent trends in polar
melting, global temperature, and global sea level.
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By correlating the effects of an increasing sea level on beach erosion,
we can strategically develop our coast for the future so that homes and
businesses can remain untouched by disaster.

Approach
• Analyze existing arctic and climate models to determine the most rea-
sonable predictions for future changes.

• Identify the best available models for global change.
• Relate the future trends and physical melting processes to time and pre-
dicted temperatures.

• Examine and apply the Bruun model for beach erosion.
• Establish realistic physicalmodels andparameters ofDaytonaBeach and
Miami.

• Model the long-term erosion of the beach shores in those beaches.
• Propose cost-effective solutions to minimize the impact of erosion.

Arctic Melting
Justified Assumptions
• The northern ice cap includes the North Polar ice cap (over seawater)
and the Greenland ice sheet (over land).

• The IPCC temperature models are accurate and stable within the time
period of interest.

• The melting of the North Polar ice cap does not contribute directly to
global water levels.

• Tectonic considerations within the IPCC model are relevant to the coast
of Florida.

• Changes in oceanic salinity cause negligible changes in sea levels.
• Changes in ocean temperature will lead directly to increases in sea level
within the time period of interest.

Polar Ice Cap
The North Polar ice cap is essentially a source of fresh water. Because

of its composition and unsupported status, 90% [Stendel et al. 2007] of it is
largely suspendedbeneath the surfaceof theArcticOcean. Since thedensity
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of ice is only 10% lower than that of water (0.92 g/cm3 vs 1.0 g/cm3), any
melting of the North Polar ice cap contributes negligibly to global water levels.
The primary effect of the North Polar ice cap is to regulate global and

oceanic temperatures, through solar deflection and melting. As the ice
cap melts further, this capability is diminished, and temperatures change.
Current models for the ice cap, atmosphere, and global temperatures are
complex; we capture the time-dependent effects through existing temper-
ature predictions.

Greenland Ice Sheet
Since the Greenland ice sheet is supported on a land mass, its contribu-

tion to global climate and sea level is considerably different from the polar
ice caps (which are floating ice). Melting ice from the Greenland ice sheet
contributes directly to the total volume of water in the oceans. This contri-
bution to global sea levels is not captured directly by existing temperature
models and hence must be related back to historic data.

Temperature Effects
The density of water is temperature dependent. As the temperature of

the oceans increase, the corresponding decrease in water density will lead
to an overall increase in volume.

Salinity Changes
Since both the Greenland ice sheet and the North Polar ice cap are pure

freshwater sources, anymeltingwill result in slight reductions in the salinity
of the global oceans. The two effects of this interaction are a slight change
in density due to the reduced salt content and a possible decrease in the
rate at which the North Polar ice cap melts (due to osmotic forces based on
the salt concentrations, an effect commonly observed in chemistry).
However, according to the IPCC [WorkingGroup II 2007], these changes

are relatively small compared to the thermal effects of the warming pro-
cess. Thus, these effects are included in our model through the sea level
predictions of the IPCC and only applied as a direct relationship to global
temperatures.

Tectonic Effects
In addition to global trends from the rising sea level, shifts within the

tectonicplates of theEarthhavebeenargued to cause anupwardmovement
of some of the ocean bottoms, and thus contribute to local deviations in the
sea level change [Nerem et al. 2006]. Such effects are outside our scope
here.
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Figure 1. A global temperature model endorsed by the IPCC [Working Group II 2007]

Global Temperature Model
Many large-scale computer simulationsandmodelshavebeenproposed

to predict the effects of arctic melting. These results have been compiled
and studied by the IPCC fourth assessment report [WorkingGroup II 2007],
and its predictions for global temperature are usedwithin this report. Crit-
icism of IPCC modeling is common due to its simplified assumptions, but
however we have not seen a better alternative.
We use the temperature models shown in Figure 1, which shows his-

torical data and several scenarios for the future. We make graphical fits
and show corresponding information. We conclude that simulations that
use constant conditions prevailing in 2000 are unrealistic. Therefore, we
consider only the low-growth and high-growth model cases. We assume a
cubic growth model for temperature change:

∆T (t) = at3 + bt2 + ct + d.
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Modeling Sea-Level Changes
Justified Assumptions
• The IPCC temperature and sea-level estimates are accurate.
• Sea-level change is global and equal everywhere.
• Sea-level changes can be broken into factors directly related to tempera-
ture, and factors whose rate is dependent on temperature.

Sea Level Model
While the IPCC [Working Group II 2007] predicts temperature changes

for the next century, the only predictions for sea level changes are possible
ranges at the end of the century. To develop time-dependent models for
the sea level rise, we correlate these changes to the temperature model.
The IPCC simulations include ranges for the effects of various parame-

ters on the global sea level change [Working Group II 2007]. These effects
can be broken roughly into 55% indirect effects leading to temperature
change (and thermal expansion), and 45% other volume effects, such as the
melting of the Greenland ice sheet (see Table 1).

Table 1.
Results from the third IPCC report for 2100 [Working Group II].

Source Sea Rise (mm) Mean rise (mm)

Thermal expansion 110–430 270
Glaciers 10–230 130
Greenland ice 20–90 35
Antarctic ice 170–20 −95
Terrestrial storage 83–30 −26.5
Ongoing contributions from ice sheets 0–55 27.5
Thawing of permafrost 0–5 2.5

Total global-average sea level rise 110–770 440

For the 55% of changes related directly to temperature, we consider the
corresponding sea level to be proportional to temperature:

S1 = γ∆T (t),

γ =
∆S(2100)
∆T (2100)

.

Since the Greenland ice sheet is noticeably devoid of water (whatever
melts, runs off the ice sheet), the primary limitation on ice melting is as-
sumed to be limitations of heat transfer from the air above the ice shelf.
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To model this, we use a generic heat exchanger rate equation, with an ar-
bitrary thermal coefficient Ua. To determine the rate, we use the average
summer temperature of Greenland, 6◦C [Vinther et al. 2006]. We integrate
the resulting equation and obtain scaling coefficients:

dS2

dt
∝ q = Ua(T1 − T2),

∆S2 = α

Z tf

2000

Ua

°
T1(t)− T2

¢
dt

= α

Z tf

2000

Ua

°
T + (ax3 + bx2 + cx + d)− 0

¢
dt

β = αUa =
∆S(2100)

R tf
2000

°
T + (ax3 + bx2 + cx + d)

¢
dt

.

Wedetermine the scaling coefficientβ for each simulation, and calculate
the overall sea-level rise as follows:

∆S(t) = 0.55S1(t) + 0.45S2(t).

The resulting predicted sea-level rises are shown in Figure 2. The lower
and upper bounds on the predictions are shown by calculating the rises
for the lower range of the low-growth model and the upper range of the
high-growth model. The predicted sea-level rises for the mean rises of
both scenarios through 2050 are quite similar, and using either is sufficient.
However, suchengineeringmodelingquestionsoftenneed to err on the side
of caution, so we consider the upper extreme in later models. Historical
data are included for comparison and agree reasonably with the predicted
trends.
The predicted sea-level increases are shown in Table 2.

Table 2.
Model predictions for future sea level rises.

Year Sea Level Increase (cm)

2010 4.1 4.4 2.6
2020 6.8 7.7 4.4
2030 9.6 11.5 6.2
2040 12.5 15.6 8.0
2050 15.3 20.2 9.9
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Figure 2. The model for global sea-level changes through 2100.

Beach Erosion Models
Justified Assumptions
• Beach erosion is continuous when observed over long time periods.
• Beach profiles do not change.
• Only direct cause of erosion is sea-level change.

Overview
Beach erosion is complex, since the behavior of the beach depends on

a huge number of local beach and weather parameters, as well as being
linked to the physical bathymetry of the surrounding sea bed.

Seasonal and Weather Effects
Seasonal temperature changes can cause differing rates of erosion, and

winter weather has been observed to cause formation of offshore bars, af-
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Figure 3. The Bruun model for equilibrium beach profiles [Bruun 1983].

fecting the relative rates of erosion. Storms and hurricanes generally show
no lasting long-term effect on the state of a beach [Walton, Todd L. 2007].
Thus, for the purposes of this model, these effects are unimportant. Pre-

dicting weather activity is impossible on a short time scale, and attempting
to simulate any sort of effects over a long (50-year) period would be unrea-
sonable.

BruunModel
Instead of modeling transient effects on beach erosion, we use the well-

known Bruun model of beach profiles [Herbich and Bretschneider 1992].
At the core of themodel is the observation thatmany beaches fit the general
profile:

h(x) = Ax2/3,

where h is the depth of the water, x is the distance from the shoreline,
and A is a static parameter related to the average particle size of the beach
material. We illustrate the model in Figure 3.
Using this model, Bruun found that the ratio between the rise R in sea

level and the recession ∆S of a beach front are linearly related through a
constantK,

R = K∆S. (1)

The constantK can be calculated using the long-range profile of the coast
[Herbich and Bretschneider 1992] via

K =
l

h
,
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where l is the distance from the shoreline and h is the depth at l. We fit the
parameterK and use this linear relation to predict future erosion.

Justification of Erosion Model Choice
There has beenwidespread criticismof the assumptionsmade by Bruun

in his constant-profile model. However, it is the only beach erosion model
to have received significant experimental testing. A thorough review of
the current state of the Bruun model and additions was performed in Slott
[2003], with modifications proposed by Dean in Miller and Dean [2004].

Effects on Florida
Justified Assumptions
• Beach profiles are consistent for all locations on a given beach (city loca-
tion).

• The profile parameters are time-independent.

Geographical Overview
Florida sits on a shelf projected between the Atlantic Ocean and the

Gulf of Mexico. The topography is characterized by extremely low eleva-
tion. There are significant urban areas situated along most of the coastline,
with significant centers at Tampa Bay on the west coast and at Miami and
Daytona on the East coast. In addition, barrier islands are present onmuch
of Florida’s east coast, with large implications for modeling.

Primary Effects
We consider two primary effects within our model and examine the

flooding implications of a rise in sea level.
We conclude that beach erosion is be the primary effect of a rising sea

level. We present these results for several scenarios.

Daytona Beach
Physical Profile
We show a topographical and bathymetric map in Figure 4 [NOAA

2007]. The elevation is at least several meters for all major inhabited areas,
so we neglect the likelihood of direct flooding from the predicted rise.
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Figure 4. Topography and bathymetry of Daytona Beach, with five sampled points (in red) lying
along a line from (25�98) to (70�0).

Beach Profile
To determine the constantK in (1) for Daytona Beach, we collect sample

points (shown in red in Figure 4. We use these results with the correspond-
ing elevation and position of the shoreline to determine the ratio as follows:

Ki =
p

(∆x)2 + (∆y)2

∆h
.

We show the results of this calculation for all five points in Table 3 and
arrive at a mean valueK = 452.
We observe the effectiveness of the Bruun approximation when we fit

an averaged profile for Daytona Beach (Figure 5).

Future Erosion of Daytona Beach
Weuse the sea levels inTable 2 to calculatevalues for the beach recession

at thenecessary intervals. DaytonaBeachcontainsa seriesofbarrier islands,
and we assume that the small separation between them and the mainland
will prevent any significant erosion on the Daytona mainland.
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Table 3.
Determination of the scaling coefficientK for Daytona Beach.

Point Distance (km) Elevation difference (m) K

1 9.65 20.29 475.7
2 9.39 20.51 457.8
3 9.66 21.15 456.6
4 9.64 22.18 434.44
5 9.22 21.13 436.31

Mean 452± 17

Figure 5. Appropriateness of the Bruun model.
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Figure 6. Effect of two climate scenarios on the erosion of Daytona Beach (Overlay: Google Earth
[2008]). Shaded regions indicate increments of 10 years from 2000.

To gauge the impact of this erosion, we overlay the results for the likely-
andworst-case scenarios for each decade onto aGoogle Earth [2008]map of
Daytona Beach (Figure 6). Nearly a full block width of the city will be destroyed
by 2050 if no precautions are put into place.

Miami Beach
Physical Profile
Again we work with topographical and bathymetric representations

[NOAA2008]. The lowelevationof theboundariesofMiamiyieldproblems
for the city with the rise in sea level. The effects of the likely 17 cm rise in
sea level are visualized in Figure 7.
The regions of concern are already surrounded by high walls. They

should be reinforced.

Beach Profile
We determine the constantK for Miami in a similar manner to that for

Daytona Beach; but rather than usingmultiple samples, we obtain an aver-
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Figure 7. Regions of Miami susceptible to a 17 cm rise in sea level. Dark (blue) is existing water,
light (green) is safe land, and dark (red) regions inside the light is susceptible land.

age beach profile through averaging. This results inK = 520.83, a higher
value than forDaytonaBeach, due to the significantly greater gradual slope
in the coastal area just off the shore of Miami.

Future Erosion of Miami Beach
We show the results in Figure 8. As with Daytona Beach, without interven-

tion a width of nearly a city block width will be lost to the ocean.

CommonSolution forDaytona andMiami
Our beach erosion model is grounded in the observation that most

beaches return to an equilibrium profile based on the average particle sizes
reflected in the coefficient A. To take advantage best of the predictions of
ourmodel, we propose a solution forMiami andDaytona, based on raising
the average height of the curve at the bottom of the slope to allow for a
more stable beach front. This is visualized in Figure 9.
There are several key benefits to this design. The use of a retainer along

the bottom allows the natural tendency of the waves to carry sand and
sedimentation to fill in the beach naturally, without the need for costly and
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Figure 8. Effect of two climate scenarios on the erosion of Miami Beach. Shaded regions indicate
increments of 10 years from 2000.

continuous additions of sand and filler. The ideal design for these retainers
would be anchored concrete shapes, built towithstand the continuous force
of the waves over long periods.

Conclusion
Several important conclusions can be made about future problems for

the coastal cities of Florida. The sea level is definitely rising, and ourmodel
linking this activity to changes in the northern ice caps suggest an acceler-
ation of this trend. Our model predicts a likely beach recession of 60 m by
2050, with up to 90 m possible. This recession would severely damage the
first block nearest the ocean in each city unless there is intervention. Due to
its lower elevation, Miami is significantly more at risk than more northern
cities like Daytona, so it should be more concerned.
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Figure 9. Proposed solution for Daytona and Miami.
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Introduction
The 2008 Polar Melt Problem presented teams with the challenge to model

the effects over the next 50 years on the coast of Florida from melting of the
North Polar ice cap due to the predicted increases in global temperatures.
Teams were to pay particular attention to large metropolitan areas and pro-
pose appropriate responses to the effects predicted by their models. Teams
were also encouraged to present a careful discussion of the data used.
From the judges’ perspectives, this problem was especially interesting but

at the same time somewhat challenging to judge, because of thewide variety in
points of focus that the teams could choose to take: thephysics of themodel and
the physical impacts of rising sea levels on coastal areas; indirect effects such
as increases in the frequency and severity of hurricanes; and environmental,
societal, and/or economic impacts. Regardless of the choice of focus selected
by a team, in the final analysis it was good modeling that allowed the judges
to discern the outstanding papers.

Judging
Judging of the entries occurs in three stages. The first stage is Triage, where

a judge spends approximately 10 min on each paper. In Triage, a complete
and concise Executive Summary is critically important because this is what the
triage judges primarily use to pass first judgment on an entry. In reviewing
the Executive Summary, judges look to see indications that the paper directly
responds to the problem statement, that it uses good modeling practice, and
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that themathematics is sound. Becauseof the limited time that the triage judges
spend on each paper, it is very likely that some potentially good papers get cut
from advancing in the competition because of poor Executive Summaries. The
importance of a good Executive Summary cannot be overstated.
For thosepapers thatmake itpast triage, the remaining twostagesof judging

are the Preliminary Rounds and the Final Judging. In the Preliminary Rounds,
the judges read the body of the paper more carefully. The overriding question
on the mind of most judges is whether or not the paper addresses the problem
andwhether it answers all of the specific questions. Papers that rate highly are
those that directly respond to the problem statement and specific questions,
clearly and concisely show the modeling process, and give concrete results
with some analysis of their validity and reliability.
In the Final Judging, the judges give very careful consideration of themeth-

ods and results presented. The features that judges look for in an Outstanding
Paper are:

• a summary of results and their ramifications;
• a complete and comprehensive description of themodel, including assump-
tions and the refinements that were made during development;

• a mathematical critique of the model, including sensitivity analysis and a
description of its strengths and weaknesses; and

• recommendations for possible further work to improve the model.
The judges select as Outstanding the papers best in including and presenting
each of these features.

The Papers: The Good
Specifically for the “Take a Bath” problem, the judges identified a number

of positive characteristics in the submitted papers. While many teams used
regressions on historical sea-level data to predict future sea levels, the papers
that were viewed more favorably were those that modeled the melting of the
ice and its effects. Some even included thermal expansion of the water due to
rising temperatures, andmany recognized that melting of the floating portions
of the North Polar ice cap would have much less impact than the melting of
the ice supported by land in Greenland. While there was a wide range in
the sea-level increases predicted by the models, many teams bounded their
results using estimates of the total rise in sea levels worldwide if all the ice on
Greenlandwere to melt. This estimate is widely available in the literature, and
it enabled many of the teams to make judgments about what increases in sea
levels might be reasonable (or unreasonable) to expect over the next 50 years.
The judges also favored papers that adequately addressed the impacts on

Florida, especially in the metropolitan areas. Some of these papers predicted
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large increases in sea levels and showed how the major cities would be im-
pacted, whether it was only on structures near the coasts or in widespread
flooding of the urban area. Others predicted small increases in sea levels, in
which case the impacts were often limited to increased beach erosion and/or
salt water intrusion into fresh water in the ground and on the surface. Good
papers also proposed appropriate responses to the effects, whether they were
great or small. Other important considerations that some teams investigated
were the potential impact of larger and more frequent hurricanes and the im-
pact of rising sea levels on the natural environment in Florida, particularly on
the Everglades.

The Papers: The Bad
In some of the submitted papers, the judges also identified negative char-

acteristics that should generally be avoided in good mathematical modeling
and reporting. These items can detract from a paper that might otherwise be a
good paper, and they may even result in removal of a potentially good paper
from further contention:

• Some teams used regression and curve-fitting to develop a model from ex-
isting data, and then used the model to extrapolate over the next 50 years.
The functions chosen for regression often had no rational basis for fitting
the data. As one judge pointed out, “sixth degree polynomials rarely occur
in nature.” Extrapolation beyond the domain of the regression data must
always be used with extreme caution, especially when there is no physical
or other rational justification for the regression function in the context of the
problem.

• While many of the teams did a good literature search to support their work,
others used sources that were questionable. Before they are considered for
use in a project, sources of information and data should always be critically
judged as to their veracity, validity, and reliability.

• Some teamspresented results to a degree of precision that is not appropriate.
For example, one paper reported the predicted rise in sea level to a preci-
sion of eight significant digits. Modelers must always be cognizant of what
degree of precision is appropriate for a given situation.

• Finally, some teams were not careful with units. Units should always be
included and should be checked for correctness.

Howa teamaddressesdetails like those listedhere canmakea bigdifference
in how a judge rates a paper. Paying proper attention to such details in a
team’s report can help ensure that an otherwise worthy paper advances in the
competition.
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Conclusion
By and large, the judges were pleasedwith the overall quality of the papers

submitted for the Polar Melt Problem in the 2008 MCM. Selecting the final
Outstanding papers was especially difficult this year because so many of the
papers were of high quality and they were competitive. As always, the judges
are excited when they see papers that bring new ideas to a problem and go
beyond looking up and applying models that are available in the literature.
This year the judges had much to be excited about.
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Christopher Chang
Zhou Fan
Yi Sun
Harvard University
Cambridge, MA

Advisor: Clifford H. Taubes

Abstract
We present here a novel solution to creating and rating the difficulty

of Sudoku puzzles. We frame Sudoku as a search problem and use the
expected search time to determine the difficulty of various strategies. Our
method is relatively independent from external views on the relative diffi-
culties of strategies.
Validating our metric with a sample of 800 puzzles rated externally into

eight gradations of difficulty, we found a Goodman-Kruskal γ coefficient
of 0.82, indicating significant correlation [Goodman and Kruskal 1954]. An
independent evaluation of 1,000 typical puzzles produced a difficulty dis-
tribution similar to the distribution of solve times empirically created by
millions of users at http://www.websudoku.com.
Based upon this difficultymetric, we created two separate puzzle gener-

ators. One generates mostly easy to medium puzzles; when run with four
difficulty levels, it creates puzzles (or boards) of those levels in 0.25, 3.1, 4.7,
and 30 min. The other puzzle generator modifies difficult boards to create
boards of similar difficulty; when tested on a board of difficulty 8,122, it
created 20 boards with average difficulty 7,111 in 3 min.

Introduction
In Sudoku, a player is presented with a 9 × 9 grid divided into nine

3× 3 regions. Some of the 81 cells of the grid are initially filled with digits
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between 1 and 9 such that there is a unique way to complete the rest of the
grid while satisfying the following rules:
1. Each cell contains a digit between 1 and 9.
2. Each row, column, and 3 × 3 region contains exactly one copy of the
digits {1, 2, . . . , 9}.

A Sudoku puzzle consists of such a grid together with an initial collection of
digits that guarantees a unique final configuration. Call this final config-
uration a solution to the puzzle. The goal of Sudoku is to find this unique
solution from the initial board.
Figure 1 shows a Sudoku puzzle and its solution.

7 9 5
3 5 2 8 4

8
1 7 4

6 3 1 8
9 8 1

2
4 5 8 9 1
8 3 7

8 6 1 7 9 4 3 5 2
3 5 2 1 6 8 7 4 9
4 9 7 2 5 3 1 8 6
2 1 8 9 7 5 6 3 4
6 7 5 3 4 1 9 2 8
9 3 4 6 8 2 5 1 7
5 2 6 8 1 9 4 7 3
7 4 3 5 2 6 8 9 1
1 8 9 4 3 7 2 6 5

Figure 1. Sudoku puzzle and solution from the London Times (16 February 2008) [Sudoku n.d.].

We cannot have 8, 3, or 7 appear anywhere else on the bottom row, since
each number can show up in the bottommost row only once. Similarly, 8
cannot appear in any of the empty squares in the lower left-hand region.

Notation
We first introduce some notation. Number the rows and columns from

1 to 9, beginning at the top and left, respectively, and number each 3× 3
region of the board as in Figure 2.
We refer to a cell by an ordered pair (i, j), where i is its row and j its

column, and groupwill collectively denote a row, column, or region.
Given a Sudoku board B, define the Sudoku Solution Graph (SSG) S(B)

to be the structure that associates to each cell inB the set of digits currently
thought tobe candidates for the cell. For example, inFigure1, cell (9, 9) can-
not take the values {1, 3, 4, 7, 8, 9} because it shares a groupwith cells with
these values. Therefore, this cell has values {2, 5, 6} in the corresponding
SSG.
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1 2 3

4 5 6

7 8 9

Figure 2. Numbering of 3× 3 regions of a Sudoku board.

To solve a Sudoku board, a player applies strategies, patterns of logical
deduction (see the Appendix). We assume the SSG has been evaluated for
every cell on the board before any strategies are applied.

Problem Background
Most efforts on Sudoku have been directed at solving puzzles or analyz-

ing the computational complexity of solving Sudoku [Lewis 2007, Eppstein
2005, and Lynce and Ouaknine 2006]. Sudoku can be solved extremely
quickly via reduction to an exact cover problem and an application of
Knuth’s Algorithm X [2000]. However, solving the n2 × n2 generalization
of Sudoku is known to be NP-complete [Yato 2003].
We investigate:

1. Given a puzzle, how does one define and determine its difficulty?
2. Given a difficulty, how does one generate a puzzle of this difficulty?
While generating a valid Sudoku puzzle is not too complex, the non-local
and unclear process of deduction makes determining or specifying a diffi-
culty much more complicated.
Traditional approaches involve rating a puzzle by the strategies neces-

sary to find the solution, while other approaches have been proposed by
Caine and Cohen [2006] and Emery [2007]. A genetic algorithms approach
found some correlation with human-rated difficulties [Mantere and Koljo-
nen 2006], and Simonis presents similar findings with a constraint-based
rating [2005]. However, in both cases, the correlation is not clear.
Puzzle generation seems to be more difficult. Most existing generators

use complete search algorithms to add numbers systematically to cells in
a grid until a unique solution is found. To generate a puzzle of a given
difficulty, this process is repeated until the desired difficulty is achieved.
This is the approach found in Mantere and Koljonen [2006], while Simonis
[2005] posits both this and a similar method based on removal of cells from
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a completed board. Felgenhauer and Jarvis [2005] calculate the number of
valid Sudoku puzzles.
We present a new approach. We create hsolve, a program to simulate

how a human solver approaches a puzzle, and present a new difficulty
metric based upon hsolve’s simulation of human solving behavior. We
propose two methods based on hsolve to generate puzzles of varying dif-
ficulties.

Problem Setup
Difficulty Metric
We create an algorithm that takes a puzzle and returns a real number

that represents its abstract “difficulty” according to some metric. We base
our definition of difficulty on the following general assumptions:
1. The amount of time for a human to solve a puzzle increases monotoni-
cally with difficulty.

2. Every solver tries various strategies. To avoid the dependence of our
results on a novice’s ignorance of strategies and to extend the range of
measurable puzzles, we take our hypothetical solver to be an expert.
Hence,wedefine thedifficultyof a Sudokupuzzle tobe the average amount

of time that a hypothetical Sudoku expert would spend solving it.

Puzzle Generation
Our main goal in puzzle generation is to produce a valid puzzle of a

given desired difficulty level that has a unique solution. We take a sample
of 1,000 Sudoku puzzles and assume that they are representative of the
difficulty distribution of all puzzles. We also endeavor to minimize the
complexity of the generation algorithm, measured as the expected execu-
tion time to find a puzzle of the desired difficulty level.

A Difficulty Metric
Assumptions and Metric Development
Tomeasure the time for an expert Sudoku solver to solve a puzzle, there

are two possibilities:
1. Model the process of solving the puzzle.
2. Find some heuristic for board configurations that predicts the solve time.
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There are known heuristics for difficulty of a puzzle—for example, puz-
zles with a small number of initial givens are somewhat harder than most.
However, according to Hayes [2006], the overall correlation is weak.
Therefore, we must model the process of solving. We postulate the

following assumptions for the solver:
1. Strategies can be ranked in order of difficulty, and the solver always ap-
plies them from least tomost difficult. This assumption is consistentwith
the literature. We use a widely accepted ranking of strategies described
in the Appendix.

2. During the search for a strategy application, each ordering of possible
strategy applications occurs with equal probability. There are two com-
ponents of a human search for a possible location to apply a strategy:
complete search and intuitive pattern recognition. While human pattern
recognition is extremelypowerful (see, for example,Coxet al. [1997]), it is
extremely difficult to determine its precise consequences, especially due
to possible differences between solvers. Therefore, we do not consider
any intuitive component to pattern recognition and restrict our model to
a complete search for strategy applications. Such a search will proceed
among possible applications in the random ordering that we postulate.
We define a possible application of a strategy to be a configuration on

the board that is checked by a human to determine if the given strategy
can be applied; a list of exactly which configurations are checked varies by
strategy and is given in the Appendix. We model our solver as following
the algorithm HumanSolve defined as follows:

Algorithm HumanSolve repeats the following steps until there are no
remaining empty squares:
1. Choose the least difficult strategy that has not yet been searched for in
the current board configuration.

2. Search through possible applications of any of these strategies for a valid
application of a strategy.

3. Apply the first valid application found.

We take thedifficultyof a single runofHumanSolve to be the total number
of possible applications that the solver must check; we assume that each check
takes the same amount of time. Multiple runs of this method on the same
puzzle may have different difficulties, due to different valid applications
being recognized first.
For a board B, its difficulty metricm(B) is the average total number of pos-

sible applications checked by the solverwhile using the HumanSolve algorithm.
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hsolve and Metric Calculation
To calculatem(B), we use hsolve, a program in Java 1.6 that simulates

HumanSolve and calculates the resulting difficulty:
1. Set the initial difficulty d = 0.
2. Repeat the following actions in order until B is solved or the solver
cannot progress:
(a) Choose the tier of easiest strategies S that has not yet been searched

for in the current board configuration.
(b) Find the number p of possible applications of S.
(c) Find the set V of all valid applications of S and compute the size v
of V .

(d) ComputeE(p, v), the expected number of possible applications that
will be examined before a valid application is found.

(e) Increment d by E(p, v)× t, where t is the standard check time. Pick
a random application in V and apply it to the board.

3. Return the value of d and the final solved board.
While hsolve is mostly a direct implementation of HumanSolve, it does not
actually perform a random search through possible applications; instead, it
uses the expected search timeE(p, v) to simulate this search. The following
lemma gives an extremely convenient closed-form expression for E(p, v)
that we use in hsolve.

Lemma. Assuming that all search paths through p possible approaches
are equally likely, the expected number E(p, a) of checks required before
finding one of v valid approaches is given by

E(p, v) =
p + 1
v + 1

.

Proof: For our purposes, to specify a search path it is enough to specify the
v indices of the valid approaches out of p choices, so there are

°
p
v

¢
possible

search paths. Let I be the random variable equal to the smallest index of a
valid approach. Then, we have
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where we’ve used the “hockeystick identity” [AoPS Inc. 2007].
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Given a puzzle B, we calculatem(B) by running hsolve several times
and take the average of the returned difficulties. Doing 20 runs per puzzle
gives a ratio of standard deviation to mean of σ

µ
≈ 1

10
, so we use 20 runs

per puzzle.

Analysis
Our evaluation of hsolve consists of three major components:
1. Checking that hsolve’s conception of difficulty is correlated with exist-
ing conceptions of difficulty.

2. Comparing the distribution of difficulties generated by hsolve to estab-
lished distributions for solve time.

3. Finding the runtime of the algorithm.

Validation Against Existing Difficulty Ratings
Foreachof thedifficultyratings in{supereasy,veryeasy,easy,medium,

hard,harder,veryhard,superhard}, we downloaded a set of 100 puz-
zles from Hanssen [n.d.]. No other large datasets with varying difficulty
ratings were available.
We ran hsolve on each puzzle 20 times and recorded the average diffi-

culty for each board. We classified boards by difficulty on a ranking scale,
with 8 groups of 100 puzzles. Table 1 shows the results.

Table 1.
Results: χ2 = 6350 (df = 49), γ = 0.82.

Difficulty 1 2 3 4 5 6 7 8

supereasy 81 19 0 0 0 0 0 0
veryeasy 19 68 12 1 0 0 0 0
easy 0 8 38 33 18 2 1 0
medium 0 2 26 29 22 17 4 0
hard 0 2 10 19 20 30 11 8
harder 0 0 5 7 22 26 36 4
veryhard 0 1 9 7 16 13 27 27
superhard 0 0 0 4 2 12 21 61

A χ2-test for independence gives χ2 = 6350 (p < 0.0001). Thus, there
is a statistically significant deviation from independence.
Furthermore, the Goodman-Kruskal coefficient is γ = 0.82 is relatively

close to 1, indicating a somewhat strong correlation between our measure
of difficulty and the existing metric. This provides support for the validity
of ourmetric; more precise analysis seemsunnecessarybecausewe are only
checking that our values are close to those of others.
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Validation of Difficulty Distribution
When run 20 times on each of 1,000 typical puzzles from Lenz [n.d.],

hsolve generates the distribution for measured difficulty shown in Fig-
ure 3. The distribution is sharply peaked near 500 and has a long tail

2000 4000 6000 8000 10000

0.0002
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0.0008

0.001

0.0012

0.0014

Figure 3. Histogram of measured difficulty for 1,000 typical puzzles.

towards higher difficulty.
We compare this difficulty distribution plot with the distributions of

times required for visitors to http://www.websudoku.com to solve the
puzzles available there [Web Sudoku n.d.]. This distribution, generated
by the solution times of millions of users, is shown in Figure 4.

Figure 4. A distribution plot of the time to solve Easy-level puzzles on www.websudoku.com; the
mean is 5 min 22 sec.

The two graphs share a peak near 0 and are skewed to the right.

Runtime
With running 20 iterations of hsolve per puzzle, rating 100 puzzles re-

quires 13min, or about 8 sec per puzzle, on a 2GhzCentrinoDuo processor
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with 256MB of Java heap space. While this runtime is slower than existing
difficulty raters, we feel that hsolve provides a more detailed evaluation
of difficulty that justifies the extra time.

Generator
Our choice of using a solver-basedmetric for difficulty has the following

implications for puzzle generation:
• It is impossible to make a very accurate prediction of the difficulty of the
puzzle in the process of generating it, before all of the numbers on the
puzzle have been determined. This is because adding or repositioning
a number on the board can have a profound impact on which strategies
are needed to solve the puzzle.
Thus, given a difficulty, we create a puzzle-generatingprocedure that

generates a puzzle of approximately the desired difficulty and then runs
hsolve on the generated puzzle to determine if the actual difficulty is
the same as the desired difficulty. This is the approach that we take in
both the generator and pseudo-generator described below.

• There is an inevitable trade-off between the ability to generate consis-
tently difficult puzzles and the ability to generate truly random puzzles.
A generator that creates puzzles with as randomized a process as possi-
ble is unlikely to create very difficult puzzles, since complex strategies
would not be employed very often.
Hence, for a procedure that consistently generates hard puzzles, we

must either reduce the randomness in the puzzle-generating process or
limit the types of puzzles that can result.

• The speed at which puzzles can be generated depends upon the speed
of hsolve.
We describe two algorithms for generating puzzles: a standard genera-

tor and a pseudo-generator.

Standard Generator
Our standard puzzle generator follows this algorithm:

1. Beginwith an empty board and randomly choose one number to fill into
one cell.

2. Apply hsolve to make all logical deductions possible. (That is, after
every step of generating a puzzle, keep track of the Sudoku Solution
Graph for all cells of the board.)

3. Repeat the following steps until either a contradiction is reached or the
board is completed:
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• Randomly fill an unoccupied cell on the board with a candidate for
that cell’s SSG.

• Apply hsolve tomake all logical deductions (whichwill fill in naked
and hidden singles and adjust the SSG accordingly)

• If a contradiction occurs on the board, abort the procedure and start
the process again from an empty board.

If no contradiction is reached, then eventually the board must be com-
pletely filled, since a new cell is filled in manually at each iteration.
The final puzzle is the board with all of the numbers that were filled

in manually at each iteration of the algorithm (i.e., the board without the
numbers filled in by hsolve).

Guaranteeing a Unique Solution with Standard Generator
For this algorithm to work, a small modification must be made in our

backtracking strategy. If the backtracking strategy makes a guess that suc-
cessfully completes the puzzle, we treat it as if this guess does not complete
the puzzle but rather comes to a dead end. Thus, the backtracking strategy
only makes a modification to the board if it makes a guess on some square
that results in a contradiction, in which case it fills in that square with the
other possibility. With this modification, we easily see that if our algorithm
successfully generates a puzzle, then the puzzle must have a unique so-
lution, because all of the cells of the puzzle that are not filled in are those
that were determined at some point in the construction process by hsolve.
With this updated backtracking strategy, hsolvemakes a move only if the
move follows logically and deterministically from the current state of the
board; so if hsolve reaches a solution, it must be the unique one.

Pseudo-Generator
Our pseudo-generator takes a completed Sudoku board and a set of

cells to leave empty at beginning of a puzzle, called the reserved cells. The
idea is to guarantee the use of a high-level strategy, such as Swordfish or
Backtracking, by ensuring that a generated puzzle cannot be completed
without such a strategy. Call the starting puzzle the seed board and the
solution the completed seed board. To use the pseudo-generator, we must
first prepare a list of reserved cells, found as follows:
1. Take a seed board that hsolve cannot solve using strategies only up to
tier k, but hsolve can solvewith strategies up to tier k + 1 (seeAppendix
for the different tiers of strategies we use).

2. Usehsolve tomake all possibledeductions (i.e. adjusting the SSG)using
only strategies up to tier k.

3. Create a list of cells that are still empty.
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We thenpass to the pseudo-generator the completed seed board and this
list of reserved cells. The pseudo-generator iterates the algorithm below,
startingwith an empty board, until all the cells except the reserved cells are
filled in:
1. Randomly fill an unoccupied, unreserved cell on the board with the
number in the corresponding cell of the completed seed board.

2. Apply hsolve to make logical deductions and to complete the board as
much as possible.

Differences From Standard Generator
The main differences between the pseudo-generator and the standard

generator are:
1. When filling in an empty cell, the standard generator uses the number in
the corresponding cell of the completed puzzle, instead of choosing this
number at random from the cell’s SSG.

2. When selecting which empty cell to fill in, the pseudo-generator never
selects one of the reserved cells.

3. hsolve is equipped with strategies only up to tier k.
4. Thepseudo-generator terminates notwhen the board is completelyfilled
in but rather when all of the unreserved cells are filled in.
The pseudo-generator is only partially random. It provides enough

clues so that the unreserved cells of the board can be solved with strate-
gies up to tier k, and the choice of which of these cells to reveal as clues is
determined randomly. However, the solution of the generated puzzle is in-
dependent of these random choices andmust be identical to the completed
seed board. For the same reason as in the standard generator, the solution
must be unique.
The pseudo-generator never provides clues for reserved cells; hence,

when hsolve solves a puzzle, it uses strategies of tiers 0 through k to fill
in the unreserved cells, and then is forced to use a strategy in tier k + 1 to
solve the remaining portion of the board.

Pseudo-Generator Puzzle Variability
The benefit of the pseudo-generator over the standard generator is gen-

erating puzzles in which a strategy of tier k + 1 must be used, thus guar-
anteeing a high level of difficulty (if k is high). The drawback is that the
pseudo-generator cannot be said to generate a puzzle at random, since it
starts with a puzzle already generated in the past and constructs a new
puzzle (using some random choices) out of its solution.
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We implement the pseudo-generator by first randomly permuting the
rows, columns, and numbers of the given completed puzzle, so as to create
an illusion that it is a different puzzle. Ideally, we should have a large
database of difficult puzzles to choose from (together with the highest tier
strategyneeded to solve each puzzle and its list of reserved cells that cannot
be filled with strategies of lower tiers).

Difficulty Concerns
“Difficulty level” is not well-defined: In a system of three difficulty lev-

els, howdifficult is amediumpuzzle, as compared to a hard or easy puzzle?
In the previous correlation analysis in which we divided 800 puzzles into
eight difficulty levels, we forced each difficulty level to contain 100 puzzles.

Generating Puzzles with a Specific Difficulty
Figure 5 shows themeasureddifficulty of 1,000puzzles generatedby the

standard generator. We can divide the puzzles into intervals of difficulty,
with equal numbers of puzzles in each interval. To create a puzzle of given
difficulty level using the standard generator, we iterate the generator until
a puzzle is generated whose difficulty value falls within the appropriate
interval.

1000 2000 3000 4000

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

Figure 5. A histogram of the measured difficulty of 1,000 puzzles generated by the standard
generator.

Standard Generator Runtime
It took 3 min to generate 100 valid boards (and 30 invalid boards) and

12min todetermine thedifficultiesof the 100validboards. Thus, 100boards
take a total 15 min to run, or an average of about 9 sec per valid board.
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From the difficulty distribution in Figure 5, we can obtain an expected
runtime estimate for each level of difficulty. For four levels, the expected
number of boards that one needs to construct to obtain a board of level 1
is a geometric random variable with parameter p = 598

1000
, so the expected

runtime to obtain a board of level 1 is 0.15× 1000
598

= 0.25min. Similarly, the
expected runtimes to obtain boards of level 2, level 3, and level 4 are 3.1,
4.7, and 30 min.

Using Pseudo-Generator to Generate Difficult Puzzles
To generate large numbers of difficult boards, itwould be best to employ

the pseudo-generator. We fed the pseudo-generator a puzzle (“Riddle of
Sho”) that can be solved only by using the tier-5 backtracking strategy
[Sudoku Solver n.d.]. The difficulty of the puzzle was determined to be
8,122, while the average difficulty of 20 derived puzzles generated using
this puzzle was 7,111. Since all puzzles derived from a puzzle fed into the
pseudo-generator must share application of the most difficult strategy, the
difficulties of the derived puzzles are approximately the same as that of the
original puzzle.
With a database of difficult puzzles, amethod of employing the pseudo-

generator is tofind themidpointof thedifficultyboundsof thedesired level,
choose randomly a puzzle whose difficulty is close to this midpoint, and
generate a derived puzzle. If the difficulty of the derived puzzle fails to be
within our bounds,we continue choosing an existingpuzzle at randomand
creating a derived puzzle until the bound condition is met. The average
generation time for a puzzle is 9 sec, the same as for the standard generator.
For difficult boards, there is a huge difference between the two strategies
in the expected number of boards that one needs to construct, and the
pseudo-generator is much more efficient.

Conclusion
Strengths
Our human solver hsolvemodels how a human Sudoku expert would

solve a sudoku puzzle by posing Sudoku as a search problem. We judge
the relative costs of each strategy by the number of verifications of possi-
ble strategy applications necessary to find it and thereby avoid assigning
explicit numerical difficulty values to specific strategies. Instead, we allow
the difficulty of a strategy to emerge from the difficulty of finding it, giv-
ing a more formal treatment of what seems to be an intuitive notion. This
derivation of the difficulty provides a more objective metric than that used
in most existing difficulty ratings.
The resulting metric has a Goodman-Kruskal γ-coefficient of 0.82 with
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an existing set of hand-rated puzzles, and it generates a difficulty distri-
bution that corresponds to one empirically generated by millions of users.
Thus, we have some confidence that this newmetric gives an accurate and
reasonably fast method of rating Sudoku puzzle difficulties.
We produced two puzzle generators, one able to generate original puz-

zles that are mostly relatively easy to solve, and one able to modify pre-
existing hard puzzles to create ones of similar difficulty. Given a database
of difficult puzzles, our pseudo-generator is able to reliably generate many
more puzzles of these difficulties.

Weaknesses
It was difficult to test the difficulty metric conclusively because of the

dearth of available human-rated Sudoku puzzles. Hence, we could not
conclusively establish what we believe to be a significant advantage of our
difficulty metric over most existing ones.
While our puzzle generator generated puzzles of all difficulties accord-

ing to our metric, it experienced difficulty creating very hard puzzles, as
they occurred quite infrequently. Although we attempted to address this
flawby creating thepseudo-generator, it cannot create puzzleswith entirely
different final configurations.
Because of the additional computations required to calculate the search

space for human behavior, both the difficulty metric and the puzzle gener-
ator have relatively slow runtimes compared to other raters and generator.

Appendix: Sudoku Strategies
Most (but not all) Sudoku puzzles can be solved using a series of logical

deductions [What is Sudoku? n.d.]. These deductions have been organized
into a number of common patterns, which we have organized by difficulty.
The strategies have been classed into tiers between 0 and 5 based upon
the general consensus of many sources on their level of complexity (for
example, see Johnson [n.d.] and Sudoku Strategy [n.d.]).
In this work, we have used what seem to be the most commonly oc-

curring and accessible strategies together with some simple backtracking.
There are, of course, manymore advanced strategies, but since our existing
strategies suffice to solve almost all puzzles that we consider, we choose to
ignore the more advanced ones.
0. Tier 0 Strategies

• Naked Single: A Naked Single exists in the cell (i, j) if cell (i, j)
on the board has no entry, but the corresponding entry (i, j) on the
Sudoku Solution Graph has one and only one possible value. For
example, in Figure A1. We see that cell (2, 9) is empty. Furthermore,
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1 2 3 4 5 6 7 8 ?

v

Figure A1. Example for Naked Single strategy.

the corresponding Sudoku Solution Graph entry in (2, 9) can only
contain the number 9, since the numbers 1 through 8 are already
assigned to cells in row 2. Therefore, since cell (2, 9) in the corre-
sponding Sudoku Solution Graph only has one (naked) value, we
can assign that value to cell (2, 9) on the sudoku board.
Application Enumeration: Since a Naked Single could occur in any
empty cell, this is just the number of empty cells, since checking if
any empty cell is a Naked Single requires constant time.

• Hidden Single: A Hidden Single occurs in a given cell (i, j)when:
(a) (i, j) has no entry on the Sudoku board
(b) (i, j) contains the value k (among other values) on the Sudoku

Solution Graph
(c) No other cell in the same group as (i, j) has k as a value in its
Sudoku Solution Graph

Once we find a hidden single in (i, j) with value k, we assign k to
(i, j) on the Sudoku board. The logic behind hidden singles is that
given any group, all numbers 1 through 9 must appear exactly once.
If we know cell (i, j) is the only cell that could contain the value k
in a given row, then we know that it must hold value k on the actual
Sudoku board. We can consider the example in Figure A2.
We look at cell (1, 1). First, (1, 1) does not have an entry, and we
can see that its corresponding entry in the Sudoku Solution Graph
contains {1, 2, 7, 8, 9}. However, we see that the other cells in region
1 that don’t have values assigned, i.e. cells (1, 2), (1, 3), (2, 1) and
(3, 1), donothave thevalue1 in their correspondingSudokuSolution
Graph cells; that is, none of the other four empty cells in the board
besides (1, 1) can hold the value 1, and so we can assign 1 to the cell
(1, 1).
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Figure A2. Example for Hidden Single strategy.

ApplicationEnumeration: Since aHidden Single could occur in any
empty cell, this is just the number of empty cells, since checking if
any empty cell is a Hidden Single requires constant time (inspecting
other cells in the same group).

1. Tier 1 Strategies
• NakedDouble: ANakedDouble occurswhen two cells on the board
in the same group g do not have values assigned, and both their
correspondingcells in theSudokuSolutionGraphhaveonly the same
twovaluesk1 andk2 assigned to them. Anakeddouble in (i1, j1) and
(i2, j2) does not immediately give us the values contained in either
(i1, j1) or (i2, j2), but it does allows us to eliminate k1 and k2 from
the Sudoku Solution Graph of all cells in g beside (i1, j1) and (i2, j2).
Application Enumeration: For each row, column, and region, we
sum up

°
n
2

¢
where n is the number of empty cells in each group,

since a Naked Double requires two empty cells in the same group.
• Hidden Double: A Hidden Double occurs in two cells (i1, j1) and

(i2, j2) in the same group g when:
(a) (i1, j1) and (i2, j2) have no values assigned on the board
(b) (i1, j1) and (i2, j2) share two entries k1 and k2 (and contain pos-

sibly more) in the Sudoku Solution Graph
(c) k1 and k2 do not appear in any other cell in group g on the Sudoku
Solution Graph

A hidden double does not allow us to immediately assign values to
(i1, j1) or (i2, j2), but it does allow us to eliminate all entries other
than k1 and k2 in the Sudoku Solution Graph for cells (i1, j1) and
(i2, j2).
Application Enumeration: For each row, column, and region, we
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sum up
°

n
2

¢
where n is the number of empty cells in each group,

since a Hidden Double requires two empty cells in the same group.
• LockedCandidates: ALockedCandidate occurs if we have cells (for
simplicity, suppose we only have two: (i1, j1) and (i2, j2)) such that:
(a) (i1, j1) and (i2, j2) have no entries on the board
(b) (i1, j1) and (i2, j2) share two groups, g1 and g2 (i.e. both cells are

in the same row and region, or the same column and region)
(c) (i1, j1) and (i2, j2) share some value k in the Sudoku Solution
Graph

(d) ∃g3, a group of the same type as g1, g1 6= g3, such that k occurs in
cells of g2 ∩ g3

(e) k does not occur elsewhere in g3 besides g3 ∩ g2

(f) k does not occur in g2 aside from (g2 ∩ g1) ∪ (g2 ∩ g3)
Then, since k must occur at least once in g3, we know k must occur
in g2 ∩ g3. However, since k can only occur once in g2, then k cannot
occur in g2 ∩ g1, so we can eliminate k from the Sudoku Solution
Graph cells corresponding to (i1, j1) and (i2, j2). A locked candidate
can also occur with three cells.
Application Enumeration: For every row i, we examine each three-
cell subset rsij formed as the intersection with some region j; there
are twenty-sevensuchsubsets. Outof those twenty-seven,wedenote
the number of subsets that have two or three empty cell as rl. We
define cl for columns analogously, so this is just the sum rl + cl.

2. Tier 2 Strategies
• Naked Triple: ANaked Triple occurs when three cells on the board,

(i1, j1), (i2, j2) and (i3, j3), in the same group g do not have values
assigned, and all three of their corresponding cells in the Sudoku
Solution Graph share only the same three possible values, k1, k2 and
k3. However, each cell of a Naked Triple does not have to have
all three values, e.g. we can have (i1, j1) have values k1, k2 and
k3, (i2, j2) have k2, k3 and (i3, j3) have k1 and k3 on the Sudoku
SolutionGraph. We can remove k1, k2 and k3 from all cells except for
(i1, j1), (i2, j2) and (i3, j3) in the Sudoku SolutionGraph that are also
in group g; the logic is similar to that of the Naked Double strategy.
Application Enumeration: For each row, column, and region, we
sum up

°
n
3

¢
where n is the number of empty cells in each group,

since a Naked Triple requires three empty cells in the same group.
• Hidden Triple: AHidden Triple is similar to a Naked Triple the way
a Hidden Double is similar to a Naked Double, and occurs in cells
(i1, j1), (i2, j2) and (i3, j3) sharing the same group g when:
(a) (i1, j1), (i2, j2) and (i3, j3) contain no values on the SudokuBoard
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(b) Values k1, k2 and k3 appear among (i1, j1), (i2, j2) and (i3, j3) in
their SSG

(c) k1, k2 and k3 do not appear in any other cells of g in the SSG
Then, we can eliminate all values beside k1, k2 and k3 in the SSG of
cells (i1, j1), (i2, j2) and (i3, j3). The reasoning is the same as for the
Hidden Double strategy.
Application Enumeration: For each row, column, and region, we
sum up

°
n
3

¢
where n is the number of empty cells in each group,

since a Hidden Triple requires three empty cells in the same group.
• X-Wing: Given a value k, an X-Wing occurs if:
(a) ∃ two rows, r1 and r2, such that the value k appears in the SSG

for exactly two cells each of r1 and r2

(b) ∃ distinct columns c1 and c2 such that k only appears in rows r1

and r2 the SudokuSolutionGraph in the set (r1 ∩ c1)∪ (r1 ∩ c2)∪
(r2 ∩ c1) ∪ (r2 ∩ c2)

Then, we can eliminate the value k as a possible value for all cells in
c1 and c2 that are not also in r1 and r2, since k can only appear in each
of the two possible cells of in each row r1 and r2 and k. Similarly,
the X-Wing strategy can also be applied if we have a value k that is
constrained in columns c1 and c2 in exactly the same two rows.
Application Enumeration: For each value k, 1 through 9, we count
the number of rows that contain k exactly twice in the SSG of its
empty cells, rk. Since we need two such rows to form an X-Wing for
any one number, we take

°
rk
2

¢
. We also count the number of columns

that contain k exactly twice in the SSG of its cells, ck, and similarly
take

°
ck
2

¢
. We sum over all values k, so this value is

P
k

°
rk
2

¢
+

°
ck
2

¢
.

3. Tier 3 Strategies
• Naked Quad: A Naked Quad is similar to a Naked Triple; it occurs
when four unfilled cells in the same group g contain only elements
of setK of at most four possible values in their SSG. In this case, we
can remove all values in K from all other cells in group g, since the
values inK must belong only to the four unfilled cells.
Application Enumeration: For each row, column, and region, we
sumup

°
n
4

¢
wheren is the number of empty cells in each group, since

a Naked Quad requires three four empty cells in the same group.
• Hidden Quad: A Hidden Quad is analogous to a Hidden Triple. It
occurs when we have four cells (i1, j1), (i2, j2), (i3, j3) and (i4, j4) in
the same group g such that:
(a) (i1, j1), (i2, j2), (i3, j3) and (i4, j4) share (among other elements)

elements of the setK of at most four possible values in their SSG
(b) No values ofK appear in the SSG of any other cell in g
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Thenwe can eliminate all values that cells (i1, j1), (i2, j2), (i3, j3) and
(i4, j4) take on other than values inK from their corresponding cells
in the Sudoku Solution Graph. The reasoning is analogous to the
Hidden Triple strategy.
Application Enumeration: For each row, column, and region, we
sum up

°
n
4

¢
where n is the number of empty cells in each group,

since a Hidden Quad requires three four empty cells in the same
group.

• Swordfish: The Swordfish Strategy is the three-row analogue to the
X-Wing Strategy. Suppose we have three rows, r1, r2 and r3, such
that the value k has not been assigned to any cell in r1, r2 or r3. If the
cells of r1, r2 and r3 that have k as a possibility in their corresponding
SSG are all in the same three columns c1, c2 and c3, then no other cells
in c1, c2 and c3 can take on the value k, sowemay eliminate the value
k from the corresponding cells in the SSG. (This strategy can also be
applied if we have columns that restrict the occurrence of k to three
rows).
Application Enumeration: For each value k, 1 through 9, we count
the number of rows that contain k exactly two or three times in the
SSG of its empty cells, rk. Since we need three such rows to form
a Swordfish for any one number we take

°
rk
3

¢
. We also count the

number of columns that contain k two or three times in the SSG of
its cells, ck, and similarly take

°
ck
3

¢
. We sum over all values k, so this

value is
P

k

°
rk
3

¢
+

°
ck
3

¢
.

4. Tier 4 Strategies
• Jellyfish: The Jellyfish Strategy is analogous to the Swordfish and
X-Wing strategies. We apply similar reasoning to four rows r1, r2, r3

and r4 in which some value k is restricted to the same four columns
c1, c2, c3 and c4. If the appearance of k in cells of r1, r2, r3 and r4

in the Sudoku Solution Graph is restricted to four specific columns,
then we can eliminate k from any cells in c1, c2, c3 and c4 that are
not in one of r1, r2, r3 or r4. Like the Swordfish strategy, the Jellyfish
strategy may also be applied to columns instead of rows.
Application Enumeration: For each value k, 1 through 9, we count
the number of rows that contain k exactly two, three or four times
in the SSG of its empty cells, rk. Since we need four such rows to
form a Jellyfish for any one number k, we take

°
rk
4

¢
. We also count

the number of columns that contain k two, three or four times in the
SSG of its cells, ck, and similarly take

°
ck
4

¢
. We sum over all values k,

so this value is
P

k

°
rk
4

¢
+

°
ck
4

¢
.

5. Tier 5 Strategies
• Backtracking: Backtracking in the sense that we use is a limited
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version of complete search. When cell (i, j) has no assigned value,
but exactly 2 possible values k1, k2 in its SSG, the solver will assign
a test value (assume k1) to cell (i, j) and continue solving the puzzle
using only Tier 0 strategies.
There are three possible results. If the solver arrives at a contradic-
tion, he deduces that k2 is in cell (i, j). If the solver completes the
puzzle using the test value, this is the unique solution and the puzzle
is solved. Otherwise, if the solver cannot proceed further but has not
solved the puzzle completely, backtracking has failed and the solver
must start a different strategy.
ApplicationEnumeration: Sinceweonly applyBacktracking to cells
with exactly two values in its SSG, this is just the number of empty
cells that have exactly two values in their SSG.
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Summary
In the last few years, the 9-by-9 puzzle grid known as Sudoku has gone

from being a popular Japanese puzzle to a global craze. As its popularity
has grown, so has the demand for harder puzzleswhose difficulty level has
been rated accurately.
We devise a new metric for gauging the difficulty of a Sudoku puzzle.

Weuse anoracle tomodel thegrowingvarietyof techniquesprevalent in the
Sudokucommunity. This approachallowsourmetric to reflect thedifficulty
of the puzzle itself rather than the difficulty with respect to some particular
set of techniques or someperception of the hierarchy of the techniques. Our
metric assigns a value in the range [0, 1] to a puzzle.
We also develop an algorithm that generates puzzles with unique solu-

tions across the full range of difficulty. While it does not produce puzzles
of a specified difficulty on demand, it produces the various difficulty levels
frequently enough that, as long as the desired score range is not too narrow,
it is reasonable simply to generate puzzles until one of the desired difficulty
is obtained. Our algorithm has exponential running time, necessitated by
the fact that it solves the puzzle it is generating to check for uniqueness.
However, we apply an algorithm known as Dancing Links to produce a
reasonable runtime in all practical cases.
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Introduction
The exact origins of the Sudoku puzzle are unclear, but the first modern

“Sudoku” puzzle showed up under the name “Number Place” in a 1979
puzzlemagazine put out byDellMagazines. Nikoli Puzzles introduced the
puzzle to Japan in 1984, giving it the name “Suuji wa dokushin ni kagiru,”
which was eventually shortened to the current “Sudoku.” In 1986, Nikoli
added two new constraints to the creation of the puzzle: There should be
no more than 30 clues (or givens), and these clues must be arranged sym-
metrically. With a new name and a more esthetically-pleasing board, the
game immediately took off in Japan. In late 2004, Sudoku was introduced
to the London Times; and by the summer of 2005, it had infiltrated many
majorAmericannewspapers andbecome the latest puzzle craze [Wikipedia
2008b].
Sudopedia is aWebsite that collects andorganizeselectronic information

on Sudoku, including solving techniques, from how do deal with “Fishy
Cycles” and “Squirmbags” to identifying “Skyscrapers” and what to do if
you discover that you have a “Broken Wing.” It even explains the possi-
bilities for what has happened if you find yourself hopelessly buried in a
“Bivalue Universal Grave.” Some techniques are more logically complex
than others, but many of similar complexity seemmore natural to different
players or are more powerful in certain situations. This situation makes it
difficult to use specific advanced techniques in measuring the difficulty of
a puzzle.
Our goal is ametric to rate Sudokupuzzles and an algorithm to generate

them. A useful metric should reflect the difficulty as perceived by humans,
so we analyze how humans approach the puzzle and use the conclusions
as the basis for the metric. In particular, we introduce the concept of an
“oracle” to model the plethora of complicated techniques. We also devise
a normalized scoring technique, which allows our metric to be extended to
a variety of difficulty levels.
We devise a generation algorithm to produce puzzles with unique so-

lutions that span all difficulty levels, as measured by our metric. To en-
sure uniqueness, our generation algorithmmust solve the puzzle (multiple
times) to check for extra solutions. Since solving a Sudoku puzzle is an
NP-complete problem [Wikipedia 2008b], our algorithm has exponential
running time at best.

Terminology
• A completed Sudokuboard is a 9×9 grid filledwith {1, . . . , 9} such that
every row, column and 3×3 subgrid contains each number exactly once.

• A Sudoku puzzle or Sudoku board is a completed Sudoku board from
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which some of the cell contents have been erased.
• A cell is one of the 81 squares of a 9×9 grid.
• The nine 3×3 subgrids that appear by dividing the board into thirds are
called blocks.

• A house refers to any row, column or block of a 9×9 grid.
• A hint is a cell that has already been filled in a Sudoku puzzle.
• A candidate is a number that is allowed to go in a given cell. Initially, any
empty cell has the candidate set{1, . . . , 9}. Candidates canbe eliminated
when a number can already be found in a house containing the cell and
by more complicated techniques.

• Singles is a solving technique in which a cell is determined by one of
two basic methods:
Naked Singles: If a cell has only one remaining candidate, then that cell

can be filled with that candidate.
Hidden Singles: If there is only one cell in a given house that has a

certain candidate, then that cell can be filled with that candidate.

Assumptions
• Every Sudoku puzzle has a unique solution.
• There are no restrictions on the locations of the hints in a Sudoku puzzle. When
the Japanesepuzzle companyNikoli adapted thepuzzle in 1986, it added
the constraint that clues should be arranged symmetrically. We do not
consider this esthetic touch to be important to the structure of the puzzle
and hence ignore this constraint.

• The singles solving techniques are sufficiently basic that the typical player uses
them. The logic for these techniques derives directly from the definition
of the game.

• Thenaked singles technique is ”easier” than the hidden singles technique. When
we look for hidden singles first and move to naked singles only when
hidden singles no longer produces new information, we can solve a puz-
zle in many fewer steps. On the other hand, if we first look for naked
singles and then move to hidden singles, we could oscillate between the
methods repeatedly. We do not claim that all human solvers find naked
singles easier than hidden singles. However, hidden singles appears to
be more powerful and thus in some sense “harder.”

• The difficulty of a puzzle cannot be based on any specific set of techniques. There
aremanydifferent techniques beyond the singles, andwe cannot assume
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that a player will use any particular one. A list of such techniques with
explanations can be found at Sudopedia [2008]. Different puzzles will
succumb more easily to different techniques and will thus seem easier
(or harder) to different people, depending onwhat approaches they tend
to use.

• The difficulty of a puzzle does not scale linearly with the number of applications
of higher-level techniques There is an obvious jump in difficulty when a
puzzle requiresmore than just the singles techniques, since then a player
must use strategies that cannot be read directly from the rules. On the
other hand, having to use the same or a similar higher technique repeat-
edly does not require any extra leap of logic.

Sudoku Difficulty Metric
Objectives
Our first task is to develop a metric, or scoring system, to determine the

difficulty of an arbitrary Sudoku grid. However, the starting configuration
of a puzzle is often quite deceptive about the level of difficulty; so wemust
analyze the difficulty by looking at both the starting configuration and the
completed board.
Additionally, we want our metric to be extensible to varied difficulty

levels and player abilities. That is, we would like those who disagree with
our metric to be able to adjust it and produce a metric that they agree with.
Finally, our metric should be representative of the perceived difficulty of a
puzzle by a human solver, regardless of how “simple” it is for a computer
to solve.

A Trip to the Oracle
We assume that a typical player starts solving a Sudoku puzzle begin

by filling in cells that can be determined by the singles techniques. When
the player can determine nomore cells via those techniques, the playerwill
begin to employ one or more higher-level methods and combine the new
information with the singles techniques until solving the puzzle or getting
stuck again.
We can exploit this observation to develop a metric that rates the diffi-

culty of a puzzle simply by determining the number of different methods
used to solve it. In particular, the more complicated the methods, the more
challenging the puzzle is. However, due to the complicated nature of the
more than 50 solving techniques [Sudopedia 2008], it is hard to say which
are “more challenging” than others. Additionally, many humans approach
a puzzle differently, applying different techniques at different stages of the
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puzzle. To avoid becoming bogged down in a zoo of Fish and X-Wings, we
introduce the concept of an oracle.
The oracle is a being that knows the solution to all puzzles and can

communicate a solution to a player, as long as the player knows how to ask
properly. We can think of the oracle as if it were another player who uses
a more-advanced solving technique. When a player gets stuck, the player
goes to the oracle for help, and the oracle reveals the value of a cell in the
grid. The usefulness of the revealed cell depends on the manner in which
the player phrases the question.
In slightly less mystical terms, we use an oracle to represent the fact that

theplayeruseshigher-level techniques to solveapuzzle. Doingsoallowsus
tomodel the difficulty of a puzzlewithout knowing anything about specific
difficulty levels of solving methods. The oracle can be any method beyond
singles that the player uses to fill in additional cells, and we represent this
in our metric by randomly filling in some cell in the matrix. The perceived
difficultly level of a puzzle increases as more higher-level techniques are
used, but this increase is not linear in the number of techniques.

A Sudoku Difficulty Metric
Based on our above assumptions about how a human being approaches

a Sudoku puzzle, we developedAlgorithm 1 to rate a puzzle’s difficulty.

Algorithm 1 Sudoku Metric

procedure Score(InitialGrid, Solution)
for All trials do
Board = InitialGrid
while Board is unsolved do
Find all singles ! Iterative process
if stuck then
AskOracle for help

end if
end while
Count singles andOracle visits

end for
Compute average counts
ScoreFunction(singlesCounts, oracleCounts)
return score ! Use tanh to scale

end procedure

First, we search for naked singles until there are no more to be filled
in. Then, we perform one pass looking for hidden singles. We repeat this
process until the board is solved or untilwe can get no further using singles.
(The order in which we consider the singles techniques accords with our
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assumption that naked singles are “easier” than hidden singles). Whenwe
can get no further, we consult the oracle. The algorithm keeps track of the
the number of iterations, naked singles, hidden singles, and oracle visits,
and presents this information to a scoring function, which combines the
values and scales them to between 0 and 1, the “normalized” difficulty of
the puzzle. The details of the scoring function are discussed below.
The above description does not take into consideration that because

we are using a random device to reveal information, separate runs may
produce different difficulty values and hence the revealed cell may provide
either more or less aid. To smooth out the impacts of this factor, we run the
test many times and average the scores of the trials.

Scoring with tanh

A normalized score allows one puzzle to be compared with another.
While on average we do not expect the unscaled score to be large, the
number of oracle visits could be very high, thus sometimes producing large
variability in the weighted sum of naked single, hidden single, and oracle
visit counts. Simple scaling by an appropriate factor would give undue
influence to outlier trials. Consequently,wepass theweightedsumthrough
a sigmoid function that weights outliers on both the high and low ends
similarly and gives the desired range of variability in the region that we
expect most boards to fall into. We use a tanh function to accomplish this.
Wewould also like tomodel our assumption that each successive oracle

visit is likely to provide less information than the previous one. We do
this by passing the number of oracle visits through an inverse exponential
function before scaling. Since we run a large number of trials to compute
each score, we use the average number of oracle visits over all the trials in
this exponential function, as doing somakes our scores fluctuatemuch less
than if we average after applying the inverse exponential.
We arrive at the following equation for the unscaled score:

s = αN + βH + γ
≥
1− eδ·(O−σ)

¥
, (1)

where
• the Greek letters are user-tunable parameters (we discuss their signifi-
cance shortly),

• N and H are the average number of naked singles and hidden singles
found per scan through the board, and

• O is the average number of oracle visits per trial.
Note thatN andH are averaged over a single trial, and together repre-

sent howmany singles you can expect to find at a given stage in solving the
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puzzle; O is averaged over all trials and represents how many times you
can expect to use higher-order techniques to solve the puzzle.
Finally, we pass this unscaled score through an appropriately shifted

sigmoid:

ScaledScore =
1 + tanh

£
A(s−B)

§

2
,

where s is the unscaled score from (1), andA andB are user-tunable para-
meters. We shift the function up by 1 and scale by 1/2 to produce a range
of values between 0 and 1 (Figure 1). We also smear the function out over
a wide area to capture the differences in unscaled scores.

Figure 1. The scaled hyperbolic tangent that produces our final score. We shift the function up by
1 and scale by 1/2 to produce a range of values between 0 and 1. We also smear the function out
over a wide area to capture the differences in unscaled scores.

A Zoo of Parameters
Our parameters can be divided into two groups:
• those that represent some intrinsic notion of how challenging a Sudoku
board is
α: Represents the difficulty of finding naked singles in a puzzle. It
allowsus to scale the observednumber of naked singles in the puzzle
based on how challenging we think they are to find.

β: Weights the difficulty of finding hidden singles in a board. To agree
with our earlier assumptions, we assume that α < β.

γ: Gives the weighting function for the number of oracle visits. This
parameterwill ingeneralbequitehigh, aswebelieve thatoraclevisits
should be the primary determination of difficulty level. In actuality,
γ is a function ofO, since we don’t want the exponential function in
(1) to contribute negatively to the score. Thus, we have that

γ =
Ω

0, for O < 1;
G, otherwise,

for some large constantG.
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• those that allow us to scale and shift a graph around:
δ: Controls the steepness of the exponential function.
σ: Controls the x-intercept of the exponential function.
A: Controls the spread of the tanh function.
B: Controls the shift of the tanh function.
The shift parameters are designed to allow for greater differentiation be-

tween puzzle difficulties, not to represent how difficult a puzzle actually is.
Therefore, we believe that the first three parameters are the important ones.
That is, those should be adjusted to reflect puzzle difficulty, and the last
four should be set to whatever values allow for maximum differentiation
among difficulty levels for a given set of puzzles. We discuss our choice of
parameter values later. First, we turn to the problem of board generation.

Generation Algorithm
Objectives
It is natural to require that a Sudoku generator:
• always generate a puzzle with a unique solution (in keeping with our
assumptions about valid Sudoku boards), and

• can generate any possible completed Sudoku board. (As it turns out, our
algorithm does not actually generate all possible completed boards, but
it should be able to if we expand the search space slightly.)

We also would like our generator be able to create boards across the spec-
trum of difficulty defined by our metric; but we do not demand that it be
able to create a puzzle of a specified difficulty level, since small changes in
a Sudoku board can have wide-reaching effects on its difficulty. However,
our generator can be turned into an “on demand” generator by repeatedly
generating boards until one of the desired difficulty level is produced.

Uniqueness and Complexity
It is easy to generate a Sudoku puzzle: Start with a completely filled-in

grid, then remove numbers until you don’t feel like removing any more.
Thismethod is quite fast butdoesnot guaranteeuniqueness. What isworse,
the number of cells that you have to erase before multiple solutions can oc-
cur is alarmingly low! For example, if all of the 6s and 7s are removed from
a Sudoku puzzle, there are now two possible solutions: the original solu-
tion, and one in which all positions of 6 and 7 are reversed. In fact, there
is an even worse configuration known as a “deadly rectangle” [Sudopedia
2008] that can result in non-unique solutions if thewrong four cells of some
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Sudoku boards are emptied. If we cannot guarantee uniqueness of solu-
tions when only four numbers have been removed, how can we possibly
guarantee it when more than 50 have?
The natural solution to this problem is to check the board for uniqueness

after each cell is removed. If a removal causes the board to have a non-
unique solution, replace it and try again. Unfortunately, there is no known
fast algorithm for determining if the board has a unique solution. The only
way is to enumerate all possible solutions, and this requires exponential
time in the size of the board [Wikipedia 2008b].
The good news is that nevertheless there are fast algorithms, including

DonaldKnuth’sDancingLinks algorithm[2000]. DancingLinks, also know
as DLX, is an optimized brute-force enumeration algorithm for a problem
knownasExactCover. ExactCover is anNP-completeproblemdealingwith
membership in a certain collection of sets. By formulating the constraints
on a Sudokugrid as sets, we can turn a Sudokuproblem into anExactCover
problem. While DLX is still an exponential algorithm, it outperformsmost
other such algorithms for similar problems. For our purposes, it is more
than sufficient, since it solved the most challenging Sudoku problems we
could find in 0.025 second.
DLX affords us an algorithm to generate puzzles with unique solutions:

Simply remove cells from the completed board until no more cells can be
removed while maintaining a unique solution, and use DLX at every stage
to guarantee that the solution is still unique.
We now return to the issue of creating a completed Sudoku grid, since

this is the one unfinished point in the algorithm. It again turns out to be
quite difficult to generate a completed Sudoku grid, since doing so is akin
to solving the puzzle. In theory, we could start with an empty grid and
applyDLXtoenumerateeverypossible solution—butthereare6.671× 1021

completed boards.
Alternatively, many Websites suggest the following approach:

• Start with a completed Sudoku board.
• Permute rows, columns, and blocks (or other such operations that main-
tain the validity of the board).

• Output new Sudoku board.
This approach has two significant flaws:
• It assumes that we already have a valid Sudoku board (which is the very
problem we’re trying to solve); and

• it drastically limits the space of possible generated boards, since any sin-
gle startingboardcangenerate throughthesepermutationsonly3, 359, 232
of the 6.617× 1021 possible Sudoku boards [Wikipedia 2008a].
Thus, to perform our initial grid generation, we employ a combination

of the two techniques that is quite fast and does not overly limit the size of



336 The UMAP Journal 29.3 (2008)

the search space. We generate three random permutations of 1, . . . , 9 and
fill these in along the diagonal blocks of an empty grid. We then seed the
DLX algorithmwith this board and ask it to find the firstN solutions to the
board, forN a large number (in our case, 100). Finally, we randomly select
one of these boards to be our final board.
In principle, if N is sufficiently large, this method can generate any

valid Sudoku board, since the seed to DLX is random, even if DLX itself
is deterministic. With (9!)3 seeds and 100 boards per seed, we can gener-
ate 4.778× 1018 Sudoku boards, assuming that each seed has at least 100
solutions.
Use of the DLX algorithm makes this method fast enough for our pur-

poses; we took advantage of Python code written by Antti Anjanki Ajanki
[2006] that applies DLX to Sudoku puzzles. Algorithm 2 gives the pseudo-
code for our generation algorithm.

Algorithm 2 Sudoku Generator

1: procedureGenerateBoard
2: for i = 1, ..., 3 do ! Seed DLX
3: Permute {1, ..., 9}
4: Fill diagonal block i
5: end for
6: DLX(seed, numToGenerate)
7: Select randomly generated board
8: repeat
9: Remove random cells
10: Check uniqueness (DLX)
11: untilNo more cells can be removed
12: end procedure

Results and Analysis
To test both the utility of our metric and the effectiveness of our gener-

ation algorithm, we generated and scored 1,000 boards, and as a baseline
also scored some independently-generated grids from the Internet. Our
results match up well with “accepted” levels of difficulty, though there are
someexceptions (Table 1). Our generator is biased towards generatingeasy
puzzles but can generate puzzles with quite high difficulty; we believe that
this performance is a consequence of the fact that difficult Sudoku puzzles
are hard to create.
According to our metric, the most important factor in the difficulty of a

puzzle is the number of oracle visits. The easiest puzzles are ones that can
be solved entirely by singles techniques and thus do not visit the oracle at
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Table 1.
Results from our Sudoku generator.

Difficulty Number generated Average score Average #oracle visits

Cinch 740 0.06 0.1
Confusing 273 0.32 0.6
Challenging 53 0.69 1.5
Crazy 34 0.88 2.3

all. In general, this type of puzzles has a score of less than 0.18, which we
use as our first dividing region.
The next level of difficulty is produced by puzzles that visit the oracle

once on average; these puzzles produce a scaled score of between 0.18 and
0.6, soweuse this as our seconddividing region. Puzzles that require twoor
three hints from the oracle are scored between 0.6 and 0.8, and the absolute
hardest puzzles have scores ranging from 0.8 to 1.0, due to needing three
or more oracle visits. We show the output function of ourmetric, andmark
the four difficulty regions, in Figure 2.
A significant number of generated boards have very high scores but no

oracle visits, perhaps because of a large number of hidden singles.

Figure 2. Our four difficulty regions plotted against the sigmoid scoring function.

For your solving pleasure, in Figure 3 we included a bonus: four sam-
ple boards generated by our algorithm, ranging in difficulty level from
“Cinch” (solvable by singles alone) to “Crazy” (requiring many advanced
techniques). Try to solve them and see if you agree!
Our algorithm can generate puzzles across the spectrum but fewer of

more difficult boards. This behavior appears to reflect the fact that Sudoku
is very sensitive to seemingly minor modifications: Small changes to the
layout of the hints or of the board can lead to vast changes in difficulty.
In fact, a number of independently-generated boards that were rated by
others as quite difficult turn out to be solvable by singles techniques alone,
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Figure 3. Four puzzles created by our generator, increasing in difficulty from left to right and top
to bottom.

leading us to believe that creating hard Sudoku puzzles is hard.
We found a large number of very challenging Sudoku puzzles at Web-

sites, which we tested with our metric. In particular, a Website called Su-
doCue [Werf 2007] offers someof themost challengingboards thatwe could
find. Its “Daily Nightmare” section scored above 0.8 in almost all of our
tests, with many puzzles above 0.9.
Our metric is highly sensitive to its parameter values. This is good,

since it allows different users to tweak the metric to reflect their individual
difficulty levels; but it is bad, because two different parameter sets can lead
to vastly different difficulty scores. In Table 2, we show the parameter
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values that we use; they were empirically generated. We maintain that
they are informative but acknowledge that they could be changed to yield
different outcomes.

Table 2.
Parameter values chosen for our metric. The first three represent the difficulty of the puzzle, and

the last four are scaling and shift parameters.

Parameter α β γ δ σ A B
Value 0.1 0.5 15 0.5 1 0.25 10

In analyzing our metric, we found some puzzles that are scored reason-
ably and some that are scored outrageously. Our generator gaveus a puzzle
rated .85 that had no oracle visits. Suspicious of our metric, one member
of our team tried solving the puzzle. He did so in less than 7.5 min, even
though a photographer interrupted him to take pictures of the team. This
discovery caused us to realize that perhaps our parameters do not mean
what we thought they did. Our intent in weighting naked singles posi-
tively was to make our metric say that nearly-completely-filled-in puzzles
are easier than sparsely-filled-in puzzles. We considered the average num-
ber of singles per scan rather than the total number because we wanted to
somehow include the number of iterations in our metric. However, with
our current parameter values, our metric says that a puzzle with a high
number of singles per scan is easier than a puzzle with a low number of
singles per scan, which is wrong and not what we intended. Parameters α
and β should probably be negative, or else we should change whatN and
H mean.

Future Work
Any generator that has to solve the puzzle to check for the uniqueness

of the solutionwill inherently have an exponential running time (assuming
P6=NP), since solving Sudoku has been shown to be NP-complete. Thus,
to produce a generator with a better runtime, it would be necessary to
find some other means of checking the uniqueness of the solution. One
possible approach would be to analyze the configurations that occur when
a puzzle does not have a unique solution. Checking for such configurations
could result in a more efficient method of checking for solution uniqueness
and thus would potentially allow for generators with less than exponential
running time.
While we are excited by the potential that the oracle brings in rating

Sudoku puzzles, we recognize that our metric as it stands is not as effective
as it could be. We have a variety of ideas as to how it could be improved:
• The simplest improvement would be to run more experiments to deter-
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mine better parameter values for our scoring function and the best places
to insert difficulty breaks. A slightly different scoring function, perhaps
one that directly considers the number of iterations needed to solve the
Sudoku puzzle, could be a more accurate measure.

• Alternatively, we would like to devise a scoring function that distin-
guishes puzzles that can be solved using only the singles techniques vs.
others.

• There is a much larger set of techniques that Sudopedia refers to as the
Simple SudokuTechniqueSet (SSTS) that advanced solvers consider triv-
ial. If we were to add another layer to our model, so that we first did
as much as possible with singles, then applied the rest of the SSTS and
only went to the oracle when those techniques had been exhausted, it
couldgiveabetterdelineationof “medium-level”puzzles. If therewere a
threshold score dividing puzzles solvable by SSTS and puzzles requiring
the oracle, it would allow advanced solvers to determine which puzzles
they would find interesting.

• Another extension would be altering the oracle to eliminate possible
cell candidate(s) rather than reveal a new cell. This alteration could
potentially allow for greater differentiation among the hardest puzzles.

Conclusion
We devised a metric which uses an oracle to model techniques em-

ployed by the Sudoku community. This approach has the advantage of
not depending on a specific set of techniques or any particular hierarchy
of them. The large number of parameters in our scoring function leaves it
open to adjustment and improvement.
In addition,wedevelopedan algorithm to generatepuzzleswithunique

solutions across awide range of difficulties. It tends towards creating easier
puzzles.
There is an increasing demand for more Sudoku puzzles, different puz-

zles, and harder puzzles. We hope that we have contributed insights into
its levels of difficulty.
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Summary
Many existing Sudoku puzzle generators create puzzles randomly by

starting with either a blank grid or a filled-in grid. To generate a puzzle
of a desired difficulty level, puzzles are made, graded, and discarded until
one meets the required difficulty level, as evaluated by a predetermined
difficulty metric. The efficiency of this process relies on randomness to
span all difficulty levels.
We describe generation and evaluation methods that accurately model

human Sudoku-playing. Instead of a completely random puzzle genera-
tor, we propose a new algorithm, Difficulty-Driven Generation, that guides
the generation process by adding cells to an empty grid that maintain the
desired difficulty.
We encapsulate themost difficult technique required to solve the puzzle

and number of available moves at any given time into a rounds metric. A
round is a single stage in the puzzle-solving process, consisting of a single
high-levelmove or amaximal series of low-levelmoves. Ourmetric counts
the numbers of each type of rounds.
Implementing our generator algorithm requires using an existing met-

ric, which assigns a puzzle a difficulty corresponding to the most difficult
technique required to solve it. We propose using our rounds metric as a
method to further simplify our generator.

TheUMAP Journal 29 (3) (2008) 343–362. c©Copyright 2008 byCOMAP, Inc. All rights reserved.
Permission to make digital or hard copies of part or all of this work for personal or classroom use
is granted without fee provided that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice. Abstracting with credit is permitted, but copyrights
for components of this work owned by others than COMAPmust be honored. To copy otherwise,
to republish, to post on servers, or to redistribute to lists requires prior permission from COMAP.



344 The UMAP Journal 29.3 (2008)

Figure 1. A blank Sudoku grid.

Introduction
Sudoku first appeared in 1979 inDell Pencil Puzzles &Word Games under

the name “Number Place” [Garns 1979]. In 1984, the puzzle migrated to
Japan where the Monthly Nikolist began printing its own puzzles entitled
“Suuji Wa Dokushin Ni Kagiru” or “the numbers must be single”—later
shortened to Sudoku [Pegg Jr. 2005]. It was not until 2005, however, that
this puzzle gained international fame.
We propose an algorithm to generate Sudoku puzzles at specified diffi-

culty levels. This algorithm is based on a modified solver, which checks to
ensure one solution to all generated puzzles and uses metrics to quantify
the difficulty of the puzzle. Our algorithm differs from existing algorithms
in using human-technique-based modeling to guide puzzle construction.
In addition, we offer a new grading algorithm that measures both the most
difficult moves and the number of available moves at each stage of the
solving process. We ran basic tests on both algorithms to demonstrate their
feasibility. Our work leads us to believe that combining our generation
algorithm and metrics would result in a generation algorithm that creates
puzzles on a scale of difficulty corresponding to actual perceived difficulty.

Terminology
Figure 1 shows a blank 9 × 9 cell Sudoku grid. In this grid, there are

nine rows, nine columns, and nine blocks (3× 3 disjoint cell groups defined
by the thicker black lines). We use the terms:
• Cell: A single unit square in the Sudoku grid that can contain exactly
one digit between 1 and 9 inclusive.

• Adjacent Cell: A cell that is in the same row, column or block as some
other cell(s).
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• Hint: One of the digits initially in a Sudoku puzzle.
• Puzzle: The 9×9 cell Sudoku grid with some cells containing digits
(hints). The remaining cells are intentionally left empty.

• Completed puzzle: The 9×9 cell Sudoku grid with all cells containing
digits.

• Well-posedpuzzle: ASudokupuzzlewithexactlyonesolution (aunique
completed puzzle). A Sudoku puzzle that is not well-posed either has
no solutions or has multiple solutions (different completed puzzles can
be obtained from the same initial puzzle).

• Proper puzzle: A Sudoku puzzle that can be solved using only logical
moves—guessing and checking is not necessary. All proper puzzles are
well-posed. Some newspaper or magazine problems are proper puzzles
We concern ourselves with proper Sudoku puzzles only.

• Candidate: A number that can potentially be placed in a given cell. A
cell typically has multiple candidates. A cell with only one candidate,
for example, can simply be assigned the value of the candidate.

How to Play
The object of the game is to place the digits 1 through 9 in a given puzzle

board such that every row, column and block contains each digit exactly
once. An example puzzle with 28 hints is shown in Figure 2a. All of the
digits can be placed using the logical techniques described subsequently.
Figure 2b shows the completed solution to this problem. A well-posed
Sudoku problem has only one solution.

a. Puzzle example. b. Puzzle solution.
Figure 2. Example of a Sudoku puzzle and its solution.
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Techniques
We provide a list of commonly-used techniques; they require that the

solver know the possible candidates for the relevant cells.
• Naked Single: A cell contains only one candidate, therefore it must be
that number. This is called naked because there is only one candidate in
this cell.

• Hidden Single: A cell contains multiple candidates but only one is pos-
sible given a row/column/block constraint, therefore it must be that
number. This is called hidden because there are multiple candidates in
the cell, but only one of them can be true due to the constraints.

• Claiming: This occurs when a candidate in a row/column also only
appears in a single block. Since the row must have at least one of the
candidate, these candidates “claim” the block. Therefore, all other in-
stances of this candidate can be eliminated in the block. In Figure 3a, the
circled 4s are the candidates that can be eliminated.

• Pointing: This occurs when a block has a candidate that appears only in
a row/column. These candidates “point” to other candidates along the
row/column that can be eliminated. In Figure 3b, the circled 5s are the
candidates that can be eliminated.

a. Claiming. b. Pointing.

Figure 3. Examples of pointing and claiming techniques.

• Naked Double: In a given row/column/block, there are two cells that
have the same two and only two candidates. Therefore, these candidates
can be eliminated in any other adjacent cells. In Figure 4a, the circled 5s
are the candidates that can be eliminated.



Difficulty-Driven Sudoku 347

• Hidden Double: In a given row/column/block, two and only two cells
can be one of two candidates due to the row/column/block constraint.
Therefore any other candidates in these two cells can be eliminated. In
Figure 4b, the circled 5s and 8 are the candidates that can be eliminated.

a. Naked Double. b. Hidden Double.
Figure 4. Examples of naked double and hidden double techniques.

• NakedSubset (Triple,Quadruple, etc.): This is anextensionof thenaked
double to higher numbers of candidates and cells, n. Because these n
candidates must appear in the n cells, these candidates to be eliminated
from adjacent cells.

• Hidden Subset (Triple, Quadruple, etc.): This is an extension of the
hidden double to higher numbers of candidates and cells, n. Due to
row/column/block constraints, the n candidates must occupy n cells
and other candidates in these cells can be eliminated.

• X-Wing: The X-Wing pattern focuses on the intersection of two rows
and two columns. If two rows contain contain a single candidate digit in
exactly two columns, then we can eliminate the candidate digit from all
of the cells in those columns. The four cells of interest form a rectangle
and the candidate digit must occupy cells on alternate corners, hence
the name X-Wing. Note that the rows and columns can be interchanged.
In Figure 5a, the circled 7s can be eliminated. X-Wings naturally lead
to extensions such as XY-Wings, XYZ-Wings, Swordfish, Jellyfish, and
Squirmbags. (Other advanced techniques are discussed at Stuart [2008].)

• Nishio: A candidate is guessed to be correct. If this leads to a contradic-
tion, that candidate can be eliminated. In Figure 5b, the circled 6 can be
eliminated.
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a. X-Wing. b. Nishio.
Figure 5. Examples of X-Wing and Nishio techniques.

Generators
Solving Sudoku has been well-investigated. but generating puzzles is

withoutmuchexploration. There are 6,670,903,752,021,072,936,960possible
completedpuzzles [Felgenhauer and Jarvis 2006]. There are evenmore pos-
sible puzzles, since there are many ways of removing cells from completed
puzzles to produce initial puzzles, though this number cannot be easily de-
fined since the uniqueness constraint of well-formed puzzles makes them
difficult to count.
Westudiedseveralgenerators, includingSudokuExplainer, jlib, Isanaki,

PsuedoQ, SuDoKu, SudoCue, Microsoft Sudoku, and Gnome Sudoku. All
rely on Sudoku solvers to verify that the generated puzzles are unique
and sufficiently difficult. The two fastest generators work by randomly
generating puzzles with brute-force solvers.
Themostpowerfulsolver thatweencountered, SudokuExplainer [Juillerat

2007], uses a brute-force solver to generate a completed puzzle. After pro-
ducing the completed puzzle, it randomly removes cells and uses the same
solver to verify that the puzzle with randomly removed cells still contains
a unique solution. Finally, it uses a technique-based solver to evaluate the
difficulty from a human perspective. Due to the variety of data structures
and techniques already implemented in Sudoku Explainer, we use it as a
framework for our code. Since generators rely heavily on solvers, we begin
with a discussion of existing solver methods.
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Modeling Human Sudoku Solving
Humans and the fastest computer algorithms solve Sudoku in very dif-

ferentways. Forexample, theDancingLinks (DLX)AlgorithmKnuth [2000]
solves Sudoku by using a depth-first brute-force search in mere millisec-
onds. Backtracking and efficient data structures (2D linked lists) allow this
algorithm to operate extremely quickly relative to othermethods, although
the Sudoku problem for a generalN ×N grid is NP-complete.
BecauseDLX is a brute-force solver, it can also findmultiple solutions to

Sudoku puzzles that are not well-posed (so from a computer’s perspective,
solving any Sudoku problem is a simple task!). However, most Sudoku
playerswould not want to solve a puzzle in this manner because it requires
extensive guessing and back-tracking. Instead, a player uses a repertoire
of techniques gained from experience.
To determine the difficulty of a Sudoku puzzle from the perspective of

a human by using a computer solver, we must model human behavior.

Human Behavior
We first consider Sudoku as a formal problem in constraint satisfaction

[Simonis 2005], where we must satisfy the following four constraints:
1. Cell constraint: There can be only one number per cell.
2. Row constraint: There can be only one of each number per row.
3. Column constraint: There can be only one of each number per column.
4. Block constraint: There can be only one of each number per block.
We can realize these constraints in the form of a binary matrix. The rows
represent the candidate digits for a cell; the columns represent constraints.
In a blank Sudoku grid, there are 729 rows (nine candidates in each of the
81 cells) and 324 columns (81 constraints for each of the four constraints).
A 1 is placed in the constraint matrix wherever a candidate satisfies a con-
straint. For example, the possibility of a 1 in the (1, 1) entry of the Sudoku
grid is represented as a row in the constraint matrix. The row has a 1 in
the column corresponding to the constraint that the first box contains a 1.
Therefore, each row contains exactly four 1s, since each possibility satisfies
four constraints; and each column contains exactly nine 1s, since each con-
straint can be satisfied by nine candidates. An example of an abbreviated
constraint matrix is in Table 1.
A solution is a subset of the rows such that each column has a single 1

in exactly one row of this subset. These rows correspond to a selection of
digits such that every constraint is satisfied by exactly one digit, thus to a
solution to the puzzle. The problem of finding in a general binary matrix a
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Table 1.
Example of an abbreviated constraint matrix.

One # One # #1 #2 #2
in (2,3) in (2,4) in Row 2 in Row 2 in Col. 4

#1@ (2,3) 1 . 1 . .
#2@ (2,3) 1 . . 1 .
#3@ (2,3) 1 . . . .
#1@ (2,4) . 1 1 . .
#2@ (2,4) . 1 . 1 1
#3@ (2,4) . 1 . . .

subset of rows that sum along the columns to a row of 1s is known as the
exact-cover problem.
Thenormal solutionprocedure for an exact-coverproblem is touseDLX.

The constraint-matrix form allows us to spot easily hidden or naked singles
by simply looking for columns with a single 1 in them, which is already
a step of the DLX algorithm. Moreover, the formalities of the constraint
matrix allow us to state a general technique.
Theorem [Constraint Subset Rule]. Suppose that we can form a set of n
constraints A such that every candidate that satisfies a constraint of A
only satisfies a single constraint of A and a set of n constraints B such
that each candidate of A also satisfies a constraint in B. Then we can
eliminate any candidate of B that is not a candidate of A.

Proof: The assumption that every candidate that satisfies a constraint of
A only satisfies a single constraint of A ensures that we must choose n
candidates to satisfy the constraints in A (or else we could not possibly
satisfy the n constraints ofA). Each of those candidates satisfies at least one
constraint in B, by assumption. Suppose for the sake of contradiction that
we select a candidate that satisfies a constraint inB that does not satisfy any
constraints A. Then B will have at most n− 1 remaining constraints to be
satisfied and the rows chosen to satisfyAwill oversatisfyB (recall that each
constraint must be satisfied once and only once). This is a contradiction,
proving the claim.

With specific constraints, the theorem translates naturally into many of
the techniques discussed earlier. For example, if we a choose a singe block
constraint as setA and a single row constraint as setB, then the Constraint
Subset Rule reduces to the pointing technique.

HumanModel
Using the constraint rule, we model the behavior of a human solver as:

1. Search for and use hidden and naked singles.
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2. Search for constraint subsets of size one.
3. If a constraint subset is found, return to step 1. If none are found, return
to step 2 and search for constraint subsets of one size larger.

Assumptions
• Human solvers do not guess or use trial and error. In certain puzzles,
advanced Sudoku players use limited forms of trial and error, but exten-
sive guessing trivializes the puzzle. Sowe consider only proper puzzles,
which do not require guessing to solve.

• Human solvers find all of the singles before moving on to more ad-
vanced techniques. Sometimes players use more-advanced techniques
while looking for singles; but for the most part, players look for the
easiest moves before trying more-advanced techniques.

• Human solvers search for subsets in order of increasing size. The
constraint subset rule treats all constraints equally, which allows us to
generalize the advanced techniques easily. In practice, however, not all
constraints are equal. Because the cells in a block are grouped together,
for example, it is easier to focusonablockconstraint thana roworcolumn
constraint. Future work should take this distinction into account.

Strengths
• Simplicity. By generalizing Sudoku to an exact cover problem,we avoid
having to refer to specific named techniques and instead can use a single
rule to govern our model.

• Themodel fairly accurately approximates how someonewould go about
solving a puzzle.

Weaknesses
• The constraint subset rule does not encompass all of the techniques that a
humansolverwouldemploy; someadvancedtechniques, suchasNishio,
do not fall under the subset rule. However, the constraint subset rule is
a good approximation of the rules that human solvers use. Future work
would incorporate additional rules to govern the model’s behavior.
Using this model, we proceed to define metrics to assess the difficulty

of puzzles.
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Building the Metrics
One might assume that the more initial hints there are in a puzzle, the

easier the puzzle is. Many papers follow this assumption, such as Tadei
and Mancini [2006]. Lee [2006] uses a difficulty level based on a weighted
sum of the techniques required to solve a puzzle, showing from a sample
of 10,000 Sudoku puzzles that there is a correlation between the number of
initially empty cells and the difficulty level.
There are many exceptions to both of these metrics that make them

impractical to use. For example, puzzle Amay only start with 22 hints but
can be solved entirely with naked and hidden singles. Puzzle B may start
with 50 hints but require the use of an advanced technique such as X-Wing
to complete the puzzle. Puzzle C could start with 40 hints and after filling
in 10 hidden singles be equivalent to Puzzle B (requiring an X-Wing). In
practice, most people would find puzzles C and B equally difficult, while
puzzleAwould be significantly easier (A < B = C). The number of initial
hints metric would classify the difficulties as A > B > C. The weighted-
sum metric would do better, classifying A < B < C. Examples such as
these show that counting the number of initial hints or weighting required
techniques does not always accurately measure the difficulty of a puzzle.
We restrict our attention to evaluating the process involved in solving

the puzzle. Our difficulty metric measures the following aspects:
• Types of techniques required to solve the puzzle: A more experienced
Sudoku player will use techniques that require observing interactions
between many cells.

• Thenumber of difficult techniques: A puzzlewith twoX-Wings should
be harder than a puzzle with one X-Wing.

• The number of available moves: It is easier to make progress in the
puzzlewhen there aremultiple options available, as opposed to a puzzle
with only one logical move available.
To rate the difficulty of puzzles, Sudoku Explainer assigns each tech-

nique a numerical difficulty; the difficulty of the puzzle is defined to be
the most difficult technique [Juillerat 2007]. The first problem with this
type of implementation is that every technique must be documented and
rated. The second problem is that many “medium” and even “hard” puz-
zles can be solved by finding singles, which have a low difficulty rating.
Thedifference is that indifficult puzzles, the numberof options at anygiven
point is small. Sudoku Explainer’s method of assigning difficulty has low
granularity in the easy-to-hard category, which is themost important range
of difficulties for most Sudoku players. The advanced techniques are not
known by the general public and are difficult to use without a computer
(one must write out all candidates for each cell).
Wewant ourdifficultymetric to distinguishbetweenpuzzles evenwhen
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the puzzle requires only basic techniques. One problem is that different
ordersof eliminatingsinglesmay increaseordecrease thenumberofoptions
available. So we measure difficulty by defining a round.
A round is performing either every possible single move (hidden or
naked) that we can see from our current board state or exactly one
higher-level move.

Our metric operates by performing rounds until it either solves the puzzle
or cannot proceed further. We classify puzzles by the number of rounds,
whether they use higher-level constraint sets, or if they cannot be solved
using these techniques.

Difficulty Levels
Our difficulty levels are:
1. Easy: Can be solved using hidden and naked singles.
2. Medium: Can be solved using constraint subsets of size one and hidden
and naked singles.

3. Hard: Can be solved using constraint subsets of size two and easier
techniques.

4. Fiendish: Cannot be solved using constraint subsets of size two or easier
techniques.

Within each category, the number of rounds can be used to rank puzzles.

Strengths
• Accounts for the number of available options.
• Provides finer granularity at the easier levels. Within each category, the
number of rounds is way to quantify which puzzles are harder.

• Generalizesmanyof thenamed techniquesbyexpressing them in terms
of eliminations in the exact cover matrix.

• Conceptually very simple. By formulating the human solver’s behavior
in terms of the constraintmatrix, we avoid having to use and rate specific
techniques. The Constraint Subset Rule naturally scales in difficulty as
the subset size increases.

Weaknesses
• Does not take into account the differences among row/column/block
constraints. It is easier to find a naked single in a block than in a row,
because the cells are grouped together.
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• Computationally slower. Our metric searches for more basic types of
moves than the Sudoku Explainer does. The benefits of expressing the
rules in terms of the exact cover matrix far outweigh the decrease in
speed.

• Lack of regard for advanced techniques. This metric does not consider
many of the advanced techniques. Though most Sudoku players do not
use these techniques, our basic implementation cannot classify puzzles
with comparable granularity in the Hard and Fiendish categories. How-
ever, expanding the metric to include additional techniques is relatively
simple using the constraint matrix formulation.

Results
Our metrics were tested with 34 Sudoku puzzles that appeared in the

LosAngelesTimes from15 January 2008 to 17 February 2008. The results are
tabulated in Table 2. We see that the terms “Gentle” and “Moderate” puz-
zles would both fall under our “Easy” category. These two difficulty levels
would be distinguished within our “Easy” level because we can see that
on average “Gentle” puzzles have fewer rounds than “Moderate” puzzles.
However, there is some overlap. Perhaps our algorithm can distinguish
between these categories better than the algorithmused by the Times, or the
Times’s algorithm accounts for the fact that some singles may be easier to
find than others. For example, a hidden single in a block might be easier
to spot than a hidden single in a row or column; our algorithm treats all of
these equally.
The Times’s Sudoku puzzles skip over our defined difficulty level of

“Medium”—there are no puzzles with constraint subsets of size one. Ac-
cording to our metrics, the jump from “Moderate” to “Tough” is much
larger than is justified. For example, there should be a level of difficulty
between puzzles that use only naked and hidden singles and puzzles that
require an X-Wing, consisting of puzzles that use pointing and claiming. In
effect, our algorithm defines a higher granularity than that used by the Los
Angeles Times.
Two “Tough” puzzles could not be solved using our Constraint Subset

Rule. In fact, when checked with Sudoku Explainer, these puzzles require
the use of Nishio and other advanced techniques that border on trial-and-
error. Our metric ensures that puzzles such as these will not fall under the
“Hard” level but will instead be moved up to the “Fiendish” level.

Building the Generator
Existing computer-based puzzle generators use one of two as random

generation (RG) techniques, both of which amount to extending the func-
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Table 2.
Results of metrics tested against Los Angeles Times Sudoku puzzles.

Difficulty #of Rounds #of Constraint #of Constraint
Subsets of Size 1 Subsets of Size 2

Gentle 8 - -
Gentle 7 - -
Gentle 8 - -
Gentle 10 - -
Gentle 11 - -
Gentle 9 - -
Gentle 10 - -
Gentle 7 - -
Gentle 8 - -
Moderate 8 - -
Moderate 12 - -
Moderate 9 - -
Moderate 14 - -
Moderate 9 - -
Moderate 11 - -
Moderate 10 - -
Moderate 14 - -
Moderate 9 - -
Moderate 13 - -
Moderate 12 - -
Moderate 11 - -
Moderate 11 - -
Moderate 10 - -
Moderate 10 - -
Tough 12 8 1
Tough 11 5 1
Tough 14 3 1
Tough Failed to solve
Tough Failed to solve

Diabolical Failed to solve
Diabolical Failed to solve
Diabolical Failed to solve
Diabolical Failed to solve
Diabolical Failed to solve
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tionality of a solver to guide the grid construction. (An introduction to
making Sudoku grids by hand can be found at Time Intermedia Corpora-
tion [2007].)
RG1 (bottom-up generation). Begin with a blank grid.
(a) Add in a random number in a random spot in the grid
(b) Solve puzzle to see if there is a unique solution

i. If there is a unique solution, proceed to next step
ii. If there are multiple solutions, return to step (a)

(c) Removeunnecessaryhints (anyhintswhoseremovaldoesnot change
the well-posed nature of the puzzle)

(d) Assess the difficulty of the puzzle, restarting generation if the diffi-
culty is not the desired difficulty.

RG2 (top-down generation). Begin with a solved grid. There are many
methods for constructing a solved grid. The one we primarily used
builds grids by using a random brute-force solver with the most basic
human techniques, placing numbers in obvious places for hidden and
naked singles and randomly choosingnumberswhennonumbers can be
placed logically (basic backtrackingallows the algorithmto retry random
number placement in the caseswhere it fails to generate a valid solution).
(a) Take out a number in a random spot
(b) Solve puzzle to determine if there is still a unique solution

i. If there is a unique solution, go to step (a)
ii. If there are multiple solutions, undo the last removal so that the
grid again only has a single solution.

(c) Assess the difficulty of the puzzle, restarting generation if the diffi-
culty is not the desired difficulty.

The first method is best implemented with a depth-first brute-force
solver, because when the grid is nearly empty, multiple solutions need
to be detected quickly. DLX is a natural choice for generators of this type.
The twomethods are very similar: Steps RG1c and RG1d are essentially

the same as steps RG2b and RG2c. The second method, however, runs
the solver mostly on puzzles with unique solutions, while the first method
runs the solver mostly on puzzles with multiple solutions. Solvers based
on human techniques are slower and expect to use logic to deduce every
square, operating best on multiple solutions. Thus, generators relying on
solvers based on human techniques tend to favor the second method over
the first.
These methods are driven primarily by random numbers, which is ben-

eficial because random techniques theoretically offer fairly unbiased access
to the entire domain of possible puzzles. However, no research that we are
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aware of has yet proved that a particular generation method is bias-free.
Due to the size of the domain, we are not too worried about small biases.
More importantly, these techniques are popular because they operate very
quickly, converging for most difficulty levels to valid puzzles within a few
seconds. Extremely hard puzzles cannot be dependably generated easily
using these techniques, since they are very rare.

Difficulty-Driven Generation
There are two drawbacks to the previously mentioned methods:

• They do not operate with any notion of difficulty, hoping to stumble
upon difficult puzzles by chance.

• They require many calls to the solver (on the order of hundreds) due
both to the difficulty requirement and the backtracking in case random
placements or removals fail. Particularly when using a human-solver,
these calls can be very expensive. We do not concern ourselves toomuch
with the runtime, since even generators that require several seconds
to generate hard puzzles are tolerable to human users. Online puzzles,
puzzles inmagazines andnewspapers, andpuzzles onhandhelddevices
are frequently pre-generated anyway.
We propose a new method of generating puzzles to address the first

concern. Our goal is to develop a method that can produce a puzzle of
a specified difficulty by guiding the placement of numbers in cells. We
call this method - Generation (DDG). DDG is based on merging the human-
technique based solvers frequently found in the top-down RG2 method
with the bottom-up RG1 method.
1. Begin with an empty grid and a desired difficulty, d. (We use real num-
bers for our difficulty levels.) Look for a puzzle difficulty d0 ∈ R with
|d0 − d| < t for some threshold t ∈ R.

2. Fill in some number of cells to initialize the grid (well-posed Sudoku
puzzles with fewer than 17 cells have not been found, so initializing the
empty grid with some number of cells less than 17 is feasible).

3. Solve forward logically with the human-technique solver to remove any
obvious cells from consideration.

4. For i = 1 ton: (n controls howmuch the search behaves like a depth-first
search and how much it behaves like a breadth-first search)
(a) Pick a random cell ci.
(b) Compute the possible values for ci, choose a value vi at random, and

fill ci with vi.
(c) Solve forward logically as far as possible. Record the difficulty, di.
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(d) If we have solved the puzzle and |di − d| < t, stop and return the
grid.

(e) Unfill ci.
5. Find the value j that minimizes |dj − d|.
6. Recursively call this procedure (enter at step 3) with cj filled with vj .
Implementing DDG is highly dependent on the choice of metrics, be-

cause it makes the following assumption:
DDG Assumption: During bottom-up grid generation, choosing a
cell that makes the puzzle better fit to the desired difficulty at a given
iteration will make the final puzzle closer to the overall difficulty.
The construction of the DDG algorithm aims to make this assumption

true. Ideally, the choice of later cells in the DDG approach will not sig-
nificantly change the difficulty of the puzzle, since all cells in the DDG
algorithm are subject to the same difficulty constraints. This assumption is
not entirely true, particularly due to the complexity of the interactions in
Sudoku. However, oncewe decide on particularmetrics, we can alter DDG
to make the assumption hold more often.

DDGwith the Most Difficult Required Technique
As an example,we consider themetric of theMostDifficult Required Tech-

nique (MDRT). Regardless of how many easy moves a player makes when
solving a puzzle, the player must be able to perform the most difficult re-
quired technique to solve the puzzle. To code DDG with the MDRT, we
began with the human-technique based solver of Sudoku Explainer. This
solver cannot handle multiple solutions, so wemodified it to return partial
solutions when it could no longer logically deduce the next move. The
solver works by checking a database of techniques (in order of increasing
difficulty) against the puzzle to see if any are applicable. When applied,
the technique returns both the areas affected by the technique and the spe-
cific cells affected (either potential candidates are removed from cells or
cells are forced to certain values). Some techniques use the assumption
of well-posed puzzle uniqueness to make deductions, which can lead to
the solver falsely reporting the puzzle was solved entirely with logical de-
duction when in reality the puzzle has multiple solutions. To counter this,
we use a fast brute-force solver to identify two solutions when there are
multiple solutions.
To help ensure the DDG Assumption, we limit the possible locations

where cells can be filled in Step 4a. During each recursive step, we find the
most difficult technique used in the previous solve step and try to ensure
that technique or similar techniques will continue to be required by the
puzzle. Sudoku Explainer techniques are ranked using floating point num-
bers between 1.0 and 11.0 depending on their complexity in the particular
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instance when they are applied (for example, hidden singles in blocks are
ranked as easier than hidden singles in rows or columns). During Step 4a,
no cells or regions affected by the most difficult technique in the previous
solve can be filled with values.
Additionally, we use the intersection of the two solutions found by the

brute-force solver to indicatewhich cells are most likely tomake the puzzle
converge to a unique solution, limiting our cell choices in Step 4a to those
cells that were not common to the two solutions. The brute-force solver we
use computes the two solutions by depth-first searching in the ‘opposite’
direction, picking candidates in the search starting at 1 for one solution and
9 for the the other solution, guaranteeing maximal difference between the
solutions.

Improvements to Difficulty-Driven Generation
DDG currently can produce a range of solutions for various difficulty

levels. However, it operates much slower than the random generation
solvers. To optimize the algorithm, we recommend the following adjust-
ments. These adjustments significantly increase the complexity of the al-
gorithm far beyond a guided breadth/depth first search.
• Tune DDG’s desired difficulty levels at different stages of recursion.
The DDG Assumption is entirely valid in practice due to the fact that
fewer cells are available to choose from as the algorithm progresses. We
recommend that thedesireddifficulty level start initiallyhighwith ahigh
tolerance for the acceptable range of difficulties di that should be tried
in a recursive step. As more cells are added to the puzzle, the difficulty
naturally declines, so the generator should aim higher at the beginning.
As the generator progresses, a process similar to simulated annealing
should occur with the difficulty level being ’cooled’ at the appropriate
rate to converge to the desired difficulty level at the same time the puzzle
converges to a unique solution of the same difficulty.

• Make better use of the metrics to determine exactly which cells can
be added at each step with the dual goal of maximizing closeness to
uniqueness and minimizing changes to the previously found most diffi-
cult required technique. This approach may also allow such algorithms
to look for particular techniques. One could imagine that a player desir-
ing extra practice with forcing chains of a certain length could generate
several puzzles explicitly preserving forcing chains found during the
search process.

• Sample cell values from a known solution grid rather than a random
distribution. Ourexperimental results indicate that certain solutiongrids
have a maximum difficulty regardless of how much searching is per-
formed over the grid for a good initial grid. Thus, if this suggestion
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is used, after a certain amount of the solution space is searched, the
maximumdifficulty for that solution grid should be estimated. If the es-
timated difficulty does not meet the desired difficulty, the solution grid
should be regenerated.

DDG Complexity
The DDG algorithm is more complex than RG algorithms, and we be-

lieve that the potential benefits outweigh the additional complexity. For
generating puzzles with targeted difficulty levels, DDG has the potential
to be much more efficient than RG in terms of expected running time and
search complexity (number of iterations and branches).
Overall complexity of any generator is highly dependent on the solver

used. Byusing thehumantechnique-basedsolver, our runtimesignificantly
exceeds the runtime of RG methods using brute-force solvers. We believe
that our work on DLX-based difficulty assessment could replace the re-
liance on the human technique-based solver, significantly accelerating the
generator to make it competitive with RG methods in terms of running
time. We hypothesize that an optimized DDG will outperform RG for ex-
tremelyhighdifficulty levels since the probability of complicated structures
arising at random is very small. RG requires several seconds to compute
extremely difficult puzzles. (We consider “extremely difficult” puzzles to
be those rated over 8.0 on the Sudoku Explainer scale.)

Conclusion
We cast Sudoku as an exact cover problem. Then we present a model

of human solving strategies, which allows us to define a natural difficulty
metric on Sudokupuzzles. Thismetric provides four difficulty levels: Easy,
Medium, Hard, and Fiendish, each with an additional granularity deter-
mined by the number of rounds to complete the puzzle. This metric was
tested against puzzles from the Los Angeles Times. Our ‘Easy’ metric en-
compasses both the ‘Gentle’ and ‘Moderate’, but is able to distinguish be-
tween puzzles in the category by the number of rounds it takes to complete
the puzzle. It also offers additional granularity at the higher end by defin-
ing another level that contains constraint sets of size one, which the Times
lacks. Thismetric also provides additional accuracy by separating out puz-
zles from the “Hard” level into a “Fiendish” level that require much more
advanced techniques such as Nishio.
Our Difficulty-DrivenGeneration algorithm customizes to various defi-

nitionsofdifficulty. It builds fromexisting ideasof randomgenerationalgo-
rithms, combining the bottom-up approach with human-technique based
solvers to generate puzzles of varying difficulties. Though the generator
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requires additional tuning to make it competitive with current generators,
we have demonstrated its ability to generate a range of puzzle difficulties.
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Abstract
Sudoku is a logic puzzle in which the numbers 1 through 9 are arranged

ina9× 9matrix, subject to the constraint that there areno repeatednumbers
in any row, column, or designated 3× 3 square.
In addition to being entertaining, Sudoku promises insight into com-

puter science andmathematicalmodeling. Since Sudoku-solving is an NP-
complete problem, algorithms to generate and solve puzzlesmay offer new
approaches to awhole class of computational problems. Moreover, Sudoku
construction is essentially an optimization problem.
We propose an algorithm to construct unique Sudoku puzzleswith four

levels of difficulty. We attempt tominimize the complexity of the algorithm
while still maintaining separate difficulty levels and guaranteeing unique
solutions.
To accomplish our objectives, we develop metrics to analyze the diffi-

culty of a puzzle. By applying our metrics to published control puzzles
with specified difficulty levels, we develop classification functions. We use
the functions to ensure that our algorithm generates puzzleswith difficulty
levels analogous to those published. We also seek to measure and reduce
the computational complexity of the generation and metric measurement
algorithms.
Finally, we analyze and reduce the complexity involved in generating

puzzles while maintaining the ability to choose the difficulty level of the
puzzlesgenerated. Todoso,we implementaprofilerandperformstatistical
hypothesis-testing to streamline the algorithm.
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Introduction
Goals
Our goal is to create an algorithm to produce Sudoku puzzles that:

• creates only valid puzzle instances (no contradictions, unique solution);
• can generate puzzles at any of four different difficulty levels;
• produces puzzles in a reasonable amount of time.
We explicitly do not aim to:
• “force” a particular solving method upon players,
• be the best available algorithm for the making exceedingly difficult puz-
zles, or

• impose symmetry requirements.

Rules of Sudoku
Sudoku is played on a 3 × 3 grid of blocks, each of which is a 3 × 3

grid of cells. Each cell contains a value from 1 through 9 or is empty. Given
a partially-filled grid called a puzzle, the object is to place values in all
empty cells so that the constraints (see below) are upheld. We impose the
additional requirement that a puzzle admit exactly one solution.
The constraints are that in a solution, no row, column, or blockmayhave

two cells with the same value.

Terminology and Notation
Assignment A tuple (x,X) of a value and a cell. We say that X has the
value x,X maps to x, orX 7→ x.

Candidates Values that can be assigned to a square. The set of candidates
for a cellX is denotedX?.

Cell A single square, which may contain a value between 1 and 9. We
denote cells by uppercase italic serif letters: X , Y , Z.

Block Oneof the nine 3× 3 squares in thepuzzle. The boundaries of blocks
are denoted by thicker lines on the puzzle’s grid. No two blocks overlap
(share common cells).

Grouping A set of cells in the same row, column or block. We represent
groupings by uppercase boldface serif letters: X,Y, Z. We refer unam-
biguously to the row groupings Ri, the column groupings Cj and the
block groupingsBc. The set of all groupings is G.

Metric A functionm from the set of valid puzzles to the reals.
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Puzzle A 9× 9matrix of cells with at least one empty and at least one filled
cell. We impose the additional requirement that a puzzle have exactly
one solution. We denote puzzles by boldface capital serif letters: P, Q,
R. We refer to cells belonging to a puzzle: X ∈ P.

Representative of a block The upper-left cell in the block.
Restrictions In some cases, it is more straightforward to discuss which
values a cell cannot have than to discuss the candidates. The restrictions
setX! for a cellX is V\X?.

Rule An algorithm that accepts a puzzle P and produces either a puzzle
P0 representing strictly more information (more restrictions have been
added via logical inference or cells have been filled in) or some value that
indicates that the rule failed to advance the puzzle towards a solution.

Solution Aset of assignments to all cells in a puzzle such that all groupings
have exactly one cell assigned to each value.

Value A symbol that may be assigned to a cell. All puzzles here use the
traditional numeric value set V = {1, . . . , 9}. A value is denoted by a
lowercase sans serif letter: x, y, z.

Indexing
By convention, all indices start with zero for the first cell or block.

c : block number
k : cell number within a block

i, j : row number, column number
i0, j0 : representative row number, column number

These indicies are related by the following functions:

c (i, j) =
j

3
+ 3

π
i

3

∫
,

i (c, k) = 3
j c

3

k
+

π
k

3

∫
, j (c, k) = (c mod 3) · 3 + (k mod 3) ,

i0 (c) = 3
j c

3

k
, j0 (c) = (c mod 3) · 3,

i0 (i) = 3
π

i

3

∫
, j0 (j) = 3

π
j

3

∫
.

Figure 1 demonstrates how the rows, columns and blocks are indexed, as
well as the idea of a block representative. In the third Sudoku grid, the
representatives for each block are denoted with an “r”.
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0
1
2
3
4
5
6
7
8

0 1 2 3 4 5 6 7 8 r r r
0 1 2

r r r
3 4 5

r r r
6 7 8

Figure 1. Demonstration of indexing schemes.

Rules of Sudoku
We state formally the rules of Sudoku that restrict allowable assign-

ments, using the notation developed thus far:

(∀G ∈ G ∀X ∈ G) X 7→ v ⇒ @Y ∈ G : Y 7→ v.

Applying this formalismwill allow us to make strong claims about solving
techniques.

Example Puzzles
The rules alone do not explain what a Sudoku puzzle looks like, and so

we have included a few examples of well-crafted Sudoku puzzles. Figure 2
shows a puzzle ranked as “Easy” byWebSudoku [Greenspan and Lee n.d.].

7 8
3 2 4 5
8 7 4 5 9 3 1

8 1
9 2 3 5 8 4

7 9
4 6 3 1 9 8 5
8 1 4 6

6 9
Figure 2. Puzzle generated by WebSudoku
(ranked as “Easy”).

1 2 4
8 4

6 8 3 9
3 1 4 5 2 7

2 3 8 1 5 4
4 5 8 1 3 2

9 2 4 1 5 6
5 8 3 6 4 9

X 9 7 5 Y

Figure 3. Example of the Naked Pair rule.
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Background
Common Solving Techniques
In the techniques below, we assume that the puzzle has a unique solu-

tion. These techniques and examples are adapted from Taylor [2008] and
Astraware Limited [2005].

Naked Pair
If, in a single row, column or block grouping A, there are two cells X

and Y each having the same pair of candidates X? = Y ? = {p, q} , then
those candidates can be eliminated from all other cells in A. To see that
we can do this, assume for the sake of contradiction that there exists some
cell Z ∈ A such that Z 7→ p, thenX 67→ p, which implies thatX 7→ q. This
in turn means that Y 67→ q, but we have from Z 7→ p that Y 67→ p, leaving
Y ? = ∅. Since the puzzle has a solution, this is a contradiction, andZ 67→ p.
As an example of this arrangement is shown in Figure 3. The cells

markedX and Y satisfyX? = Y ? = {2, 8}, so we can remove both 2 and
8 from all other cells inR8. That is, ∀Z ∈ (R8\ {X,Y }) : 2, 8 /∈ Z?.

Naked Triplet
This rule is analogous to the Naked Pair rule but involves three cells

instead of two. Let A be some grouping (row, column or block), and let
X,Y,Z ∈ A such that the candidates for X , Y and Z are drawn from
{t, u, v}. Then, by exhaustion, there is a one-to-one set of assignments from
{X,Y,Z} to {t, u, v}. Therefore, no other cell inA may map to a value in
{t, u, v}.
An example is in Figure 4. We have marked the cells {X,Y,Z} accord-

ingly and consider only block 8. In this puzzle,X? = {3, 7}, Y ? = {1, 3, 7}
and Z? = {1, 3}. Therefore, we must assign 1, 3, and 7 to these cells, and
can remove them as candidates for cells marked with an asterisk.

Hidden Pair
Informally, this rule is conjugate to the Naked Pair rule. We again con-

sider a single grouping A and two cells X,Y ∈ A, but the condition is
that there exist two values u and v such that at least one of {u, v} is in
each ofX? and Y ?, but such that for any cell Q ∈ (A\ {X,Y }), u, v /∈ Q?.
Thus, since A must contain a cell with each of the values, we can force
X?, Y ? ⊆ {t, u, v}.
An example of this is given in Figure 5. We focus on the groupingR8,

and label X and Y in the puzzle. Since X and Y are the only cells in R8

whose candidate lists contain 1 and 7, we can eliminate all other candidates
for these cells.
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4 9 1 8
6 5 2 8 2
8 9 1 3 2 5
5 1 2 4

9 4 7 5 1 6 2
6 7 4 2 8 1 5 3 9

4 6 2 X 5 Y
3 5 8 2 * 6

2 6 7 * * Z
Figure4. Exampleof theNakedTriplet rule.

4 9 5 8 6
6 5 2 7 8 3
8 9 3 6 5

8 4 2 7
2 6 5 7

7 4 8 9 2 1 6
8 7 9 6 2

2 9 1 3
4 6 X 3 Y

Figure 5. Example of the Hidden Pair rule.

Hidden Triplet
As with the Naked Pair rule, we can extend the Hidden Pair rule to

apply to three cells. LetA be a grouping, and letX,Y,Z ∈ A be cells such
that at least one of {t, u, v} is in each ofX?, Y ? and Z? for some values t, u
and v. Then, if for any other cellQ ∈ (A\ {X,Y,Z}), t, u, v /∈ Q?, we claim
that we can forceX?, Y ?, Z? ⊆ {t, u, v}.
An example is shown in Figure 6, where in the grouping R5, only the

cells marked X , Y and Z can take on the values of 1, 2 and 7. We would
thus conclude that any candidate of X , Y or Z that is not either 1, 2, or 7
may be eliminated.

8 9 5 4 X 6 2 3
1 6 3 2 5 4 7
2 7 4 5 1 9 8

8 4 Y 5
5 2 3 4 1

4 3 5 6 2
9 1 7 5 6 2 4
3 2 8 4 7 5 6
5 4 6 Z 1 9

Figure 6. Example of the Hidden Triplet
rule.

* * 9 3 6
* 3 6 1 4 8 9
1 8 6 9 3 5
* 9 * 8
* 1 * 9
* 6 8 9 1 7
6 * 1 9 3 2
9 7 2 6 4 3
* * 3 2 9

Figure 7. Example of the Multi-Line rule.
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Multi-Line
Wedevelop this technique for columns, but itworks for rowswith trivial

modifications. Consider three blocks Ba, Bb, and Bc that all intersect the
columnsCx,Cy, andCz. If for some value v, there exists at least one cellX
in each ofCx andCy such that v ∈ X? but that there exists no suchX ∈ Cz,
then we know that the cell V ∈ Bc such that V 7→ v satisfies V ∈ Cz. Were
this not the case, then we would not be able to satisfy the requirements for
Ba andBb.
An example of this rule is shown in Figure 7. In that figure, cells that

we are interested in, and for which 5 is a candidate, are marked with an
asterisk. We will be letting a = 0, b = 6, c = 3, x = 0, y = 1 and z = 2.
Then, note that all of the asterisks for blocks 0 and 6 are located in the first
two columns. Thus, in order to satisfy the constraint that a 5 appear in each
of these blocks, block 0 must have a 5 in either column 0 or 1, while block
6 must have a 5 in the other column. This leaves only column 2 open for
block 3, and so we can remove 5 from the candidate lists for all of the cells
in column 0 and block 3.

Previous Work
Sudoku Explainer
The Sudoku Explainer application [Juillerat 2007] generates difficulty

values for a puzzle by trying each in a battery of solving rules until the
puzzle is solved, then finding out which rule had the highest difficulty
value. These values are assigned arbitrarily in the application.

QQWing
The QQWing application [Ostermiller 2007] is an efficient puzzle gen-

erator that makes no attempt to analyze the difficulty of generated puzzles
beyond categorizing them into one of four categories. QQWing has the
unique feature of being able to print out step-by-step guides for solving
given puzzles.

GNOME Sudoku
Included with the GNOME Desktop Environment, GNOME Sudoku

[Hinkle 2006] is a Python application for playing the game; since it is dis-
tributed in source form, one can directly call the generator routines.
The application assigns a difficulty value between 0 and 1 each puzzle.

Rather than tuning the generator to requests, it simply regenerates any
puzzle outside of a requested difficulty range. Hence, it is not a useful
model of how to write a tunable generator, but it is very helpful for quickly
generating large numbers of control puzzles. Weused a small Python script
to extract the puzzles.



370 The UMAP Journal 29.3 (2008)

Metric Design
Overview
The metric that we designed to test the difficulty of puzzles was the

weighted normalized ease function (WNEF). It is was based on the calculation
of a normalized choice histogram.
As thefirst step in calculating thismetric,wecount thenumberof choices

for each empty cell’s value and compile these values into a histogramwith
nine bins. Finally, we multiply these elements by empirically-determined
weights and sum the result to obtain the WNEF.

Assumptions
The design of the WNEF metric is predicated on two assumptions:

• There exists some objective standard by which we can rank puzzles in
order of difficulty.

• Thedifficultyof apuzzle is roughlyproportional to thenumberof choices
that a solver can make without directly contradicting any basic con-
straint.

In addition, in testing and analyzing this metric, we included a third as-
sumption:
• The difficulties of individual puzzles are independently and identically
distributed over each source.

Mathematical Basis for WNEF
We start by defining the choice function of a cell c (X):

c (X) = |X?| ,

the number of choices available. This function is useful only for empty
cells. We denote all empty cells in a puzzleP byP

E (P) = {X ∈ P | ∀v ∈ V : X 67→ v} .

By binning each empty cell based on the choice function, we obtain the
choice histogram ~c (P) of a puzzleP.

cn (P) = |{X ∈ P | c (X) = n}| = |{X ∈ P | |X?| = n}| . (1)

Examples of histogramswith andwithout the mean control histogram (ob-
tained from control puzzles) are in Figures 8a and b.
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(a) Original histograms.

0 2 4 6 8

−5
0

5
10

Number of Choices

brown  easy
blue medium
green hard
red   evil

(b) Histograms with mean removed.

Figure 8. Examples of choice histograms.

From the histogram, we obtain the value wef (P) of the (unnormalized)
weighted ease function by convoluting the histogram with a weight func-
tion w (n):

wef (P) =
9X

n=1

w (n) · cn (P) ,

where cn (P) is thenthvalue in thehistogram~c (P). This function, however,
has the absurd trait that removing information from a puzzle results in
more empty cells, which in turn causes the function to strictly increase. We
therefore calculate the weighted and normalized ease function:

wnef (P) =
wef (P)

w (1) · |E (P)| .

This calculates the ratioof theweightedease function to themaximumvalue
that it can have (which is when all empty cells are completely determined
but have not been filled in). We experimented with three different weight
functions before deciding upon the exponential weight function.

Complexity
The complexity of finding the WNEF is the same as for finding the

choice histogram (normalized or not). To do that, we need to find the direct
restrictions on each cell by examining the row, column, and block in which
it is located. Doing so in the least efficient way that is still reasonable, we
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look at each of the 8 other cells in those three groupings, even though some
are checkedmultiple times, resulting in 24 comparisons per cell. For a total
of 81 cells, this results in 1,944 comparisons. Of course, we check onlywhen
the cell is empty; so for any puzzle, the number of comparisons is fewer.
Hence, finding the WNEF is a constant-time operation.

Metric Calibration and Testing
Control Puzzle Sources
In calibrating and testing the metrics, we used published puzzles from

several sources with levels of difficulty as labeled by their authors, includ-
ing:
• WebSudoku [Greenspan and Lee n.d.]: 10 each of Easy, Medium, Hard,
and Evil puzzles

• Games World of Sudoku [Ganni 2008]: 10 each of puzzles with 1, 2, 3,
and 4 stars

• GNOME Sudoku [Hinkle 2005]: 2000 Hard puzzles.
• “top2365” from Stertenbrink [2005]: 2365 Evil puzzles.

Testing Method
Defining Difficulty Ranges
We separated our control puzzles into four broad ranges of difficulty:

easy, medium, hard, and evil, denoted by indices 1, 2, 3 and 4.

Information Collection
We calculated the metrics for each control puzzle. The information

collected included:
• |E (Pi)|, the total number of empty cells inPi;
• C (Pi) =

P
X∈Pi

X?, the number of possible choices for all cells; and

• the choice histogram ~c defined in 1.

Statistical Analysis of Control Puzzles
The number of empty cells and the number of total choices lack any

association with difficulty. In easier puzzles, there seem to be more cells
with fewer choices than in more difficult puzzles (Figure 8).
We found a negative correlation between the difficulty level andWNEF

for the control puzzles (lowest curve in Figure 9). This leads us to consider
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the meanWNEF for control puzzles of difficulty d, d = 1, 2, 3, 4. We tested
the hypotheses that this mean is different for d and d + 1, for d = 1, 2, 3,
using the mean WNEF, its standard deviation, and the t-test for difference
of means. We concluded that theWNEF produces distinct difficulty levels,
at significance level α = 0.0025, for each of d = 1, 2, 3.

Choice of Weight Function.
We tried three different weighting functions for specifying WNEF val-

ues: exponential, quadratic and linear.

wexp (n) = 29−n,

wsq (n) = (10− n)2 ,

wlin (n) = (10− n) ,

where n is the number of choices for a cell. For all three, the graphs of
WNEF vs. difficulty all looked very similar (Figure 9).
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Figure 9. WNEF vs. difficulty level, for various weighting functions.

Weconcluded thatwecouldchooseanyof the threeweighting functions.
We arbitrarily chose wexp.

Generator Algorithm
Overview
The generator algorithm works by first creating a valid solved Sudoku

board, then “punching holes” in the puzzle by applying amask. The solved
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puzzle is created via an efficient backtracking algorithm, and the masking
is performed via application of various strategies. A strategy is simply
an algorithm that outputs cell locations to attempt to remove, based on
some goal. After a cell entry is removed, the puzzle is checked to ensure
that it still has a unique solution. If this test succeeds, another round is
started. Otherwise, the board’s mask is reverted, and a different strategy is
consulted. Once all strategies have been exhausted,wedo a final “cleanup”
phase in which additional cells are removed systematically, then return the
completed puzzle. For harder difficulties, we introduce annealing.

Completed Puzzle Generation
Completed puzzles are generated via backtracking. A solution is gen-

erated via some systematic method until a contradiction is found. At this
point the algorithm reverts back to a previous state and attempts to solve
the problem via a slightly different method. All methods are tried in a
systematic manner. If a valid solution is found, then we are done.
Backtracking can be slow. To gain efficiency, we take the 2D Sudoku

board and view it as a 1D list of rows. The problem reduces to filling rows
with values; ifwe cannot,we backtrack to the previous row. We are finished
if we complete the last row.
This recasting of the problem also simplifies the constraints; we need

concern ourselves only with the values in each column and in the three
clusters (or blocks) that the current row intersects. These constraints can be
maintained by updating them each time a new value is added to a row.

Cell Removal
To change a puzzle to one that is entertaining to solve, we perform a

series of removals that we call masking. One or more cells are removed
from the puzzle (masked out of the puzzle), and then the puzzle is checked
to ensure that it still has aunique solution. If this is not the case, themasking
action is undone (or the cells are added back into the puzzle).
In random masking, every cell is masked in turn but in random order.

Every cell that can be removed is, resulting in a minimal puzzle. This
procedure is very fast and has potential to create any possible minimal
puzzle, though with differing probability.
Tuned masking is slower and cannot create a puzzle any more difficult

than random masking can. The idea is to tune the masking to increase the
probability that a given type of puzzle is generated.
To create a board with a given WNEF, we apply strategies to reduce

the WNEF. If we reach a minimumWNEF that is not low enough, we use
a method from mathematical optimization, simulated annealing: We add
some number of values back into the board and then optimize from there,
in hope that doing so will result in a lower minimum. State-saving lets
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us to revert to the board with the lowest WNEF. Annealing allowed us to
produce puzzles with lower WNEF values than we could have without it.

Uniqueness Testing
To ensure we generate boards with only one solution, we must test if

this condition is met.
The fast solution uses Hidden Single and Naked Single: A cell with

only one possible value can be filled in with that value, and any cell that is
the only cell in some reference frame (such as its cluster, row, or column)
with the potential of some value can be filed in with that value. These two
logic processes are performed on a board until either the board is solved
(indicating a unique solution) or no logic applies (which indicates the need
to guess andhence a highprobability that the board hasmultiple solutions).
This test can produce false negatives, rejecting a board that has a unique
solution.
The slow solution is to try every valid value in some cell and ask if the

board is unique for each. If more than one value produces a unique result,
the board has more then one solution. This solution calls itself recursively
to determine the uniqueness of the board with the added values. The
advantage of this approach is that it is completely accurate, and will not
result in false negatives.
We used a hybrid method. It proceeds with the slow solution when the

fast one fails. A further optimization restricts the number of times that the
slow solution is applied to a board. This is similar to saying, “If we have to
guess more then twice, we reject the board.”

Complexity Analysis
Parameterization
Wemeasure the time complexity t for generating a puzzle of difficulty d

t (d) = f (d) · t0, where f is a function thatwewill find throughour analysis
and t0 is the time complexity for generating a puzzle randomly.

Complexity of Completed Puzzle Generation
The puzzle generation algorithmworks on each line of the Sudoku and

potentially does so over all possible boards. In the worst case, we have the
9 possible values times the 9 cells in a line times 9 shifts, all raised to the
9 lines power, or (9× 9× 9)9 ≈ 5.8× 1025. While this is a constant, it is
prohibitively large. The best case is 81, where all values work on the first
try.
However, in the average case, we not only do not cover all possible

values, or cover all possible shifts, but we also do not recurse all possible
times. So let us keep the same value for the complexity of generating a line
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(we have to try all 9 values, in all 9 cells, and perform all 9 shifts) but let
us assume that we only do this once per line, getting 94 = 6561; the actual
value may be less or slightly more. We have a very high worst case but a
very reasonable average case. In practice, the algorithm runs in time that
is negligible in comparison to the masking algorithms.

Complexity of Uniqueness Testing and Random Filling
In the worst case, the “fast” uniqueness algorithm examines each of the

81 cells and compares it to each of the others. Thus, the uniqueness test
can be completed in 81× 81 = 6, 561 operations. For the hybrid algorithm
with brute-force searching, in the worst case we perform the fast test for
each allowed guess plus onemore time beforemaking a guess at all. There-
fore, the hybrid uniqueness testing algorithm has complexity linear in the
number of allowed guesses.
The random filling algorithm does not allow any guessing when it calls

the uniqueness algorithm and it performs the uniqueness test exactly once
per cell. So it performs exactly 813 = 531, 441 comparisons.

Profiling Method
To collect empirical data on the complexity of puzzle generation, we

implemented a profiling utility class in PHP. We remove dependencies on
our particular hardware by considering only the normalized time t̂ = t/t0,
where t0 is the mean running time for the random fill generator.

WNEF vs. Running Time
For the full generator algorithm, we can no longer make determinis-

tic arguments about complexity, since there is a dependency on random
variables. Hence, we rely on our profiler to gather empirical data about
the complexity of generating puzzles. In particular, Figure 10 shows the
normalized running time required to generate a puzzle as a function of the
obtained WNEF after annealing is applied. To show detail, we plot the
normalized time on a logarithmic scale (base 2).
This plot suggests that even for the most difficult puzzles that our algo-

rithm generates, the running time is no worse than about 20 times that of
the random case. Also, generating easy puzzles can actually be faster than
generating via random filling.

Testing
WNEF as a Function of Design Choices
The generator algorithm is fairly generic. We thus need some empirical

way to specify parameters, such as how many times to allow cell removal
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Figure 10. Log2 of running time vs. WNEF.

to fail before concluding that the puzzle is minimal. We thus plotted the
number of failures that we permitted vs. the WNEF produced, shown in
Figure 11. This plot shows us both that we need to allow only a very small
number of failures to enjoy smallWNEFvalues, and that annealing reduces
the value still further, even in the low-failure scenario.

Hypothesis Testing
Effectiveness of Annealing To show that the annealing resulted in lower
WNEF values, and was thus useful, we tested the hypothesis that it was
effective vs. the null hypothesis that it was not, using the mean WNEF for
puzzles producedwith annealing and the meanWNEF for those produced
without it. A t-test at level ofα = 0.0005 concluded that annealing lowered
the WNEF values.

DistinctnessofDifficultyLevels Todeterminewhether thedifficulty lev-
els of ourpuzzlegeneratorareunique,weperformeda t-test using themean
WNEF of puzzles produced by our generator algorithmwith d as the target
difficulty vs. those produced with target d + 1. For d = 1, 2, 3, concluded
that the difficulty levels are indeed different.
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Figure 11. WNEF as a function of allowed failures.

Strengths and Weaknesses
It is possible to increase the difficulty of a puzzle without affecting its

WNEF, by violating the assumption that all choices present similar diffi-
culty to solvers. In particular, puzzles created with more-esoteric solving
techniques, such as Swordfish and XY-Wing, can be crafted so that their
WNEF is higher than easier puzzles. Thus, there is a limited regime over
which the WNEF metric is useful.
On the other hand, the WNEF offers the notable advantage of being

quick to calculate and constant for any puzzle difficulty, allowing us to
make frequent evaluations of the WNEF while tuning puzzles.
Our generator algorithm seems to have difficulty generating puzzles

with a WNEF lower than some floor, hence our decision to make our Evil
difficulty level somewhat easier than published puzzles. The reason is
that our tuning algorithm is still inherently a random algorithm and the
probability of randomly creating a puzzle with a smallWNEF value is very
low.
The generator algorithm creates difficult puzzles quickly. Its method is

similar to randomly generating puzzles until one of the desired difficulty
is found (a method that is subject to the same disadvantage as ours), except
that we can do so without generating more than one puzzle. We can gen-
erate a difficult puzzle in less time than it would take to generate multiple
puzzles at random and discard the easy ones.
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Conclusions
We introduce a metric, the weighted normalized ease function (WNEF),

to estimate the difficulty of a Sudoku puzzle. We base this metric on the
observation that the essential difficulty encountered in solving comes from
ambiguities that must be resolved. The metric represents how this ambi-
guity is distributed across the puzzle.
Using data from control puzzles, we find that theWNEF shows a strong

negative association with the level of difficulty (the harder the puzzle, the
lower the WNEF). WNEF values of different difficulty levels are distinct.
The choice of weighting function does not change this association.
We also designed an algorithm that employs these insights to create

puzzles of selectable difficulty. It works by employing back-tracking and
annealing to optimize theWNEFmetric toward a desired level. Annealing
leads to better results, and that the generator successfully produces puzzles
falling into desired ranges of difficulty.
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Summary
We formulate a Sudoku-puzzle-solving algorithm that implements a

hierarchy of four simple logical rules commonly used by humans. The
difficulty of a puzzle is determined by recording the sophistication and
relative frequency of themethods required to solve it. Four difficulty levels
are established for a puzzle, each pertaining to a range of numerical values
returned by the solving function.
Like humans, the program begins solving each puzzle with the lowest

level of logic necessary. When all lower methods have been exhausted, the
next echelon of logic is implemented. After each step, the program returns
to the lowest level of logic. The procedure loops until either the puzzle is
completely solved or the techniques of the programare insufficient tomake
further progress.
The construction of a Sudoku puzzle begins with the generation of a so-

lution bymeans of a random-number-based function. Working backwards
from the solution, numbers are removed one by one, at random, until one
of several conditions, such as a minimum difficulty rating and a minimum
number of empty squares, has beenmet. Following each change in the grid,
the difficulty is evaluated. If the program cannot solve the current puzzle,
then either there is not a unique solution, or the solution is beyond the
grasp of the methods of the solver. In either case, the last solvable puzzle
is restored and the process continues.
Uniqueness is guaranteed because the algorithm never guesses. If there
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is not sufficient information to draw further conclusions—for example, an
arbitrary choice must be made (which must invariably occur for a puzzle
with multiple solutions)—the solver simply stops. For obvious reasons,
puzzles lacking a unique solution are undesirable. Since the logical tech-
niques of the program enable it to solve most commercial puzzles (for ex-
ample, most “evil” puzzles from Greenspan and Lee [2008]), we assume
that demand for puzzles requiring logic beyond the current grasp of the
solver is low. Therefore, there is no need to distinguish between puzzles
requiring very advanced logic and those lacking unique solutions.

Introduction
The development of an algorithm to construct Sudoku puzzles of vary-

ing difficulty entails the preceding formulation of a puzzle-solving algo-
rithm. Our program (written in C++) contains a function that attempts to
generate the solution to a given puzzle. Four simple logical rules encom-
pass the reasoning necessary to solve most commercially available Sudoku
puzzles, each more logically complex than the previous. The varying com-
plexityestablishesa somewhatnatural systembywhich to rate thedifficulty
of a puzzle. Each technique is given aweightproportional to its complexity;
then, difficulty is determined by a weighted average of the methods used.
Our algorithm places each puzzle in one of four categories that we identify
as Easy, Medium, Hard, and Very Hard.
The lowest level of logic is the most fundamental method used by our

program (and humans!) in an attempt to solve a Sudoku puzzle. When a
level of reasoning can no longer be used, the next level of logic is prompted.
A successful attempt at this new level is followed by a regression back
to the lowest level of logic employed. A failed attempt at the new stage
initiates a further advance in logic. The procedure loops until the problem
is completely solved or no more progress can be made. Consistency is
guaranteed by the use of a check function, which verifies that each row,
column, and box contains each of the digits 1 to 9 without duplication. If
the techniques are inadequate to solve a puzzle, the loop terminates.
Our algorithm constructs Sudoku puzzles in a somewhat “backward”

manner. First, a completed Sudoku is formulated using a simple random-
number-based function, similar tomany brute-forcemethods of solving the
puzzles. Before puzzle generation begins, the user enters restrictions such
as desired difficulty level and the maximum number of cells that are ini-
tially given. Creating a puzzle begins by randomly eliminating digits from
one cell at a time. The elimination process continues until the conditions
specified are met. After each removal, the program attempts to solve the
existing puzzle.
A Sudoku puzzle cannot be solved in one of two scenarios:

• The puzzle no longer has a unique solution. The algorithm is determin-
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istic and only draws conclusions that follow directly from the current
state of the puzzle. In such a case, because an arbitrary decisionmust be
made, the algorithm simply terminates.

• The logical methods available to the solver are not sufficient to solve the
puzzle.

In either circumstance the program restores the last solvable puzzle and
resumes the process.
Due to the undesirable nature of both ambiguous puzzles and puzzles

that require guessing, the algorithm never guesses. If there exists a unique
solution for a given puzzle, then failure to solve implies that the puzzle
requires logical methods higher than those written into the program. This
conclusion is appropriate, since demand is low for Sudoku puzzles requir-
ing extremely sophisticated logical methods. Thus, our algorithm does not
distinguish between puzzles with no solution and those requiring more-
advanced logic.

Definitions
Cell: A location on a Sudoku grid identified by the intersection of a row
and a column, which must contain a single digit.
Row: A horizontal alignment of 9 cells in the Sudoku grid.
Column: A vertical alignment of 9 cells in the Sudoku grid.
Box: One of the nine 3×3 square groups of cells that together comprise
the Sudoku grid.
Group: A row, column, or box on the Sudoku grid that must contain
each digit from 1-9 exactly once.
Given: A cell whose answer is provided at the beginning of the puzzle.
Candidate: A possible solution for a cell that was not given.
Method: The technique used to eliminate candidates as possibilities and
solve cells.
Unique: The puzzle is considered uniquewhen it has a unique solution.
Difficulty: The level of skill needed to solve the puzzle, based on the
complexity and frequency of the methods required to solve it.

Assumptions
• We work only with the classic Sudoku grid consisting of a 9×9 square
matrix.
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• Guessing,while a formof logic, is not adeterministicmethod. Demand is
low for Sudoku puzzles that require nondeterministic logic. All puzzles
at Greenspan and Lee [2008] can be solved without guessing (or so the
site claims).

• Demandis lowforpuzzles requiringextremelycomplicatedlogicalmeth-
ods. Our algorithm solves all Easy, Medium, Hard, and some Very Hard
puzzles.

• The difficulty of a puzzle can be calculated as a function of the sophisti-
cation and frequency of the logical methods demanded.

• The ordering of a given set of puzzles by difficulty will be the same for
the program as for humans, because the solver uses the same techniques
employed by humans.

Model Design
The Solver
The program is based on simple logical rules, utilizing many of the

same methods employed by humans. Like humans, the program begins
solving each puzzlewith the lowest level of logic necessary. When all lower
methods have been exhausted, the next echelon of logic is implemented.
After each step, the program returns to the lowest level of logic, so always
to use the lowest possible level of logic. The procedure loops until either
the problem is completely solved or the logical techniques of the program
are insufficient to make further progress. The following techniques are
included in the algorithm.
1. Naked Single: a cell for which there exists a unique candidate based on
the circumstance that its groups contain all the other digits [Davis 2007].
In 1, the number 1 is clearly the only candidate for the shaded cell.

Figure 1. Naked Single.



Cracking the Sodoku 385

2. Hidden Single: a cell for which there exists a unique candidate based on
the constraint that no other cell in one of its groups can be that number
[Davis 2007]. In Figure 2, the shaded cell must be a 1.

Figure 2. Hidden Single.

3. Locked Candidate:
A. Amethodof elimination forwhichanumberwithinabox is restricted
to a specific row or column and therefore can be excluded from the
remaining cells in the corresponding row or column outside of the
selected box [Davis 2007]. In Figure 3, none of the shaded cells can
be a 1.

Figure 3. Locked Candidate (box).

B. Amethod of elimination forwhich a numberwithin a row or column
is restricted to a specific box and therefore can be excluded from the
remaining cellswithin the box. In Figure 4, again, none of the shaded
cells can be a 1.
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Figure 4. Locked Candidate (rows and columns).

4. Naked Pairs: This method of elimination pertains to the situation in
which two numbers are candidates in exactly two cells of a given group.
Consequently, those two numbers are eliminated as candidates in all
other cellswithin the group [Davis 2007]. In Figure 5, none of the shaded
cells can contain either a 1 or 2.

Figure 5. Naked Pairs.

The overall algorithm is represented by the diagram in Figure 6.

Difficulty
The algorithm is based on techniques commonly employed by humans;

so, for a given set of puzzles, the ordering by difficulty will be about the
same for the program as for humans, making the difficulty rating produced
by the program of practical value.
As the solver works on a puzzle, it keeps track of the number of times

that it uses each level of logic. Let i ∈ {1, 2, 3, 4} correspond to a logic
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Figure 6. Puzzle Solver.

leveldiscussedabove (nakedsingle, hiddensingle, lockedcandidate, naked
pairs). Let ni be the number of times that technique i is used. The difficulty
rating can then be calculated by means of a simple formula:

D(n1, n2, n3, n4) =
P

winiP
ni

,

where wi is a difficulty weight assigned to each method. Naturally, the
weight should increasewith the complexity of the logic used in a technique.
As the proportion of changes ni/

P
ni made by a method increases,

the difficulty value approaches the weight assigned to that technique. In
practical application, highermethods are used extremely rarely. Therefore,
seeminglydisproportionatelyhighweightsshouldbeassignedto thehigher
methods for them to have an appreciable effect on difficulty. The choice of
these values is somewhat arbitrary, and small changes are not likely to have
an appreciable effect on the ordering by difficulty of a set of puzzles.
For our purposes, we used w1 = 1, w2 = 3, w3 = 9, and w4 = 27. In

application, these values provide a nice spectrum ranging from 1 (only the
first level of logic is used) to about 4 (the higher levels are used frequently).
One of the hardest puzzles generated by the program required the use of
techniques one, two, three, and four 42, 11, 10, and 2 times, respectively
with corresponding difficulty rating

D =
42 · 1 + 11 · 3 + 10 · 9 + 2 · 27

42 + 11 + 10 + 2
≈ 3.37.

Difficulty categories can be determined by partitioning the interval [1,4]
into any four subintervals. We determined the reasonable subintervals:
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Easy ,D ∈ [1, 1.5). A typical Easy puzzle with a rating of 1.25 requires use
of the second level of logic 7 times.

Medium , D ∈ [1.5, 2). A typical Medium puzzle with a rating of 1.7 re-
quires the use of the second level of logic 17 times and the third level
once.

Hard , D ∈ [2, 3). A typical Hard puzzle with a rating of 2.5 requires the
use of the second level of logic 17 times, of the third level 4 times, and of
the fourth level once.

Very Hard ,D ∈ [3, 4]. The aforementioned puzzle, with 3.37, required the
use of the second method 11 times, of the third method 10 times, and of
the fourth method twice.

The Puzzle Creator
Rather than starting with an empty grid and adding numbers, the pro-

gram begins with a completed Sudoku, produced by a random-number-
based function within the program. The advantage is that rather than hop-
ing to stumble upon a puzzle with a unique solution, the program begins
with a puzzle with a unique solution and maintains the uniqueness.
Once a completed Sudoku grid has been created, the puzzle is devel-

oped by working backwards from the solution, removing numbers one by
one (at random) until one of several conditions has been met. These con-
ditions include a minimum difficulty rating (to ensure that the puzzle is
hard enough) and a minimum number of empty squares (to ensure that
the puzzle is far from complete). Following each change in the grid, the
difficulty is evaluated as the program solves the current puzzle. If the pro-
gram cannot solve the current puzzle, then either the puzzle does not have
a unique solution or the solution is beyond the grasp of the logicalmethods
of the algorithm. In either case, the last solvable puzzle is restored and the
process continues (see Figure 7).
In theory, a situation may occur in which removing any number will

yield a puzzle that is not solvable (by the algorithm) but has a unique solu-
tion. In such a case, the puzzle creator has reached a “dead end” and cannot
make further progress toward a higher difficulty rating. To overcome this
obstacle, the program, rather than generating a single puzzle as close as
possible to a given difficulty rating, generates 1,000 puzzles and sorts them
by difficulty. In this manner, the program produces a virtual continuum of
difficulties ranging from 1.0 to whatever difficulty was requested (within
the limits of the program, which cannot produce puzzles that are harder
than about 4).

Uniqueness
Uniqueness is guaranteed because the algorithm never guesses.
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Figure 7. Puzzle Creator.

Difficulty
Since the logical techniques possessed by the program enable it to solve

most commercial puzzles, we assume that demand for puzzles requiring
logic beyond the current grasp of the solver is low. Therefore, there is no
need to distinguish between puzzles requiring very advanced logic and
those lacking unique solutions.

Model Testing (Relevance of theDifficulty
Rating)
To determine the relevance of the algorithm to real-world Sudoku puz-

zles, we set our program loose on 48 randomly selected puzzles from
three popular Websites [Greenspan and Lee 2008; ThinkFun Inc. 2007; and
www.LearnToUseComputers.com]. Four puzzles were selected from each
of four difficulty categories for each source. The difficulty levels assigned
by our program and a summary of our results are in Tables 1 and 2.
All puzzles labeled by the source as Easy, Medium, and Hard (or an

equivalent word) were solved successfully and rated. Some—but not all—
of the Very Hard puzzles were solved successfully and rated; those beyond
the grasp of our program were simply given a rating of 4.0, the maximum
rating in the scale. Although the algorithm was able to crack exactly one
half of the Very Hard puzzles attempted from both Greenspan and Lee
[2008] and www.LearnToUseComputers.com [2008], it solved none of the
Very Hard puzzles from ThinkFun Inc. [2007].
Under the suggested partition ([1, 1.5), [1.5, 2), [2, 3), and [3, 4]), all of

the puzzles labeled by the source as Easy (or equivalent) were awarded the
same rating by our program. Agreement was excellent with ThinkFun Inc.
[2007], with which our program agreed on 13 of the 16 puzzles tested (the
four puzzles from that source with a rating of Very Hard were not solved
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Table 1. Performance summary. Table 2. Difficulty rating.

by the algorithm and received a difficulty rating of 4.0 by default). The
three puzzles for which the algorithm and ThinkFun Inc. [2007] disagreed
were given a lower difficulty rating by the program. The program success-
fully solved four Very Hard puzzles from the other two sources but was
apparently not too impressed, awarding half of those solved a mere Hard
rating. In the Medium and Hard categories, puzzles from Greenspan and
Lee [2008] and www.LearnToUseComputers.com [2008] were consistently
awarded lower difficulty ratings than those suggested by the source.

Model Analysis
Complexity Analysis
The Solver
The puzzle-solving algorithm is surprisingly short, relying on a simple

topologyconnectingahierarchyof just four logicalmethods. Atfirst glance,
onemight suspect thatmost puzzleswould be beyond the scope of the four
logical operations available to the solver. However, as seen above, the
algorithmdoes not meet its match until it is presentedwith puzzles labeled
as Very Hard.

The Puzzle Creator
At the start of the process, a mysterious procedure randomly creates a

solved puzzle. This procedure is not complicated, and can be summarized
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as follows.
Going from the top of the puzzle to the bottom, and from the left to the

right, a random digit is inserted into each empty box. The program checks
for consistency. If insertion of the digit violates a constraint of the Sudoku
puzzle, then another digit is attempted. After a fixed number of attempts
have failed at a given cell (in fact, no digit may be possible if there remain
no candidates for a given cell), the program removes both of the digits
involved in the last contradiction. This allows the program to dismantle
relationships that make a puzzle unsolvable. The process loops until the
puzzle is both consistent and complete (no empty spaces).
The rest of the puzzle creation process is largely the inverse of the above

procedure, except that rather than inserting numbers and checking for con-
sistency and completeness, the program removes numbers and checks for
solvability and uniqueness (which are equivalent for reasons discussed
above) as well as constraints pertaining to difficulty rating and number of
givens.

Sensitivity Analysis
The primary source of arbitrariness in themodel is themethod bywhich

difficulty ratings are established. It requires the user to assign to each log-
ical technique a weight proportional to its complexity and its contribution
to the overall difficulty of the puzzle. We assigned weights of 1, 3, 9, and
27 to the levels of logic. The exact values are relatively unimportant, evi-
denced by the fact that two additional sets of weights produced exactly the
same ordering by difficulty of a set of eight typical puzzles created by the
program. Table 3 summarizes the relative independence of the ordering
on weight values.

Table 3. Sensitivity analysis.

Although all three of the exponential weight systems produce the same
difficulty rating, the linear system does not. Because the featured system,
which uses the weights of 1, 3, 9, and 27, agrees so well with ThinkFun Inc.
[2007], it seems safe to say that the exponential weighting system makes



392 The UMAP Journal 29.3 (2008)

much more sense (at least with the current hierarchy of logical techniques)
than the linear.

Shortcomings of the Model
• We assume that four levels of logic are sufficient to solve any Sudoku
puzzle, though other techniques exist.

• The model lacks the capacity to solve some “evil” puzzles featured on
Greenspan and Lee [2008], due to the absence of more-complexmethods
within the program.

• Our model reports an error for Sudoku puzzles that either have no solu-
tion or multiple solutions but does not differentiate between the two.

Strengths of the Model
• Our model considers the fact that once a higher level of logic is used
and a cell is filled, a human will return to attempting a solution with the
simplest method of logic, and therefore so does our program.

• Utilizing a functional program, we were able to construct and evaluate
the difficulty of a thousand Sudoku puzzles in a matter of minutes.

• The program uses deterministic logic in each method featured in the
program and does not resort to guessing.

• The code canbe easily expanded to includemore advanced levels of logic
such as naked triplets and quads, x-wings and swordfish, or coloring.

• The code could also be easily modified to do other types of Sudoku
puzzles such as a 16×16 grid and other rules for the puzzle.

Conclusion
In spite of the seemingly small scope of the four logical operations avail-

able to the solver, the algorithm solved all Easy,Medium, andHard puzzles
from three popular Internet sources and one-third of their Very Hard puz-
zles. Therefore, a small set of logical rules is sufficient to solve nearly all
commercially available Sudoku puzzles.
To expand the scopeof the solver, theoverall complexityof the algorithm

need not be increased. Simply adding another logical technique to the loop
can increase the solving power. A mere two or three additional methods
would probably suffice to enable the program to solve all commercially
available puzzles that do not require guessing.
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Just For Fun
The puzzle in Figure 8, created by the program and given a difficulty

rating of 3.52 (Very Hard), requires the use of methods one, two, three, and
four 45, 12, 9, and 3 times, respectively. Have fun!

Figure 8. Difficulty 3.52.
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