Lecture 3/21

Definition:
	Suppose you have groups G & H. A map f: G→H is called a homomorphism iff
		
Example:
	Sign Homomorphism
		Sgn: → {± 1}		(a group under multiplication)
	Define: (sgn)
		n=2			 (group contains two elements)
		D() = 
		σ ϵ 
		I can “apply” σ on D i.e., 
			
                                                                                                               ↙                       ↓
						      σ = I	                     σ = 
						      D =         - D = 
                                                                                                            
			So in this case,
			
               Claim: sgn:   is a homomorphism.  
	             sgn(σ · τ) ?=  sgn(σ) · sgn(τ)     (by ?= I mean that I need to show this equality to prove 
          that sgn is a homomorphism)
	             for σ =
                           multiplication table:
                                        ·     I   
		           I     I        σ
                                       σ    σ        I
	            need to show: sgn(σ · σ) = -1 · -1 = 1
			          σ · σ = I
			          sgn(I)=1
			          so it is a homomorphism.
Example:
	n=3
	D(
	σϵ
	Define:   D(
	Claim:     (a)  
		         (where sgn()
		  (b)  sgn: → {± 1}   
         (group under multiplication)
		         Is a homomorphism.
	Proof (a): sgn(σ)=
		   K=#|i < j|, σ(i) > σ(j)
		   For example, if σ = 
			             sgn(σ) ?= -1
			         indeed 
		consider:  {pairs (i,j), i < j} →{all pairs (l,k) s.t. l }
                                                (i,j) = ( (i),  (j))
                                                         ↙               ↘
		             (i) <  (j)                         (i) >  (j)
		            get       then 
		            factor in D                      and –( 
                             this proves our claim.
Example:
			σ =           ←  cycle
			sgn = ?
			1 < 2
 (2) <  (1)		change in sign when goes to D
			1 < 3
 (3) <  (1)		change in sign when goes to D
2 < 3
 (2) <  (3)		no change
so this means,
			sgn(σ) = 
Proof (b):
	σ , τ ϵ 
	sgn(σ ◦ τ) = sgn(σ) · sgn(τ)
		sgn(σ ◦ τ) · D = ?
		σ > D = 
		(σ > D)(x) = D(σ (x))
			  ↑
			By definition
		((σ  * τ) > D)(x) = D((σ  * τ)(x)) = D(σ (τ(x))
					       ↗	                ↖
				This is true because            τ(x)=y
For δ ϵ 		            
				δ > D()
				So,
				(σ◦τ) > D( )
						↑
			By definition stated  above for an arbitrary δ 
	                                            = )
				= (T > D)(
				= (G > (T > D))()
                We just showed that (σ◦τ) > D = G > (T > D

[σ > D](τ(x)) = τ > [σ >D](x)
		    ↑	
		     Q
	From the previous statements we state
sgn(σ ◦ τ) · D =  ·  D) = sgn(τ) · 
		we get sgn(σ ◦ τ) =
				       ↘        ↙
				   are ±1 so they commute meaning we can rewrite it as…  sgn(σ) · sgn(τ)
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Theorem:   Ǝ! Homomorphism, onto
	      Ҩ: ,  
		
		Uniqueness part:   Suppose Ҩ, Ҩ’ are such homomorphisms. I want to show that Ҩ= Ҩ’
			Claim: For all τ transposition Ҩ(τ) = -1 = Ҩ’(τ)
			Proof (of claim): If there does not exist a τ transposition Ҩ(τ) = -1 then use the 
following lemma…
Lemma*:   for all σ ϵ  , Ǝ on decomposition
                for some l
            Composition of transposition.
Use the lemma to show:  Ҩ(σ) =Ҩ( ) = 1 * … * 1 = 1
This gives us that Ҩ is not onto 
				So Ǝ τ s.t. Ҩ(τ)= -1
				But
				Claim: Every two transpositions are conjugated one to the other.
					If so then for every τ transposition Ҩ(τ’) = -1  since,
 Ҩ(τ’) = Ҩ(μ*τ*) = Ҩ(μ) * Ҩ(τ) * Ҩ()  = Ҩ(τ) = -1
						           ↑		↑                  ↑
					For some μ by the claim		± 1                 ± 1
					Now: for all σ ϵ
                                                       		             Ҩ(σ) =  Ҩ( ◦ … ◦  ◦ … ◦  = Ҩ’(σ)
								       ↑
								homomorphism
Existence:
			Define: sgn:      by  sgn(σ ) · D
			Where D = D() =    for n ≥ j > I ≥ 1
			   for j>1
			Proved last time:
			Part (a):
				sgn(σ) =  
				k = # (i,j) s.t. (1 ≤ i < j ≤ n and σ(j) < σ(i) )
				In particular if τ = (a, b)
a goes to b, b goes to a, the res t of the variables that don’t appear go to themselves
				For example, (1,2) ϵ     1→2, 2→1, 3→3
					k = 1 and sgn(τ) = = -1
					(1 2)←k=1
					(1 3)← k=0, in order to preserve the image
					(2 3) ↙
			Part (b): showed before,
				sgn(◦  = sgn() · sgn()	
				is a homomorphism.
 
Proof of Lemma* (from proof of Uniqueness):
			Step 1:  Every σ ϵ 
From HW #6 we know that σ can be written (uniquely) as a product of cycles
						σ = ◦ … ◦ 
   									bijection	
Definition: A cycle c ϵ  , is a map {1, … , n} → {1, … , n} of the     
	 form c = {}   1 ≤ ≤ n
	meaning c() =  , c() =  , c() = 
For Example:  =   = (1 2 3) ◦ (4 5)
			Step 2:  Every cycle can be written as a composition of transpositions
				Indeed,
					c = ( 
					claim: c = () ◦ () ◦ … ◦ ()

