Lecture 28 : Random walks: recurrence

MATH?275B - Winter 2012 Lecturer: Sebastien Roch

References: [Durl0, Section 4.2].

1 Random walks and recurrence

DEF 28.1 A random walk (RW) on R¢ is an SP of the form:

i<n
where the X;s are iid in R%.

EX 28.2 (SRW on Z%) This is the special case:

1
PX; =¢e;] =P X; = —¢;] = —
[Xi = ¢j] [Xi €] od’
forall j =1,...,dwhere e; is the unit vector in the j-th direction.

DEF 28.3 We say that x € R? is a recurrent value if, for all ¢ > 0, P[||S,, — z|| <
gi.o] = 1. Let V be the set of recurrent values. We say that Sy, is transient if
V =10, o.w. it is recurrent.

2 SRWon Z

Recall Stirling’s formula:
n! ~n"e "V 2mn.

THM 28.4 (SRW on Z) SRW on Z is recurrent.

Proof: First note the periodicity. So we look at So,,. Then

P[Son = 0] = <2:>2—2"
~ 27271(2”)271 \/ﬁ
(n™)? V2mn
1
~ =
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So
Z P[Sm = 0] = 0.

m

Denote
Tén) = inf{m > Ténil) : Sm =0}

By the strong Markov property P[7, én) < oo] = P[Tph < oo]™. Note that

> PSm=0] = E[>_1Is,-0
- E[Z ]lT(g")<oo]

= Y PIy" < ]

= > P[T) < o]

_ ) 1

o 1— P[Tg < OO] '
So P[Tp < o] = 1. n
3 SRW on Z?
Now X7 isin Z? and P[X; = (1,0)] = --- = P[X; = (0, —1)] = 1/4.

THM 28.5 (SRW on Z?) SRW on Z? is recurrent.

Proof: Let R,, = (S,(ll), 5’7(12)) where Sg) are independent SRW on Z. Note that R,,
is a SRW on Z? rotated by 45 degrees. So the probability to be back at (0, 0) is the
same as for two independent SRW on Z to be back at 0 simultaenously. Therefore,

1
P[Sa, = (0,0)] = PSS = 0]> ~ —

™’

whose sum diverges. |
4 SRW on Z3
Now X7 is in Z3 and P[X; = (1,0,0)] = --- = P[X; = (0,0, —1)] = 1/6.

THM 28.6 (SRW on Z3) SRW on Z? is transient.
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Proof: Note, since the number of steps in opposite directions has to be equal,

2n)!
P[Sy, =0] = 62" ( ,
o =) 2 it — k=7
— 2—2n 2n Z 3—71 TL‘ ?
n) <3 JUkNn — k= j)!
2n n!
< 27211 —-n
- (n)ngl',z}cxg gkl (n —k —j)

whereweusedthatz ka < max;jaj; = a* 1fZ]kajk = landaj > 0.
Note that if j < n/3 and k > n/3 then
G+DW(k-=1)! j+1

= <1.
k! ko

That implies that the term in the max is maximized when j,k, (n — k — j) are
roughly n/3. Using Stirling

n! n" n 1 3m

—_— ~ () —

K —k— ) " jikF(n—k— j)nki\| jk(n —k — j) 2 n’

Hence P[S5,, = 0] ~ Cn~3/ which is summable and P[T, < oo] < 1. ]
COR 28.7 SRW on Z% with d > 3 is transient.
Proof: Let R, = (S}, 52,53) . Let

Uy =inf{n >Up_1 : R, # Ry,,_,}

Then Ry, is a three-dimensional SRW. It visits (0, 0, 0) only finitely many times
whp. |

5 RW in R?
Now X is in R?. See [Durl0, Section 3.2] for a proof of:
e S, isrecurrent in d = 1if S, /n — 0 in probability

e S, isrecurrent in d = 2 if S,,/v/n = Gaussian

e S, is recurrent in d > 3 if it is truly three-dimensional (for all § # 0,
P[X; -6 +#0] > 0)
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