Lecture 24 : Skorokhod embedding

MATH275B - Winter 2012 Lecturer: Sebastien Roch

References: [Durl0, Section 8.6, 8.8], [Lig10, Section 1.10], [MP10, Section 5.1,
5.3].
1 Previous class

Recall:

THM 24.1 (Wald’s lemma for BM) Let {B(t)} be a standard BM and T a stop-
ping time with respect to { F* (t)} such that E[T| < +oc. Then

E[B(T)] = 0.

THM 24.2 (Wald’s second lemma) Let {B(t)} be a standard BM and T a stop-
ping time with respect to { F*(t)} such that E[T| < +oc. Then

THM 24.3 Let {B(t)} be a standard BM. For a < 0 < b let
T =inf{t >0 : B(t) € {a,b}}.

Then
b

T la[+b

Moreover,

2 Skorokhod embedding

THM 24.4 (Skorokhod embedding) Suppose { B(t)}: is a standard BM and that
X is a RVwith E[X] = 0 and E[X?] < +o00. Then there exists a stopping time T
with respect to {F*(t)}; such that B(T) has the law of X and E[T] = E[X?].
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The proof uses a binary splitting MG:

DEF 24.5 A {X,}, is binary splitting if, whenever the event
Azo,...,xn) ={Xo=x0,...,Xn =12n},

or some I, ..., Ty, has positive probability, then the RV X,, 11 conditioned on
ye p p +
A(zg, ..., xy,) is supported on at most two values.

LEM 24.6 Let X be a RV with E[X?] < +oc. Then there is a binary splitting MG
{ X} such that X,, — X almost surely and in L.

Proof:(of Lemma) The MG is defined recursively. Let
gO = {®¢ 9}7

and
Xo = E[X].

For n > 0, we let
1, if X > X,
fn = .
-1, if X < X,,

and

Gn =0(80s - &n—1);

and

Then { X, }, is a binary splitting MG. It remains to prove the convergence claim.
By (cJENSEN)
E[X;] < E[X?],

s0 { X, }» is bounded in £? and we have by Lévy’s upward theorem

Xn = Xoo = E[X | Gool,

G =0 (Ug> :

We need to show that X = X .

almost surely and in £2, where
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CLAIM 24.7 Almost surely,
lim €(X — Xnp1) = [X — Xucl.
We first finish the proof of the lemma. Note that
Elén(X — Xu11)] = BIEELX — Xni1|Goia]] = 0.
Since {&,(X — X,41)}n is bounded in £2, the expectations converge and
E|X — X| =0.

Finally we prove the claim. If X = X, both sides are 0. If X < X, then
for n large enough, X < X, and &, = —1 by construction and the result holds.
Similarly for the other case. ]
Proof:(of Theorem) Take a binary splitting MG as in the previous lemma. Since
X, conditioned on A(xo,...,z,_1) is supported on two values, we can use the
stopping time from last time and we get a sequence of stopping times

< < <T, <--- 1T

for some 7" such that
and
By (MON) and £? convergence
E[T] = imE[T},] = limE[X?] = E[X].
n n

By continuity of paths,
B(T,) — B(T), a.s.

and
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