Course: Math 535 - Mathematical Methods in Data Science (MMIDS) - Spring 2024

ADDITIONAL EXERCISES FOR FINAL

AE 1 Consider the set of symmetric n X n matrices
S"={XeRv": X=X"}.

a) Show that S™ is a linear subspace of the vector space of n X n matrices in the sense that
forall X1, X2 € S"anda € R

X1+ X9 € 87",
and
aXy € S™.

b) Show that there exists a basis of S” of size d = (g) -+ n, that is, a collection of
symmetric matrices X1, ..., X, ; € S™ such that any matrix Y € S™ can be written as a
linear combination

d
Y = Z aiXi
i=1
for some a1, ...,a; € R, and such that furthermore the matrices X1, ..., X; € S™ are
linearly independent in the sense that
d
Za,Xlzonxn — (11:"':()£d:0.
i=1

AE 2 Let A, B and C be events. Use the product rule to show that
P[A N B|C] = P[A|B N C| P[B|C].

In words, the conditional probabilities satisfy the product rule.


https://people.math.wisc.edu/~roch/mmids/

AE 3 Let A, B, C be events.

a) Assume that P[C] > 0 and A Il B|C. Show that A 1l B¢|C.

b) Assume that P[B N C],P[A N C] > 0. Show that A Ll B|C'if and only if
P[A|BNC| =P[A|C] and P[B|ANC]=P[B|C].

AE4 Fori=1,..., K, let p; be a probability mass function over the finite set S; C R with
mean ; and variance 02. Let = (71, ..., Tx) € Ag. Suppose X is drawn from the

mixture distribution
K
px(z) = Zﬂ-ipi(x)'
i=1

Establish the following formulas:

a) = E[X] = 310, mip

K
b) 02 := Var[X]| = >"." m;(0? + p2 — p?).
AE 5 Suppose that X, Y have joint probability density function

2 — )2
fxy(z,y) = cexp [% _ #]’

for 2,y € R?, for some constant ¢ > 0.

a) Find the value of the constant c. [Hint: The order of integration matters. You can do this
without doing complicated integrals.]

b) Find the marginal density functions of X and Y. [Hint: You can do this without doing
complicated integrals.]
c) Determine whether X and Y are independent. Justify your answer.

AE 6 Prove the Inverting a Block Matrix lemma by directly computing BB~ and B~1B
using the formula for the product of block matrices.



AE 7 Let f be a real-valued function taking a matrix A = (a; ;); ; € R"*™ as an input.

Assume f is continuously differentiable in each entry of A. Consider the following matrix

derivative
of(4)  Of(4)
Oai, Oaip
of(4)
0A . ) :
of(4)  9f(4)
8(171’1 8an,n
a) Show that, for any B € R™*",
dtr(BTA)
— = B.
0A

b) Show that, for any x = (z;);,y = (v;) € R",

0OxT Ay
0A

xy?.

AE 8 Consider a square block matrix with the same partitioning of the rows and columns,

that is,
A— (All Ao )
Ay Az

where A € R™", A;; € R™*™ for i = 1, 2 with the condition n; 4+ 1y = n. Show that the

transpose can be written as
T T
AT — A11 A21
-\ AL AL
12 22

by writing down the entries (AT)M in terms of the blocks of A. Make sure to consider

carefully all cases (e.g., 2 < n; and j > nq, etc.).



AEQ Let A = (a;)icin jcim € R ™ and B = (b ;)icipl.iclq

Their Kronecker product, denoted A ® B € R™*™4 s the following matrix in block form

jc[m] € RP*4 pe arbitrary matrices.

al’lB cee al,mB
A®B=

a,1B -+ ap,B

The Kronecker product satisfies the following properties (which follow from block formulas,
but which you do not have to prove): 1) if A, B, C, D are matrices of such size that one can
form the matrix products AC and BD, then (A ® B) (C ® D) = (AC) ® (BD); 2) the
transpose of A ® Bis (A ® B)T = AT @ BT.

a) Show that if D and D5 are square diagonal matrices, then so is D1 ® Ds.
b) Show that if @)1 and ()2 have orthonormal columns, so does @1 ® Q2.

c)Let 41 = U121V1T and Ay = UQEQVQT be full SVDs of A1, Ay € R™ ™ respectively.
Compute a full SVD of 41 ® A,.

d) Let A; and A, be as in ¢). Show that the rank of A; ® Az istk( A1) rk(As).

AE 10 Let Z;:l O'JUJV? with 01 Z 09 Z .o Z o, > 0 be an SVD of A c RnXm.

a) How can one obtain the spectral decompositions of AT A and AAT from ¢}, u;, v,

j=1...,7?
b) How many zero eigenvalues do AT A and AAT have?

c) What are the ranks of AT A and AAT?



