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Facts About Conditional Expectation



Conditional Expectation: Definition

>

9.2. Fundamental Theorem and Definition (Kolmogorov, 1933)

(b)
(c)

Let (Q, F,P) be a triple, and X a random variable with E(|X|) < oo.
Let G be a sub-c-algebra of F. Then there exists a random variable
Y such that

Y 18 G measurable,
E(]Y]) < oo,

for every set G in G (equivalently, for every set G in some
n-system which contains 2 and generates G ), we have

/YdP:/XdP, VG € g.
G G

Moreover, if Y is another RV with these properties then Y =Y, a.s.,
that is, P[Y = Y] = 1. A random variable Y with properties (a)-(c)
is called a version of the conditional expectation E(X|G) of X
gwen G, and we write Y = E(X|G), a.s.



Conditional Expectation: Definition cont'd

9.6. Agreement with traditional usage

The case of two RVs will suffice to illustrate things. So suppose that X and
Z are RVs which have a joint probability density function (pdf)

fx,z(z,2).
Then fz(z) = [q fx,z(,2)dz acts as a probability density function for Z.
Define the elementary conditional pdf fx|z of X given Z via

Frizlale) = { £x2(@ )/ f2(2) i f2(2) # 0
otherwise.
Let h be a Borel function on R such that

E|A(X)| = /R Ih(z)| fx (2)dz < oo,
where of course fx(z) = [ fx,z(z,z)dz gives a pdf for X. Set
9(2) :=/';h(:1:)fx|z(x|z)dx.

Then Y := ¢(Z) 13 a version of the conditional ezpectation of h(X) given
a(Z).



Conditional Expectation: Definition cont'd

Proof. The typical element of o(Z) has the form {w : Z(w) € B}, where
B € B. Hence, we must show that

(a) L = E[A(X)I5(2)] = El¢(2)15(2)] =: R.
But -

L= / / e al i als, Hdedy, R / d Dz,

and result (a) follows from Fubini’s Theorem. O



Independence

Let X and Y be two random variables. The (joint) law Lx,y of the pair
(X,Y) is the map
Lx,y : B(R) x B(R) — [0, 1]

defined by
Lxy(T):=P[(X,Y) €T

8.4. Independence and product measure

Let X and Y be two random variables with laws £x, Ly respectively and
distribution functions Fx, Fy respectively. Then the following three state-
ments are equivalent:

(i) X and Y are independent;
(i) Lx,y =Lx %X Ly;
(i) Fx,y(z,y) = Fx(2)Fy (y);
moreover, if (X,Y") has ‘joint’ pdf fx y then each of (i)-(iii) is equivalent to
(iv) fx,yv(z,y) = fx(z)fy(y) for Leb x Leb almost every (z,y).

You do not wish to know more about this either.



Conditional expectation as least squares

9.4. Conditional expectation as least-squares-best predictor

> If E(X?) < oo, then the conditional ezpectation Y = E(X|G) is
a version of the orthogonal projection (see Section 6.11) of X onto
£%(Q,G,P). Hence, Y is the least-squares-best G-measurable pre-
dictor of X: amongst all G-measurable functions (i.e. amongst all
predictors which can be computed from the available information), Y
minimizes

E[(Y — X)?).



Conditional Expectation Cheat Sheet

These properties are proved in Section 9.8. All X’s satisfy E(|X'|) < o in
this list of properties. Of course, G and H denote sub-o-algebras of 7. (The
use of ‘¢’ to denote ‘conditional’ in (¢cMON), etc., is obvious.)

(a) If ¥ is any version of E(X|G) then E(Y) = E(X). ( Very useful, this.)
(b) If X is G measurable, then E(X|G) = X, a.s.
(¢) (Linearity) E(a, X| + a2 X2|G) = a;E(X1]G) + a2 E(X3|G), a.s.

Clarification: if Y] is a version of E(.X'}|G) and Y5 is a version of E(X,|G),
then a,Y] + a2Y5 is a version of E(a; X; + a2.X3|G).

(d) (Positivity) If X > 0, then E(X]G) > 0, a.s.

(e) (cMON)If0< X, TX,then E(X,|G)TE(X|G), a.s.

(f) (cFATOU) If X,, > 0, then E[liminf X, |G] < liminf E[X,|§], a.s.
(g) (cDOM) If | X, (w)| £ V(w), Vn, EV < 00, and X,, — X, a.s., then

E(Xa|G) — E(X]G), as.



Conditional Expectation Cheat Sheet cont’'d

(h) (cJENSEN) If ¢ : R — R is convex, and E|¢(X)| < oo, then
E[(X)IG] > <(E[XIC]). as.
Important corollary: |[E(X|G)|, < || X]|, for p > 1.
(i) (Tower Property) If H is a sub-o-algebra of G, then
E[E(X|G)|H] = E[X|H], a.s.

Note. We shorthand LHS to E[X|G|H] for tidiness.

(j) (‘Taking out what is known’) If Z is G-measurable and bounded,
then

(+) E[ZXIQ] — ZEL\’IQ] a.s.

fp>1,p7'+¢7'=1,X € LP(QF,P)and Z € LI(Q,G,P), then (*)
again holds. If X € (mF)*, Z € (mG)*, E(X) < o0 and E(ZX) < o0,
then (*) holds.

(k) (Réle of independence) If H is independent of o(a(X),G), then
E[X|o(G,H)] =E(X]|G), a.s.

In particular, if X is independent of H, then E(X|H) = E(X), a.s.



A Useful Fact [From Vershynin]

Lemma 6.1.2. LetY and Z be independent random variables such that E Z = 0.
Then, for every convex function F', one has

EF(Y)<EF(Y + 2).

Proof This is a simple consequence of Jensen’s inequality. First let us fix an
arbitrary y € R and use E Z = 0 to get

F(y)=F(y+EZ)=F(Ely+Z]) <EF(y+ 2).

Now choose y =Y and take expectations of both sides to complete the proof. (To
check if you understood this argument, find where the independence of Y and Z
was used!) O



