4 Character tables for commutative association schemes

Throughout this section, we assume that X = (X, {R;}¢ ) is a commutative association
scheme with Bose-Mesner algebra M, associate matrices {A4;}%.,, and primitive idempotents
{E} . Recall the standard module V' = C¥. Define the vector 1 € V' that has all entries
1.

Lemma 4.1, We have
V= Z EV (orthogonal direct sum).
=0

For 0 < i < d the subspace E;V is a common eigenspace for M, and E; is the projection
onto this eigenspace. Moreover 1 is a basis for EgV .

Proof. Routine consequence of Proposition 3.7. O

The Bose-Mesner algebra M has a basis {A 1L, and a basis {E;}L,. Let us consider how
these bases are related. We have

A= Zd:B(j)Ej (0 <i<d), (10)
B = X[ ) Q)4 (0<i<a), (11)
BHeC, QecC (0<4,5 <d). (12)

For 0 < 4,7 < d the scalar P(j) is the eigenvalue of A; for the common eigenspace E;V.

Let My,1(C) denote the aigebra over C consisting of the d+ 1 by d + 1 matrices that have
all entries in €. We index the rows and columns by 0,1,...,d. Define P € My, 1(C) that
has (%, 7)-entry P;(z) for 0 < 4,7 < d. Define @@ € My1(C) that has (¢, j)-entry (;(z) for
0 <1¢,7 <d. By construction,

— |X|I= QP (13)

We call P the first eigenmatriz (or first character table) of X. We call ) the second eigen-
matriz (or second character table) of X.

Lecture 5

Lemma 4.2. The following hold for 0 <4 < d:
(i) tf(Ai) == 5—i,0|X|;
(i) AjJ = JA; =K J.
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Proof. (i} We have Ag = I. For 1 < ¢ < d the diagonal entries of A; are zero.
(ii) The matrix A; has constant row sum k; by the definition of ;. The matrix A; has
constant column sum k; because AL = Ay and ky = k;. 1

Define
my; = dim BV (0 <i<d). (14)

Lemma 4.3. We have

(iv) m; #£0 (0 <i<d).

Proof. (i) By has basis 1.

(ii) Note that m; is equal to the rank of E;. The matrices F;, Ef have the same rank, and
Ef = E,

(iii) By Lemma 4.1 and (14},

(iv) By construction. ]

Lemma 4.4. The following hold for 0 <i < d:
(i} tr{B;) = my;
(i) EiJ = JE; = §;0J.

Proof. (i) The matrix F; is similar to a diagonal matrix that has m; diagonal entries 1 and
all other diagonal entries 0.
(11) Use EQE() == E()Ez = i,OEO and EQ = lX1_1J. []

Proposition 4.5. The following hold for 0 <i < d:

Proof. (i) Since Ag =1 = Zf:() E;.

(i) In the equation A; = Z;'l:o Pi(7)E;, multiply each side on the right by Ey and simplify
using A; By = ki Fo.

(ifi) Since |X|Ey = J = 30 A;.

(iv) In the equation B; = |X|™* E?:o Q:i(7)A;, take the trace of each side and evaluate the
result using Lemmas 4.2, 4.4. C]
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Theorem 4.6. The following hold for 0 < ¢, < d:
() Pe(s) = Bild);
() @;(5) = Qis);

(i) 20 - PG,

my k; 7

(iv) S Pe(YP()ky" = 6; 5| X|m; (frst orthogonality relation);
(v) 0o Pi(0) Pj(£)ymy = 8 51X |k; (second orthogonality relation).

Proof. (i) In the equation A; = Z;.E:O P,(§)E;, take the conjugate-transpose of each side and
simplify the result using Ez = E; along with A} = Ay = E?:o Fu(5)E;.

(i) In the equation F; = |X|™t Z;‘l:o Q:(7)A;, take the complex conjugate of each side and
simplify the result using E; = F; = | X|™? Z?:u Q;(7)A;.

(iif) We compute the trace of Ay E; in two ways. On one hand,

tr{ Ay I5;) = Pu(f)te(F;) = P(i)te(Ey) = Pi(d)my.

On the other hand,

d d d
tr(AirEj) = |X|_1t1‘ (Ai" Z QJ(E)Ag) = |X|ﬁitl‘ (Z Q](f) Zp?},gfih)
=0

L=} h=0
d d
= Qi0ph = Qi (0)dieki = Q).
=0 £=0

(iv) In the equation PQ = |X|I, compute the (¢, j)-entry of each side, and evaluate the
result using (iii) above.

{v) In the equation QP = | X |1, compuie the (f,4)-entry of each side, and evaluate the result
using (iil) above. O

Theorem 4.7. The following hold for 0 < 4,3, < d:
() PAOP(O) = Sieo PF; Pll);
(i) QOQ5(0) = Yiimo @5 Qu(8);

(i) Pl5)Q5(0) = Yimp Qs (k)

Proof. (i) In the equation A;A4; = Zﬁﬁﬁ pt Ay, write each side as a linear combination of
the primitive idempotents using (10).

(ii) In the equation E; o B; = [ X[ 32¢ qf ; By, write each side as a linear combiration of
the associate matrices using (11).

(iii) By (i) above,

d
Py(5)YPu(g) = > pb Prls):
k=0
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In this equation, eliminate P(7) and Py (j) using Theorem 4.6(iii}, and simplify the result

using Proposition 3.2(vi).

O

Our next goal is to compute the intersection numbers and Krein parameters from the char-

acter tables.
Lemma 4.8, For 0 <14,7,£ < d we have
ij = IXI”lké"ltr(AiAjAgr);
G5 = | X|mg e ((B; o B;) Fy).
Proof. Concerning (15), we have

d d d
tr (AiAjAgf) = {r (Z p,’;;jAh_Ae’) = tr (Z ZP?,;PZ,@AV)

h=0 h=0 v=0

= |X]| sz,yph v =1X| ZP Sneke = | X |Kep ;.

h=0

Concerning (16), we have

d
tr((Ei o Ej)Ee) = tT (l}‘(r1 Z qﬁthEe) = X[ g (B = |X|_Imf(1§,j'

h=0

Lemma 4.9. We have f; € R for 0 < 4,5, < d.
Proof. By (16) we have

|X|*1mg_qf:_~ v{(EB; o E;)Ey) = te((B} o Ej)Ey) = tr((B; o Ey)'Ey)
= tl‘(Eg(Ei o) Ej)) = tl‘(Eg(Ei &} EJ)) = (( ; O ) ) = |Xi ’I?T,gqi‘j.

Theorem 4.10. For 0 <14,7,£ < d we have
d —
ot = | Xk ZH(V)PJ-(V)PI:(V)%
= | X| ik Z@u(z)czy $)Qu(Omy;

¢ =1X |‘1m;12Qi(u)Qj(u)Qe(v)k,,

p=0

d
= |X|mym; Y P3P, (1) B, (Ok,>.

v=0
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Proof, To get (17), eliminate the associate matrices in (15) using (10), and simpiify the
result. To get (18) , evaluate (17) using Theorem 4.6(iii), and use the fact that pf; is real.
To get (19), eliminate the primitive idempotents £;, E; in (16) using (11), and sunphfy the
result. To get (20) , evaluate (19) using Theorem 4. 6(111) and use the fact that ¢f ; is real.

L]
- 'We will use the following fact from linear algebra.
Lemma 4.11. For A, B,C € Mx(Cj,
Z Z Ay By Cay = tr{{A o BYCY) = tr({B o C)A") = tx((C 0 A)B")
reX yeX
= tr{(A* 0 BY)CO) = tr({B* o C"A) = tx{(C* 0 A") B).
Proof. Use matrix multiplication. O
Proposition 4.12. We have
(l) qu”:o = (51',]; (0 S ‘i, k S d),
(i) 6y =0k (04 k<d)
(i) @ =6 5m  {(0< 4,5 < d);
(iv) gf;=df, (0<ijk<d);
(v) m; = E?:O qﬁj (0 <,k < d)
(vi) meqf; = miqzi = qugg (0<4,5,0<d);
(Vi) Yoom0@fithe = Yoo dfidh; (044K €<d).
Proof. (i)—(iii) Routine application of (16) and Lemma 4.11.
(iv) Using (16),
s = Xl e (B o ) By) = | X i tx (B B )
= |X|mk_.1tr((Ei o EJ)E;\‘) = qijj = qﬁfj.
(v} Using (16},
d d
Zqﬁj = | X|m;! Ztr((Ei o Bj)Ey) = | X|mg ' tx((E; o I)Ey) = my tr{(mal ) By} = ms.
— prd
(vi) Use (16} and Lemma 4.11.
(vii) In the equation
(Ek o Ez) o Ej = fj. 0 (Ei o Ej),
write each side as a linear combination of {E¢}¢.,, and compare coefficients. ]

17




