Proof. (i)—(iii} By our above comments.

(iv) Suppose not. Then § == 2e+2 is even. Pick y € Y. Pick z € X such that d{y, z) = e+1.
The vertex z is not contained in any of the subsets {78). Therefore the subsets (78} do not
partition X, a contradiction. ]

Definition 19.5. The code Y is called perfect whenever equality holds in (79).
Recall the characteristic vector 1y. Recall the Bose-Mesner algebra M and the vector
1= ZmEX z.
Theorem 19.6. (Lloyd type theorem, I). Assume that Y is perfect, and write § = 2e + 1.
(i) The vectors { Ay }5 g are linearly independent;
() (Ap+ A1+ + APy =1,
(i) (A—kD)(Ao+ AL+ -+ Ad)ipy = 0;
(iv) the vectors { Ayhy }og span My ;
(v) dim My ==1+e;
(vi) the dual degree s* =e.

Proof. (i) For these vectors the nonzero coordinates are in disjoint locations,
(il) Because X is partitioned by the subsets

{z € X|0(y,2) < e} ycv.

(iii) The graph T is regular with valency k, so A1 = k1. The result follows by this and (ii).
(iv) Let W denote the span of { Ay }fg. Note that ¢y € W. We show that W = My
To do this, it suffices to show that AW C W. For 0 < ¢ < e — 1 we have AAdp)y € W,
because AA; is a linear combination of A; 1, A;, A;pq. Also, AAgby € W in view of (iii).
(v) By (i), (iv) above.

(vi) We show that the dimension of My is equal to 1 4 s*. The vector space M has a
basis {£;}L,. The vector space Mi)y has a basis consisting of the nonzero vectors among
{Enpy}i,. The cardinality of this basis is 14 s*, in view of Lemma 18.11. So the dimension
of Mapy is equal to 1 + s*. The result follows by this and (v). N

Lecture 27

Theorem 19.7. (Lloyd type theorem, IT). Assume that Y is perfect, and write 6 = 2e - 1,
Define a polynomial

V() = 3 ui2)

where the pelynomial v;(z) has degree i and A; = v;(A). Then the roots of Ve(2) are

{81 <i<d, Enpy 0},
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Proof. The polynomial W,(z) has degree e. There are e many integers 4 (1 <4 < d) such
that Ejthy = 0. For these 1 we show that ¥.(f;) = 0. We have

0={(A—-kD{Ao+ A+ + Ay
= (A - kI)qje(A)"sz'

For 1 <4 <d,
0 = EI(A - kI)\Pg(A)/l.by
= (6; — k)We(0:) Eihy.
If Epby # 0 then U,(6;) = 0, by the above equation and ; # k. The result follows. ]

The polynomial U,(z} in Theorem 19.7 is called the Lioyd polynomial. This polynomial is
determined by e and the intersection numbers of the scheme.

Next we consider Lloyd I, 1T using linear programming. Let ¥ denote a code with minimum
distance 8, and write e = (6 — 1)/2]. Note that § = 2¢ + 1 or § = 2e + 2. Let us take
M ={0,2¢+1,2¢+2,...,d} and C = Q. Recall the inner distribution vector {a;}L 4 0f Y.
We have ag = 1 and a; = 0 for 1 < ¢ < 2e. The vector {a;}ienr is a program for {Q), M).
Next we display a program {aj}gf:o for (@, M). Define

K, = EG: k;.
i=0

Note that

e

K, = ZH(O) =" vi(fo) = Ve(bo)-

=0

Define

aj = (‘p}((f”) (0<j <d).

By construction, ap =1 and oy > 0for 1 <j < d. Recall that

) Bi(fmy v (0;)m; ' .
o) = DO _wldms o i< a)

So for i€ M*,

G (w6) wem,
?;5“5‘@?(”):2( K ) k

§=0

d
j‘___‘

1
= g 2 (Wel01)) i(Bi)m;.
e'™ t
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By construction, the polynomial W.(z) has degree e. Write

(¥ (z Z ceve(z e € R,

We recall the orthogonality relation for P. For 0 < 14,7 < d we have

84| X1k Z P(£)P;(£ymy = Z’u,(@e v;(Be)my.

=0
For i € M*,
d T
ZQ’.’?QJ(?’) - I(Zk,‘ Z(\I!e(gj)) (6.7)7??’5
i=0 € tj:O
Z ZCg’Ug (6;)v:{6;)m;
K% pardnn
Kzl., ZCngg (0;)vi(05)m;
i —0

K% ZC“IA [9ek

g0
= {.

We have shown that the vector {a;}9 g is a program for (@, M)". Next, we compute the
objective function -y for the program {a; }J o We have

d
v= Z Qe(0) = 75 Z(\I' (6)) e
e £=0
d

d
1%2 Zzzvi 90 'l)_.? 96’ 7n£’ == ﬁ Z@{(Ge)vj(gg)'nlg

€ =0 i=0 j=0

o]
3]

1L oy _ X~ L
I—(E;;méﬂh Ké?;;bﬁj{

Using the linear programming bound,

X
Y|=> a=g<y= IK|
ieM

In other words,

[V|(ko+ K1+ + ko) < | X1 (80)
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Equality is attained in (80) if and only if g =  if and only if {a;}ien is & maximal program
for (@, M) and {o;}%, is a minimal program for {@, M)'. Assume this is the case. The
code Y is perfect, so 6 = 2e + 1 is odd. We have

a; (Z a;Qj(z')) =0 (1<j<d).

Thus for 1 < § < d such that 3., @:Q;(2) # 0, we have a;; = 0 and hence W,(f;) = 0. The
number of such 7 is equal to the dual degree s* of ¥, and the degree of ¥, (2) is equal to e, so
s* < e. We have s* > e by the MacWilliams inequality, so s* = e. For the polynomial W.(z)
the set of roots is {0;]1 < 7 < d, >, @:@s(1) # 0} Recall that for 1 < 7 < d, Ejpy # 0
if and only if 37, 6:Q;(3) # 0. So for W,(2) the set of roots is {6;|1 < j < d, Ejpy # 0}.

20 Designs in a ()-polynomial association scheme

We continue to discuss a symmetric association scheme X = (X, {R;}{,). Throughout this
section we assume that the ordering {F;}L, is Q-polynomial. Abbreviate 6 = Q;{4) for
0<q<d.

Let ¥ denote a nonempty subset of X. Recall the inner distribution {a;}¢ , and dual
distribution {a}¢_, of Y.

Definition 20.1, For an integer ¢ (0 < t < d), we call ¥ a t-design whenever af = 0 for
1<i<t

Assume that Y is a t-design, and write e = [t/2]. Recall the degree
s=|{ill i< d, a;# 0}
By Corollary 18.14,
s> e.

Recall the multiplicities {m;}¢ g of X. The Lloyd theorem has the following dual.
Theorem 20.2. Assume that Y is a t-design, and write e = [t/2].
(i) We have

Y= mo+mg+- - 4 me. (81)

(i) Assume that equality holds in (81). Then t = 2e is cven.

(iii} Assume that equality holds in (81). Then s=e.
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(iv) Assume that equality holds in (81). Define a polynomial

e

Wy(2) = D vi2)

i=0

where the polynomial v} (2) has degree i and Qi{7) = vf(0;) for 0 < j < d. Then the
roots of Wi(z) are

{0:11 < j<d, a; #0}.
Proof. We use the linear programming method. Let us take M = {0,2e+1,2e +2,...,d}

and C = P. Recall the dual distribution vector {a}}%, of ¥. We have af = [Y] and af = 0
for 1 <4< 2e. For 0 < j <d we have

d
aj = 1X|_1ZG§°P3'(73)-

Define

ar

bizﬁ (0 <i<d).

We have by = 1 and b; = 0 for 1 <4 < 2e. Moreover for 0 <j <d,
d
N X
Z{;btupg(’l.) = 'ﬁ;‘l* g > 0.

By these comments, the vector {b;}iens is a program for (P, M). Next we display a program
{ﬁj};’l=0 for (P, M)'. Define

K= Zm@-.
i=0
Note that
€ e
K=Y "Qu0) = vi(d5) = ¥;(6)-
i=0 i=0
Define

2
Wr*(G
ﬂjﬂ<—}§§~)~) (0<j<d).

By construction, By =1 and £; > 0 for 1 < j < d. Recall that

. (ks Vi (05)k; .
Pj(z)ng) L= 1(,”; : (0<4,5 <d),
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