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Preface

The subject matter of this book lies at the interface of the fields of harmonic
analysis, complex analysis, and linear partial differential equations, and has been
at the center of considerable research effort since at least the late 1960’s. Some
aspects of this work are presented in monographs and texts. Any brief list would
have to include:

• G.B. Folland and J.J. Kohn’s monograph, The Neumann Problem for the
Cauchy-Riemann Complex [FK72], on the ∂-Neumann problem;

• L. Hörmander’s books, An Introduction to Complex Analysis in Several
Variables [H6̈6] and Notions of Convexity [H9̈4], on estimates for the
∂-problem;

• L. Hörmander’s encyclopedic The Analysis of Linear Partial Differential
Operators I - IV [H8̈5] which contains material on hypoellipticity of sums
of squares of vector fields;

• E.M. Stein’s short monograph Boundary Behavior of Holomorphic Func-
tions of Several Complex Variables [Ste72];

• E.M. Stein’s definitive classic Harmonic Analysis: Real-Variables Meth-
ods, Orthogonality, and Oscillatory Integrals [Ste93];

• The article by M. Gromov in the collection Sub-Riemannian Geomerty
[BR96] by A. Belläıche and J.-J. Risler;

• The recent book by S.-C. Chen and M.-C. Shaw Partial Differential Equa-
tions in Several Complex Variables [CS01].

Despite this list of references, many of the developments that have occurred
in this subject remain largely unchronicled except in the original papers. Also,
many of these results require general techniques that are not fully discussed in the
earlier texts. This situation makes it difficult for a student to start work in this
area. The most recent papers refer to older papers, which in turn cite earlier work,
and a student often becomes discouraged at the prospect of trying to navigate this
seemingly infinite regress.

Thus this book has two objectives. The first is to provide an accessible reference
for material and techniques from the subject of ‘control’ or Carnot-Carathéodory
metrics. The second is to provide a coherent account of some applications of these
techniques to problems in complex analysis, harmonic analysis, and linear partial
differential equations. These two objectives are inseparable. One needs the general
theory of the geometry of Carnot-Carathéodory metrics in order to deal with certain
kinds of problems in complex and harmonic analysis, but the theory by itself is
essentially indigestible unless leavened with interesting problems and examples.

viii



PREFACE ix

Part I of this book provides an introduction to the geometry associated to
certain families of vector fields, and to analytic results about a related class of
integral of operators. The basic geometric structures go by various names such as
control metrics, Carnot-Carathéodory spaces, or sub-Riemannian manifolds. The
associated analytic objects, in this general context, are often known as non-isotropic
smoothing (NIS) operators. These concepts arose in part through attempts to
present a more unified description of classical results, and from the need for more
flexible tools to deal with new problems and phenomena arising in complex and
harmonic analysis and linear partial differential equations.



Part 1

Introduction



CHAPTER 1

Spaces of Homogeneous Type: Definitions and
Examples

In Part II of this book we show how it is possible to construct a metric from
families of first order partial differential operators on an open subset of Rn, and
then how this geometry can be used in the analysis of certain second order operators
built from the first order data. This presentation will involve a long and involved
geometric construction, as well as technical analytic arguments. To make this
material palatable, it is important to keep in mind the examples and objectives that
led to the general theory. In this first chapter of Part I we prepare for the later
technical work by first presenting basic results about metrics and the associated
families of balls, and then discussing four classical examples where we can see more
or less directly the connection between the underlying geometry and the analytic
problems. In each case we consider the relationship between a particular partial
differential operator and a corresponding notion of distance on Rn. By presenting a
different kind of result in each example, we hope to motivate the later development
of a general theory.

In Section 1, we give the definition of a space of homogeneous type, where it
makes sense to talk about lengths and volumes. We then establish analogues in
this setting of some classical covering lemmas in Euclidean space. Finally, we show
that one can establish an analogue of the Hardy-Littlewood maximal theorem and
the Caldéron-Zygmund decomposition of integrable functions in this context.

In Section 2, we study the Laplace operator

4 =
∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n

.

This is of course the sum of the squares of the first order operators ∂
∂xj

. Here
the appropriate geometry is given by the standard Euclidean metric on Rn. We
construct a fundamental solution for 4 given by convolution with the Newtonian
potential, and then show how classical regularity properties of the Laplace operator
follow from arguments using Euclidean geometry.

In Section 3, we consider the heat operator
∂

∂t
−4x,

and show that the appropriate geometry is now a non-isotropic metric on Rn+1. The

heat operator is a first order operator
∂

∂t
minus the sum of squares of the operators

∂
∂xj

. In particular, we show that this metric is reflected in the boundary behavior
of functions satisfying a classical initial value problem for the heat operator.

2



1. SPACES OF HOMOGENEOUS TYPE 3

In Section 4, we study a model problem arising in complex analysis in several
variables. We see that the space Cn ×R = Rn ×Rn ×R can be identified with the
boundary of a domain in Cn+1, and that on this boundary there is, in a natural
way, the structure of a nilpotent Lie group, called the ‘Heisenberg group’. The
appropriate metric in this case is then invariant under this non-commutative group

structure. The first order operators Xj =
∂

∂xj
+ 2yj

∂

∂t
and Yj =

∂

∂yj
− 2xj

∂

∂t
are

left invariant on this group, and a natural analogue of the Laplace operator in this
case is the operator

L =
n∑
j=1

X2
j + Y 2

j

=
n∑
j=1

[ ∂2

∂x2
j

+
∂2

∂y2
j

+ 2yj
∂2

∂xj∂t
− 2xj

∂2

∂yj∂t

]
+

n∑
j=1

(x2
j + y2

j )
∂2

∂t2
.

In addition, we consider the orthogonal projection from L2(Rn × Rn × R) to the
closed subspace consisting of the functions annihilated by the n complex first order
operators Zj = X + j + iYj . We see that this operator, as well as the fundamental
solution of L can be understood in terms of the given geometry.

Finally, in Section 5, we construct a fundamental solution for the operator

∂2

∂x2
+ x2 ∂

∂y2

on R2. This leads to the study of what is sometimes called the ‘Grushin plane’.

Our discussion is not an exhaustive account of the theory of these well-know
operators. Rather, we focus on certain results which have analogues in the more
general theory developed in later chapters. Our object is to show how symme-
try properties of the operators are reflected in the corresponding distances, and,
conversely, how the underlying geometry plays a role in various analytic results.

1. Spaces of homogeneous type

In this section we present an abstract framework in which we can discuss both
distance and volume. There are many possible approaches to such a discussion,
and we choose a definition of ‘spaces of homogeneous type’ which is a compromise
between the competing needs for simplicity and abstractness. As we shall see, the
key concept is a space equipped with a distance which defines a family of balls,
and a measure which allows us to talk about the volumes of these balls. For our
purposes, the most important requirements are:
(a) an “engufing” property which guarantees that if two balls of comparable size

intersect, then each is contained in a fixed dilate of the other;
(b) a “doubling property” which guarantees that the volume of a ball of radius 2δ

is bounded by a multiple of the volume of the ball of radius δ.
After giving the basic definitions in section 1.1, we prove analogues of the Vitali and
Whitney covering theorems in section 1.2. We study the Hardy-Littlewood maximal
operator in section 1.3, and we introduce the Caldéron-Zygmund decomposition of
L1 functions in section 1.4.
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1.1. Pseudometrics and doubling measures.

The notion of an abstract space equipped with a distance is often formalized
through the concept of a metric space. However, in anticipation of later examples,
it will be more convenient for us to start with the weaker notion of a pseudo-metric.

Definition 1.1. A pseudo-metric on a set X is a function ρ : X × X → R
with the following properties.

(1) For all x, y ∈ X, ρ(x, y) ≥ 0, and ρ(x, y) = 0 if and only if x = y.

(2) For all x, y ∈ X, ρ(x, y) = ρ(y, x).

(3) There is a constant A1 ≥ 1 so that for all x, y, z ∈ X we have

ρ(x, y) ≤ A1

[
ρ(x, z) + ρ(z, y)

]
.

A1 is called the triangle inequality constant for the pseudo-metric ρ. If we can take
A1 = 1, then ρ is called a metric.

In our applications it will be possible to use several different metrics or pseudo-
metrics, provided that they are equivalent in an appropriate sense. We make this
precise as follows.

Definition 1.2. Let ρ1 and ρ2 be pseudo-metrics on a set X.
(1) ρ1 is globally equivalent to ρ2 if there is a constant C > 0 so that for all

x, y ∈ X we have

C−1ρ2(x, y) ≤ ρ1(x, y) ≤ C ρ2(x, y).

(1) ρ1 is locally equivalent to ρ2 if there are constants C, δ0 > 0 so that for all
x, y ∈ X with ρ1(x, y) < δ0 we have

C−1ρ2(x, y) ≤ ρ1(x, y) ≤ C ρ2(x, y).

It is easy to check that these are indeed equivalence relations. The notion of global
equivalence is perhaps the more natural of the two, but the concept of local equiv-
alence is useful when we are only interested is small distances.

If ρ is a pseudo-metric on a set X, then the ball with center x ∈ X and radius
δ > 0 is the set

Bρ(x; δ) =
{
y ∈ X

∣∣∣ ρ(x, y) < δ
}
.

Note that ρ1 and ρ2 are globally equivalent pseudo-metrics with comparability
constant C if and only if for all x ∈ X and δ > 0 we have

Bρ2(x; δ) ⊂ Bρ1(x;Cδ),

Bρ1(x; δ) ⊂ Bρ2(x;Cδ).

The metrics are locally equivalent if and only if we have these inclusions for all
sufficiently small δ.

Many properties of metric spaces cary over to spaces equipped with a pseudo-
metric, but some care must be taken with repeated applications of the triangle
inequality. In the following proposition, we focus on three easy consequences of the
definitions.

Proposition 1.3. Suppose that ρ is a pseudo-metric on a space X with triangle
inequality constant A1.
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(i) If {x0, x1, . . . , xm} are points in X, then ρ(x0, xm) ≤ Am1
∑m
j=1 ρ(xj−1, xj).

(ii) Let x1, x2 ∈ X and δ1 ≥ δ2. Then

Bρ(x1; δ1) ∩Bρ(x2; δ2) 6= ∅ =⇒ Bρ(x2; δ2) ⊂ Bρ(x1; 3A2
1δ1).

(iii) Suppose that y ∈ Bρ(y0; δ0) and x /∈ Bρ(y0; η δ0). Then if η > A1 ≥ 1,

1
2A1

ρ(x, y) ≤ ρ(x, y0) ≤
(

η A1

η −A1

)
ρ(x, y).

Part (ii) gives the basic engulfing property of balls, and part (iii) show that well
outside a ball, the distance to the center and the distance to an arbitrary point of
the ball are comparable.

Proof. Part (i) follows easily by induction on m. To establish (ii), suppose
Bρ(x1; δ1) ∩Bρ(x2; δ2) 6= ∅, and let z ∈ Bρ(x1; δ1) ∩Bρ(x2; δ2). Let y ∈ Bρ(x2; δ2).
Then

ρ(x1, y) ≤ A2
1

[
ρ(x1, z) + ρ(z, x2) + ρ(x2, y)

]
< A2

1

[
δ1 + δ2 + δ2

]
≤ 3A2

1δ1,

so Bρ(x2; δ2) ⊂ Bρ(x1; 3A1
1δ1) as asserted. To establish part (iii), suppose x /∈

Bρ(y0; ηδ0) and y ∈ Bρ(y0; δ0). If η ≥ 1 then ρ(y0, y) < δ0 ≤ ρ(x, y0), so the
triangle inequality gives

ρ(x, y) ≤ A2

[
ρ(x, y0) + ρ(y0, y)

]
< 2A1ρ(x, y0).

On the other hand, we also have ρ(y, y0) < δ0 ≤ η−1 ρ(x, y0) so the triangle in-
equality gives

ρ(x, y0) ≤ A1

[
ρ(x, y) + ρ(y, y0)

]
< A1 ρ(x, y) +A2 η

−1ρ(z0, y),

and this gives the second inequality if η > A1. �

We next introduce a measure so that we can talk about volumes of balls. As-
sumption (3) below is the basic doubling property.

Definition 1.4. Let X be a locally compact topological space equipped with a
pseudo-metric ρ and a positive regular Borel measure µ. Then (X, ρ, µ) is a space
of homogeneous type if the following conditions are satisfied:

(1) For each x ∈ X, the collection of balls
{
Bρ(x; δ) : δ > 0

}
are open and hence

are µ-measurable, and they form a basis for the open neighborhoods of x.
(2) For all x ∈ X and δ > 0, 0 < µ

(
Bρ(x; δ)

)
<∞.

(3) There is a constant A2 > 0 so that for all x ∈ X and δ > 0

µ
(
Bρ(x; 2δ)

)
≤ A2 µ

(
Bρ(x; δ)

)
.

The constant A2 is called the doubling constant for the measure µ.

The following result shows that the volume of B(x; δ) grows at most polyno-
mially in δ.
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Proposition 1.5. If (X, ρ, µ) is a space of homogeneous type with doubling
constant A2, there is a constant τ so that for λ ≥ 2

µ
(
Bρ(x;λ δ) ≤ λτ µ

(
Bρ(x; δ)

)
.

Proof. Let N be the positive integer such that λ ≤ 2N < 2λ, so that log2(λ) ≤
N < log2(λ) + 1. Then using the doubling property N times yields

µ
(
Bρ(x;λ δ)

)
≤ µ

(
Bρ(x; 2N δ)

)
≤ AN2 µ

(
Bρ(x; δ)

)
≤ λτ µ

(
Bρ(x; δ)

)
where τ = 2 log2(A2). �

1.2. Covering Lemmas.

We now establish a number of results for spaces of homogeneous type which
are analogues of standard results in Euclidean analysis. Many of the arguments
involve only minor modifications of the classical proofs. We primarily follow the
development in [CW77] and [Ste93]. Throughout this section, (X, ρ, µ) will denote
a space of homogeneous type. We let A1 be the the triangle inequality constant for
ρ and let A2 be the doubling constant for µ.

Our first result deals with estimates for the number of uniformly separated
points in a fixed ball. In Euclidean geometry in Rn, the volume of a ball of radius
δ is proportional to δn. Thus if 0 < η < 1 and if B1, . . . , Bm are mutually disjoint
balls of radius η δ all contained in a ball of radius δ, we must have m ≤ η−n, so m
is bounded by a constant depending only on η and the dimension. For spaces of
homogeneous type, it is not true in general that the volume of a ball is proportional
to a fixed power of the radius. Nevertheless, we have the following result.

Lemma 1.6. Let 0 < η < 1, let x1, . . . , xm ∈ Bρ(x0; δ), and suppose that
ρ(xj , xk) ≥ ηδ for all 1 ≤ j 6= k ≤ m. Then m is bounded by a constant that
depends only on A1, A2 and η.

Proof. First observe that the balls {Bρ(xj ; ηδ
2A1

)}, 1 ≤ j ≤ m, are disjoint,
for if y ∈ Bρ(xj , ηδ

2A1
) ∩Bρ(xk; ηδ

2A1
), then

ρ(xj , xk) ≤ A1[ρ(xj , y) + ρ(y, xk)] < A1

[ ηδ
2A1

+
ηδ

2A1

]
= ηδ,

which is a contradiction. Also, each ball Bρ(xj ; ηδ
2A1

) ⊂ Bρ
(
x0, 2A1 δ

)
, for if y ∈

Bρ(xj ; ηδ
2A1

), then

ρ(x0, y) ≤ A1[ρ(x0, xj) + ρ(xj , y)] < A1[δ +
ηδ

2A1
] ≤ 2A1δ.

Finally, Bρ(x0; δ) ⊂ Bρ(xj ; 2A1 δ), for if y ∈ Bρ(x0; δ), then

ρ(xj , y) ≤ A1[ρ(xj , x0) + ρ(x0, y)] < 2A1δ.

Now let N1 and N2 be the smallest positive integers such that 2A1 ≤ 2N1 and
(2A1)2 ≤ 2N2η. Then by the doubling property, for any x ∈ X and any η > 0 we
have

µ
(
Bρ(x0; 2A1δ)

)
≤ AN1

2 µ
(
Bρ
(
x0; δ

))
, and

µ
(
Bρ(x; 2A1δ)

)
≤ AN2

2 µ
(
Bρ(x;

ηδ

2A1
)
)
.
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Putting all this together, we have

mµ
(
Bρ(x0; δ)

)
≤

m∑
j=1

µ
(
Bρ(xj ; 2A1 δ)

)
≤ AN2

2

m∑
j=1

µ
(
Bρ(xj ;

ηδ

2A1
)
)

≤ AN21
2 µ

(
Bρ
(
x0; 2A1δ

))
≤ AN1+N2

2 µ
(
Bρ(x0; δ)

)
.

Thus m ≤ AN1+N2
2 , which completes the proof. �

Our next result is a variant of the Vitali covering lemma. A discussion of
various classical covering lemmas in Euclidean spaces can be found, for example, in
[dG75], Chapter I. We shall say that a set E ⊂ X is bounded if there exist y ∈ X
and R > 0 so that E ⊂ Bρ(y;R).

Lemma 1.7. Let E ⊂ X be a set and let A be an index set. Suppose that for
each α ∈ A, there exist xα ∈ X and δα > 0 so that E ⊂

⋃
α∈A

Bρ(xα; δα). Suppose

also that one of the following conditions is satisfied:

(a) The set E is bounded, and for every α ∈ A, the point xα ∈ E.
(b) There are no restrictions on the set E or the points xα, but sup

α∈A
δα = M <∞.

Then there exists a finite or countable sub-collection of these balls,{
B1 = Bρ(x1; δ1), . . . , Bk = Bρ(xk; δk), . . .

}
,

so that:

(1) The balls are mutually disjoint: Bj ∩Bk = ∅ if j 6= k;

(2) If B∗j = Bρ(xj ; 3A2
1 δj), then E ⊂

⋃
j

B∗j ;

(3) µ(E) ≤ C
∑
j

µ(Bj).

The constant C depends only on A1 and A2.

Proof. If E is bounded, we may suppose that E ⊂ Bρ(y;R). Suppose that
supα∈A δα = +∞. Then there exists α ∈ A with xα ∈ E and δα > 2A1R. For any
z ∈ Bρ(y,R) we have

ρ(xα, z) ≤ A1[ρ(xα, y) + ρ(y, z)] < 2A1R < δα,

so E ⊂ Bρ(y;R) ⊂ Bρ(xα; δα). In this case, we can choose the sub-collection to
consist of the single ball B1 = Bρ(xα, δxα).

Thus from now on we shall assume that M1 = sup
α∈A

δx < +∞. We select the

sequence {Bj} as follows. Set M1 = M and A1 = A. Choose B1 = Bρ(x1; δ1) to
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be any ball B(xα; δα) with α ∈ A1 for which δ1 = δα >
1
2M1. Once B1 has been

picked, let

A2 =
{
α ∈ A

∣∣∣Bρ(xα; δα) ∩B1 = ∅
}

and let M2 = supα∈A2
δα.

Proceeding by induction, suppose that we have picked balls B1, . . . , Bk, sets
A = A1 ⊃ A2 ⊃ · · · ⊃ Ak ⊃ Ak+1, and real numbers M1 ≥ M2 ≥ · · · ≥ Mk ≥
Mk+1 so that

(i) Bj = Bρ(xj ; δj) with xj = xα and δj = δα for some α ∈ Aj ;
(ii) Mj = sup

α∈Aj
δα for 1 ≤ j ≤ k + 1;

(iii) δj >
1
2Mj for 1 ≤ j ≤ k;

(iv) Aj+1 =
{
α ∈ Aj

∣∣∣Bρ(xα; δα) ∩Bj = ∅
}

for 1 ≤ j ≤ k.

If the set Ak+1 is empty, the selection process stops. If Ak+1 is not empty, choose
Bk+1 to be a ball Bρ(xk+1; δk+1) = Bρ(xα; δα) with xα ∈ Ak+1 and δα >

1
2Mk+1.

Once Bk+1 is chosen, we set

Ak+2 =
{
α ∈ Ak+1

∣∣∣Bρ(xα; δα) ∩Bk+1 = ∅
}

=
{
α ∈ A

∣∣∣Bρ(xα; δα) ∩
( k+1⋃
j=1

Bj

)
= ∅
}
.

This completes the induction step, so with this process we have chosen a finite or
countable set of balls {B1, . . . , Bk, . . .}.

Let j < k. The center of Bk is xj = xα for some α ∈ Ak by condition (i), and
since Ak ⊂ Aj it follows from condition (iv) that Bk ∩ Bj = ∅. This establishes
assertion (1) of the lemma.

Next we show that if the selection process leads to a countable collection of balls
{Bk}, then limk→∞ δk = 0. Clearly δk+1 ≤ δk. But if δk ≥ δ0 > 0 for all k, the ball
Bρ(y;R) would contain the countable collection of disjoint balls {Bρ(xj ; δ0)}, and
this contradicts the conclusion of Lemma 1.6.

Now let x0 ∈ E. Then x0 ∈ Bρ(xα; δα) for some α ∈ A. If the selection process
results in a finite set of balls, Bρ(xα; δα) must intersect one of them, for otherwise
the selection process would not have stopped. If the selection process results in a
countable set of balls, the above argument shows that there is an integer k so that
δk <

1
2δα. But then δα > 2δk > Mk = supβ∈Ak δβ , and so α /∈ Ak. Thus Bρ(xα, δα)

must intersect one of the balls {B1, . . . , Bk−1}.
Thus in either case, there is a smallest positive integer j so that Bρ(x,α; δα) ∩

Bj 6= ∅. It follows that α ∈ Aj , and hence δα ≤Mj < 2δxj . We also have

∅ 6= Bρ(xα; δα) ∩Bj ⊂ Bρ(xα; δα) ∩Bρ(xj , 2δxj ).
It follows from Proposition 1.3, part (ii) that

x0 ∈ Bρ(xα; δα) ⊂ Bρ(xj ; 3A2
1δxj )

and hence
E ⊂

⋃
j

Bρ(xj ; 3A2
1δxj ).
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This is assertion (2).

Let N be the smallest positive integer such that 3A2
1 ≤ 2N . Then using the

doubling property and assertion (2), we have

µ(E) ≤
∑
j

µ
(
Bρ(xj ; 3A2

1δxj )
)
≤ AN2

∑
j

µ
(
Bρ(xj ; δxj )

)
(C)

which gives assertion (3), and completes the proof. �

Our next results are related to the classical Whitney covering lemma, which
shows that one can decompose an proper open set U ⊂ Rn into a union of cubes
Qj such that the size of Qj is comparable to the distance from Qj to the boundary
of U . For a general space of homogeneous type X, let U $ X be an open set. For
any x ∈ U , let

d(x) = dU (x) = inf
y/∈U

ρ(x, y) = sup
{
δ > 0

∣∣∣Bρ(x; δ) ⊂ U
}

denote the distance from x to the complement of U . Since U 6= X, it follows that
d(x) < ∞. Since the balls {Bρ(x; δ)} form a basis for the open neighborhoods of
x, it follows that d(x) > 0.

We first show that if U $ X is open and if x ∈ U , then there is a ball centered
at x with radius a small multiple of d(x) so that the distances of all points in this
ball to the complement of U are comparable.

Proposition 1.8. Let U $ X, and let 0 < η ≤ 1
2A1

. For any x ∈ X, if
z ∈ Bρ(x; η d(x)), then

(2A1)−1 d(z) ≤ d(x) ≤ (2A1) d(z).

Proof. Let z ∈ Bρ(x, η d(x)). Then if y /∈ U we have

d(z) ≤ ρ(z, y) ≤ A1[ρ(z, x) + ρ(x, y)] < A1[η d(x) + ρ(x, y)].

Taking the infimum over all y 6= U we get

d(z) ≤ A1

[
η + 1

]
d(x) ≤ 2A1 d(x).

On the other hand, we have

d(x) ≤ ρ(x, y) ≤ A1

[
ρ(x, z) + ρ(z, y)

]
≤ A1η d(x) +A1 ρ(z, y) ≤ 1

2
d(x) +A1 ρ(z, y).

Again taking the infimum over y 6= U , we get

d(x) ≤ 2A1 d(z)

which completes the proof. �

Corollary 1.9. Let U $ X, and let 0 < η ≤ 1
2A1

. If x, y ∈ U and if
Bρ
(
x; η d(x)

)
∩Bρ

(
y; η d(y)

)
6= ∅, then

(2A1)−2 d(y) ≤ d(x) ≤ (2A1)2 d(y).

We can now establish an analogue of the Whitney covering theorem.
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Lemma 1.10. Let U $ X be an open set. Then there is a collection of balls
{Bj = Bρ(xj ; δj)} with δj = 1

2 d(xj) so that if B∗j = Bρ(xj ; 4δj) and B#
j =

Bρ
(
xj ; (12A4

1)−1 δj
)
, then

(1) For each j, Bj ⊂ U , and B∗j ∩ (X − U) 6= ∅.

(2) The balls
{
B#
j

}
are mutually disjoint.

(3) U =
⋃
j

Bj.

(4)
∑
j

µ(Bj) ≤ C µ(U).

(5) Each point of U belongs to at most M < ∞ of the balls {Bj}, where M
depends only on the constants A1 and A2.

Proof. For each x ∈ U , set δ(x) = η d(x) with η = (24A4
1)−1 ≤ (2A1)−1. The

balls
{
Bρ
(
x; d(x)

)}
form an open cover of U . Let

{
Bρ
(
xj ; δ(xj)

)}
be a maximal

disjoint sub-collection of these balls. Put

Bj = Bρ
(
xj , 12A4

1 δ(xj)
)

= Bρ

(
xj ;

1
2
d(xj)

)
,

so that B∗j = Bρ
(
xj ; 2d(xj)

)
and B#

j = Bρ
(
x; δ(xj)

)
. It follows that Bj ⊂ U ,

B∗j ∩ (X −U) 6= ∅, and
{
B#
j

}
are mutually disjoint. This proves assertions (1) and

(2).

For every x ∈ U , the maximality of
{
Bρ
(
xj ; δ(xj)

)}
shows that there exists j

so that

∅ 6= Bρ
(
x; δ(x)

)
∩Bρ

(
xj ; δ(xj)

)
⊂ Bρ

(
x; δ(x)

)
∩Bρ

(
xj ; 4A2

1 δ(xj)
)

By Corollary 1.9, it follows that d(x) ≤ 4A2
1 d(xj) and so δ(x) ≤ 4A2

1 δ(xj). It
follows from Proposition 1.3, part (ii), that

x ∈ Bρ
(
x; δ(x)

)
⊂ Bρ

(
xj ; 12A4

1 δ(xj)
)

= Bj .

Thus U =
⋃
j

Bj , and so we have verified assertion (3).

Now let N be the smallest positive integer such that 12A4
1 ≤ 2N . Then µ(Bj) ≤

AN2 µ(Bρ
(
xj ; δ(xj)

)
. Since the balls {Bρ

(
xj ; δ(xj)

)
} are disjoint and are contained

in U , we have
∑
j µ(Bj) ≤ AN2 µ(U). This gives assertion (4).

Now let y ∈ U and suppose y ∈ Bj . It follows from Proposition 1.8 that
d(xj) ≤ 2A1 d(y) and d(y) ≤ 2A1 d(xj). Thus if z ∈ Bρ

(
xj ; δ(xj)

)
we have

ρ(y, z) ≤ A1

[
ρ(y, xj) + ρ(xj , z)

]
≤ A1

[
12A4

1 + 1
]
δ(xj)

≤ 2A2
1

[
12A4

1 + 1
]
d(y).

Thus
Bρ
(
xj ; δ(xj)

)
⊂ Bρ

(
y; 2A2

1

[
12A4

1 + 1
]
d(y)

)
.

Since d(y) ≤ 2A1d(xj) = 48A5
1 δ(xj), it follows that

Bρ
(
xj ; (48A5

1)−1 d(y)
)
⊂ Bρ

(
y; 2A2

1

[
12A4

1 + 1
]
d(y)

)
.
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But for j 6= k

Bρ
(
xj ; (48A5

1)−1 d(y)
)
∩Bρ

(
xk; (48A5

1)−1 d(y)
)

= ∅,
and so by Lemma 1.6, the number of such balls Bj with y ∈ Bj is bounded by
a constant depending only on A1 and A2. This establishes (5) and completes the
proof. �

1.3. The Hardy-Littlewood maximal operator.

We can now use the geometric information from the covering lemma to study
the Hardy-Littlewood maximal operator. We begin by recalling the definition in
this general context.

Definition 1.11. Let (X, ρ, µ) be a space of homogeneous type. Let f be locally
integrable on X. For x ∈ X put

M[f ](x) = sup
δ>0

sup
x∈Bρ(y;δ)

1
µ
(
Bρ(y; δ)

) ∫
Bρ(y;δ)

|f(t)| dt.

Observe that ifM[f ](x) > λ there exists a ball B = Bρ(y; δ) containing x such
that the average of |f | over B is greater than λ. But then M[f ](z) > λ for all
z ∈ B. Since B is open, this shows that {x ∈ X

∣∣M[f ](x) > λ} is open, and hence
M is lower semi-continuous and in particular measurable. Also, since every average
is dominated by the supremum of the function, it is clear that if f ∈ L∞(X), we
have ∣∣∣∣M[f ]

∣∣∣∣
L∞(X)

≤
∣∣∣∣ f ∣∣∣∣

L∞(X)
. (1.1)

The following result is much deeper.

Theorem 1.12 (Hardy and Littlewood). There is a constant C depending only
on A1 and A2 so that for 1 ≤ p <∞, the following statements are true:

(1) If f ∈ L1(X, dµ), then

µ
({
x ∈ X

∣∣M[f ](x) > λ
})
≤ C λ−1

∣∣∣∣ f ∣∣∣∣
L1 .

(2) If 1 < p <∞ and if f ∈ Lp(X, dµ), then∣∣∣∣M[f ]
∣∣∣∣
Lp
≤ 2C p (p− 1)−1

∣∣∣∣ f ∣∣∣∣
Lp
.

Proof. Let λ > 0 and let M be a positive integer. Let Eλ,M denote the set of
points x ∈ X such that there exists y ∈ X and 0 < δ < M such that x ∈ Bρ(y; δ)
and

1
µ
(
Bρ(y; δ)

) ∫
Bρ(x;δ)

|f(t)| dµ(t) > λ.

Then Eλ,M ⊂ Eλ,M+1 and
∞⋃
M=1

Eλ,M =
{
x ∈ X

∣∣M[f ](x) > λ
}
.

If x ∈ Eλ,M , there exists y ∈ X and 0 < δy < M so that x ∈ Bρ(y, δy), and

1
µ
(
Bρ(y; δy)

) ∫
Bρ(y;δy)

|f(t)| dµ(t) > λ
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or equivalently

µ
(
Bρ(y; δy)

)
≤ 1
λ

∫
Bρ(y;δy)

|f(t)| dµ(t).

The balls {Bρ(y; δy)} cover the set Eλ,M . By using the case of uniformly bounded
radii in Lemma 1.7, we can find a sub-collection {B1, . . . , Bk, . . .} such that Bj ∩
Bk = ∅ if j 6= k, and µ(Eλ,M ) ≤ C

∑
j µ
(
Bj
)
, where C depends only on A1 and

A2. Then

µ(Eλ,M ) ≤ C
N∑
j=1

µ(Bj) ≤
C

λ

N∑
j=1

∫
Bj

|f(t)| dµ(t)

≤ C

λ

∫
X

|f(t)| dµ(t) =
C

λ

∣∣∣∣ f ∣∣∣∣
L1(X)

.

This estimate is independent of M , and we conclude that

µ
({
x ∈ X

∣∣∣M[f ](x) > λ
})
≤ C

λ

∣∣∣∣ f ∣∣∣∣
L1(X)

.

Thus proves assertion (1).

Assertion (2) follows from the Marcinkieicz interpolation theorem, for which
one can consult [Ste93], pages 272-274. However, we give the proof in this special
case. We use the fact that if f ∈ Lp(X),∣∣∣∣ f ∣∣∣∣p

Lp(X)
= p

∫ ∞
0

λp−1 µ
({
x ∈ X

∣∣∣ |f(x)| > λ
})

dλ.

For any λ > 0, let us write

fλ(x) =

{
f(x) if |f(x)| ≤ λ/4
0 if |f(x)| > λ/4

, and fλ(x) =

{
0 if |f(x)| ≤ λ/4
f(x) if |f(x)| > λ/4

.

Then f = fλ + fλ, and so M[f ](x) ≤M[fλ](x) +M[fλ](x). It follows that

µ
({
x ∈ X

∣∣∣ |M[f ](x)| > λ
})

≤ µ
({
x ∈ X

∣∣∣ |M[fλ](x)| > λ

2

})
+ µ

({
x ∈ X

∣∣∣ |M[fλ](x)| > λ

2

}) (1.2)

Now fλ ∈ L∞(X), with
∣∣∣∣ fλ ∣∣∣∣L∞(X)

≤ 1
4λ. It follows from equation (1.1) that

M[fλ](x) ≤ 1
4λ for almost all x ∈ X. Hence

µ
({
x ∈ X

∣∣∣ |M[fλ](x)| > λ

2

})
= 0. (1.3)

On the other hand, we claim fλ ∈ L1(X). In fact, since f ∈ Lp(X), we have

λp µ
({
x ∈ X

∣∣∣ |f(x)| > λ
})
≤
∫
X

|f(x)|p dx =
∣∣∣∣ f ∣∣∣∣p

Lp(X)
.

Thus using Hólder’s inequality and (p)−1 + (p′)−1 = 1 we have∣∣∣∣ fλ ∣∣∣∣
L1(X)

=
∫
|f |>λ

|f(x)| dx ≤
∣∣∣∣ f ∣∣∣∣

Lp(x)
µ
({
x ∈ X

∣∣∣ |f(x)| > λ
}) 1

p′

≤
∣∣∣∣ f ∣∣∣∣1+ p

p′

Lp(x) λ
− p
p′ =

∣∣∣∣ f ∣∣∣∣p
Lp(x)

λp−1.
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Thus using part (1) of the theorem on the function fλ, we have

µ
({
x ∈ X

∣∣∣ |M[fλ](x)| > λ

2

})
≤ 2C

λ

∣∣∣∣ fλ ∣∣∣∣
L1(X)

≤ 2C λ−1

∫
|f |>λ

|f(x)| dx.
(1.4)

Now using equations (1.2), (1.3), and (1.4), we have∣∣∣∣M[f ]
∣∣∣∣p
Lp(X)

= p

∫ ∞
0

λp−1 µ
({
x ∈ X

∣∣∣ |M[f ](x)| > λ
})

dλ

≤ 2C p
∫ ∞

0

λp−2
[ ∫
|f |>λ

|f(x)| dx
]
dλ

= 2C p
∫
X

|f(x)|
[ ∫ |f(x)|

0

λp−2 dλ
]
dx

= 2C
( p

p− 1

) ∫
X

|f(x)|p dx.

which completes the proof. �

Corollary 1.13. Let f ∈ L1
loc(X, dµ). Then for µ-almost al x ∈ X,

lim
δ→0

1
µ
(
Bρ(x, δ)

) ∫
Bρ(x,δ)

f(t) dµ(t) = f(x),

The passage from the weak-type estimates of Theroem 1.12 to the differentiation
theorem of Corollary 1.13 is standard. See, for example, [Ste70].

1.4. The Caldéron-Zygmund Decomposition.

Another classical tool which can be used in the context of space of homogeneous
type is the Calderón-Zygmund decomposition of functions in L1.

Theorem 1.14 (Caldéron-Zygmund). Let f ∈ L1(X, dµ), and let α > 0 satisfy
αµ(X) > C

∣∣∣∣ f ∣∣∣∣
L1 where C is the constant from the Hardy-Littlewood Maximal

Theorem 1.12. Then there exists a sequence of balls
{
Bj = Bρ(xj ; δj)

}
and a

decomposition
f = g +

∑
j

bj

with the following properties:

(1) The functions g and {bj} all belong to L1(X).

(2) |g(x)| ≤ A2
2 α for almost all x ∈ X.

(3) The function bj is supported in Bj. Moreover∫
X

|bj(x)| dµ(x) ≤ 2A2
2 αµ(Bj), and∫

X

bj(x) dµ(x) = 0.

(4)
∑
j

µ
(
Bj
)
≤ C α−1

∣∣∣∣ f ∣∣∣∣
L1 , where C depends only on A1 and A2.
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Proof. Let Eα =
{
x ∈ X

∣∣∣M[f ](x) > α
}

. Then Eα is an open set. Using
the hypothesis on α and Theorem 1.12, we have

µ
(
Eα
)
≤ C α−1

∣∣∣∣ f ∣∣∣∣
L1 < µ(X).

Thus Eα $ X.

Since Eα $ X, Lemma 1.10 gives us a collection of balls {Bj = Bρ(xj , δj)} and
{B∗j = Bρ(xj , 4δj)} such that

(i) For all j, Bj ⊂ Eα and B∗j ∩ (X − Eα) 6= ∅.
(ii) Eα =

⋃
j

Bj .

(iii)
∑
j

µ(Bj) ≤ C µ(Eα), where C depends only on A1 and A2.

(iv) Each point of Eα belongs to at most M of the balls Mj .

Now Theorem 1.12 implies that µ(Eα) < C α−1
∣∣∣∣ f ∣∣∣∣

L1 . Hence (iii) gives∑
j

µ(Bj) ≤
C

α

∣∣∣∣ f ∣∣∣∣
L1 ,

which is assertion (4).

Let χj be the characteristic function of Bj . Since each point x belongs to at
most M of the balls Bj , it follows that 1 ≤

∑
k χk(x) ≤M for all x ∈ Eα. Put

bj(x) = χj(x)
[∑

k

χk(x)
]−1

f(x)− χj(x)
µ
(
Bj
) ∫

Bj

χj(t)
[∑

k

(t)
]−1

f(t) dµ(t)

= bj,1(x)− bj,2(x).

Then bj is supported on Bj . Since bj is a function on Bj minus its average, it is
clear that ∫

Bj

bj(t) dµ(t) = 0.

Next, let yj ∈ B∗j ∩ (X−Eα). Then since Bj ⊂ B∗j , µ(B∗j ) ≤ A2
2 µ(Bj), and y ∈ B∗j

we have

1
µ(Bj)

∫
Bj

χj(t)∑
k χk(t)

∣∣f(t)
∣∣ dµ(t) ≤

[
µ(B∗j )
µ(Bj)

]
1

µ(Bj)

∫
B∗j

∣∣f(t)
∣∣ dµ(t)

≤ A2
2M[f ](yj)

≤ A2
2 α.

It follows that
1

µ(Bj)

∫
Bj

|bj,l(t)| dµ(t) ≤ A2
2 α for l = 1, 2.

Hence
1

µ(Bj)

∫
Bj

|bj(t)| dµ(t) ≤ 2A2
2 α.

This shows that bj ∈ L1(X, dµ), and also establishes (3).
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Now set

g(x) =


f(x) if x /∈ Eα;

χj(x)

µ
(
Bj

) ∫
Bj
χj(t)

[∑
k(t)

]−1

f(t) dµ(t) if x ∈ Eα.

Then f = g+
∑
j bj If x /∈ Eα, thenM[f ](x) ≤ α. It follows from the differentiation

theorem (Corollary 1.13), that |f(x)| ≤ α for µ-almost all xinX − Eα, and so the
same is true for |g(x)|. On the other hand, we have already observed that

1
µ(Bj)

∫
Bj

χj(t)∑
k χk(t)

∣∣f(t)
∣∣ dµ(t) ≤ A2

2 α,

so |g(x)| ≤ A2
2 α on Eα. This shows that assertion (2) is true. Since µ(Eα) ≤

C α−1
∣∣∣∣ f ∣∣∣∣

L1 , it follows that g ∈ L1(X, dµ), proving (1). This completes the proof
of the theorem if Eα 6= X.

�

Corollary 1.15. With the notation of Theorem 1.14, the function g belongs
to L2(X, dµ), and ∣∣∣∣ g ∣∣∣∣2

L2 ≤ C α
∣∣∣∣ f ∣∣∣∣

L1

where C is a constant depending only on A1, A2 and the constant C1 from the
Hardy-Littlewood Maximal Theorem.

Proof. We have∣∣∣∣ g ∣∣∣∣2
L2 =

∫
Eα

|g(t)|2 dµ(t) +
∫
X−Eα

|g(t)|2 dµ(t)

≤ A4
2α

2µ(Eα) +A2
2 α

∫
X

|f(t)| dt

≤
[
A4

2 C1 +A2
2

]
α
∣∣∣∣ f ∣∣∣∣

L1 .

�

2. The Laplace operator and Euclidean Analysis

We now turn to our first example, the Laplace operator on Rn, which is given
by

4[u] =
∂2u

∂x2
1

+ · · ·+ ∂2u

∂x2
n

.

The corresponding inhomogeneous equation, sometimes known as the Poisson equa-
tion, is 4[u] = g. This equation plays a fundamental role in mathematical physics,
and is perhaps the simplest model of an second order elliptic partial differential
equation.

In section 2.1, we discuss the symmetries of the opertaor 4. In section 2.2 we
show that the operator 4 has a fundamental solution given by convolution with
the Newtonian potential N . In section 2.3, we discuss the connection between this
fundamental solution and the ordinary Euclidean metric on Rn. In particular, we
focus on differential inequalities and cancellation conditions satisfied by N that can
be expressed in terms of this metric. Then in sections 2.4, 2.5, 2.6, and 2.7, we
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show how some of the basic regularity properties of the Poisson equation follow
from these properties of N .

2.1. Symmetries of the Laplace operator.

We begin by noting that the Laplace operator 4 has invariance properties with
respect to three families of motions of Rn.

Proposition 2.1.
(a) The operator 4 is invariant under translations. Thus for y ∈ Rn and

ϕ ∈ C∞0 (Rn) we define Ty[ϕ](x) = ϕ(x− y). Then

4
[
Ty[ϕ]

]
= Ty

[
4[ϕ]

]
.

(b) The operator 4 is invariant under rotations. Let O : Rn → Rn be an
orthogonal linear transformation, and put RO[ϕ](x) = ϕ(Ox). Then

4
[
RO[ϕ]

]
= RO

[
4[ϕ]

]
.

(c) Define the standard Euclidean dilations by setting Dλ[ϕ](x) = ϕ(λ−1x).
Then

4
[
Dλ[ϕ]

]
= λ−2Dλ

[
4[ϕ]

]
.

Proof. Assertion (a) follows since 4 has constant coefficients. Assertion (c)
is a simple application of the chain rule. We use the Fourier transform to establish
(b). Suppose that ϕ ∈ C∞0 (Rn). Recall that the Fourier transform F [ϕ] was defined
in equation (1.10). Integration by parts shows that

F
[
4[ϕ]

]
(ξ) =

∫
Rn
e−2πiξ·x4[ϕ](x) dx

= −4π2 |ξ|2
∫

Rn
e−2πiξ·xϕ(x) dx

= −4π2|ξ|2 F [ϕ](ξ).

Now suppose that O is an orthogonal transformation, so that O−1 = O∗ where
Ox · y = x ·O∗y. Then

F
[
RO[ϕ]

]
(ξ) =

∫
Rn
e−2πiξ·O∗xϕ(x) dx =

∫
Rn
e−2πiOξ·xϕ(x) dx = RO

[
F [ϕ]

]
(ξ).

Thus

F
[
4
[
R0[ϕ]

]]
(ξ) = −4π2|ξ|2RO

[
F [ϕ]

]
(ξ)

= −4π2|Oξ|2F [ϕ](Oξ)

= RO
[
F
[
4[ϕ]

]]
(ξ)

= F
[
RO
[
4[ϕ]

]]
(ξ).

Since the Fourier transform F is one-to-one, it follows that 4R0 = RO4. �

For comparison with later examples, let us note that the translation invariance
and homogeneity of the Laplace operator can be expressed in the following way.
Define a diffeomorphism from the unit ball in Rn to the Euclidean ball centered
at a point x = (x1, . . . , xn) ∈ Rn of radius δ by setting Θx,δ(u) = δ(x + u). Then



2. THE LAPLACE OPERATOR AND EUCLIDEAN ANALYSIS 17

we can define the ‘push-forward’ 4̃ of the operator 4 under the mapping Θx,δ by
setting

4̃[ϕ] = 4
[
ϕ ◦Θ−1

x,δ

]
for ϕ ∈ C∞0

(
BE(x, δ)

)
. It follows from (a) and (c) of Proposition 2.1 that

4̃[ϕ] = δ−24[ϕ].

2.2. The Newtonian Potential.

Given the invariance properties of 4, it is natural to look for a fundamental
solution N : D(Rn) → D′(Rn) for 4 which enjoys the same three kinds of invari-
ance. If the Schwartz kernel for N is locally integrable and N is invariant under
translation, we must have

N [ϕ](x) =
∫

Rn
N(x− y)ϕ(y) dy.

If DλN = λ−2N Dλ, we must have

N(λx) = λ2−nN(x).

And if N is invariant under rotations, it would follow that N(x) depends only on
|x|, and so N(x) = cn|x|2−n for some constant c. At least when n > 2, we see in
Lemma 2.3 that this heuristic argument is correct.

Definition 2.2. The Newtonian potential N is the function given by

N(x) =


ω−1

2 log(|x|) when n = 2,

ω−1
n (2− n)−1 |x|2−n when n > 2.

Here

ωn = 2π
n
2 Γ
(n

2

)−1

is the surface measure of the unit sphere in Rn.

The function N is locally in Lp(Rn) provided that p < n
n−2 , and in particluar,

N is always locally integrable.

Lemma 2.3. Convolution with N is a fundamental solution for 4. Precisely,
if ϕ ∈ C∞0 (Rn), define

N [ϕ](x) =
∫

Rn
N(x− y)ϕ(y) dy =

∫
Rn
N(y)ϕ(x− y) dy.

Then N [ϕ] ∈ C∞(Rn), and

ϕ(x) = N
[
4[ϕ]

]
(x),

ϕ(x) = 4
[
N [ϕ]

]
(x).
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Proof. Let ϕ ∈ C∞0 (Rn). Choose R > 0 so large that the support of ϕ
is contained in the open Euclidean ball centered at the origin of radius R. Let
B(ε, R) = {x ∈ Rn

∣∣ ε < |x| < R}. We can use Green’s theorem to obain∫
B(ε,R)

N(x)4[ϕ](x)− ϕ(x)4[N ](x) dx

=
∫
∂B(ε,R)

[
N(ζ)

∂ϕ

∂n
(ζ)− ϕ(ζ)

∂N

∂n
(ζ)
]
dσ(ζ)

(2.1)

where ∂
∂n denotes the outward unit normal derivative on the boundary ∂B(ε, R).

The function N is infinitely differentiable away from the origin, and a direct calcu-
lation shows that 4[N ](x) = 0 for x 6= 0. Thus the left hand side of equation (2.1)
reduces to ∫

B(ε,R)

N(x)4[ϕ](x) dx =
∫
|x|>ε

N(x)4[ϕ](x) dx.

The boundary of B(ε, R) has two connected components: the set SR where
|x| = R and the set Sε where |x| = ε. The function ϕ is identically zero in a
neighborhood of SR, so this part of the boundary gives no contribution. Thus,
taking account of orientation, the right hand side of equation (2.1) reduces to

−
∫
|ζ|=ε

[
N(ζ)

∂ϕ

∂n
(ζ)− ϕ(ζ)

∂N

∂n
(ζ)
]
dσ(ζ).

For |ζ| = ε we have

N(ζ) =


1

2π log(ε) if n = 2,

ω−1
n (2− n)−1ε2−n if n > 2.

and
∂N

∂n
(ζ) = ω−1

n ε1−n.

Thus Green’s theorem gives∫
|x|≥ε

N(x)4[ϕ](x) dx = ϕ(0) + ω−1
n ε1−n

∫
|ζ|=ε

[
ϕ(ζ)− ϕ(0)

]
dσ(ζ)

−


ω−1

2 log(ε)
∫
Sε

∂ϕ
∂n (ζ) dσ(ζ) if n = 2

ω−1
n ε2−n

∫
Sε

∂ϕ
∂n (ζ) dσ(ζ) if n > 2

.

We now let ε→ 0. The Lebesgue dominated convergence theorem shows that

lim
ε→0

∫
|x|≥ε

N(x)4[ϕ](x) dx =
∫

Rn
N(x)4[ϕ](x) dx.

Also ∣∣∣ω−1
n ε1−n

∫
Sε

[
ϕ(ζ)− ϕ(0)

]
dσ(ζ)

∣∣∣ ≤ ε sup
x∈Rn

∣∣∇ϕ(x)
∣∣→ 0;

∣∣∣ω−1
2 log(ε)

∫
Sε

∂ϕ

∂n
(ζ) dζ

∣∣∣ ≤ ε log(ε) sup
x∈R2

∣∣∇ϕ(x)
∣∣→ 0;

∣∣∣ω−1
n (2− n)−1 ε2−n

∫
Sε

∂ϕ

∂n
(ζ) dζ

∣∣∣ ≤ ε (2− n)−1 sup
x∈Rn

∣∣∇ϕ(x)
∣∣→ 0.
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Thus we have shown that ϕ(0) =
∫

Rn
N(y)4[ϕ](y) dy = N

[
4[ϕ]

]
(0). But now

we can use the translation invariance of 4. If ϕ ∈ C∞0 (Ω), we have∫
Rn
N(x− y)4[ϕ](y) dy =

∫
Rn
N(y)4[ϕ](y + x) dy

=
∫

Rn
N(y)T−x

[
4[ϕ]

]
(y) dy

& =
∫

Rn
N(y)4

[
[T−x[ϕ]

]
(y) dy

= T−x[ϕ](0)

= ϕ(x),

so ϕ(x) = N
[
4[ϕ]

]
(x).

Finally, since N [ϕ](x) =
∫

Rn
N(y)ϕ(x − y) dy, the local integrability of N

shows that we can differentiate under the integral sign, and it follows that N [ϕ] is
infinitely differentiable. In particular

4
[
N [ϕ]

]
(x) =

∫
Rn
N(y)4[ϕ](x− y) dy = ϕ(x),

which completes the proof. �

2.3. The role of Euclidean geometry.

An obvious example of a space of homogeneous type is the set Rn with the
standard Euclidean metric

dE(x, y) = |x− y| =
( n∑
j=1

(xj − yj)2
) 1

2

and the measure given by Lebesgue measure. Then at least when n ≥ 3, there is
an explicit connection between the Newtonian potential N and dE . Let

BE(x, δ) =
{
y ∈ Rn

∣∣∣ dE(x, y) < δ
}

denote the standard Euclidean ball centered at x with radius δ. The volume of this
ball is then ∣∣BE(x, δ)

∣∣ =
ωn
n
δn = π

n
2 Γ
(
n+ 2

2

)−1

δn.

Then for n ≥ 3,

N(x, y) =
(

n

n− 2

)
dE(x, y)2∣∣BE(x, dE(x, y)

)∣∣ .
Moreover, we can formulate the essential estimates for derivatives of N rather
simply in terms of the metric dE .

Lemma 2.4. Suppose n ≥ 3. Then for all multi-indices α and β with |α|+ |β| ≥
0 there is a constant Cα,β > 0 so that for all x, y ∈ Rn∣∣∂αx ∂βy N(x, y)

∣∣ ≤ Cα,β dE(x, y)2−|α|−|β|∣∣BE(x, dE(x, y)
)∣∣ = C ′α,β |x− y|−n+2−|α|−|β|.

The same inequality holds when n = 2 provided that |α|+ |β| > 0.
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Proof. The function N is homogeneous of degree −n+ 2, and hence ∂αxN is
homogeneous of degree−n−α+2. It follows that the function x→ |x|n+α−2 ∂αxN(x)
is homogeneous of degree zero. It is also continuous on the unit sphere, and hence
bounded there, and this gives the required estimate. �

A great deal is known about the operator N . In general, the passage from f to
N [f ] increases regularity. Roughly speaking the smoothness of N [f ] is improved
by two orders when measured in appropriate norms. Moreover, the operator N is a
paradigm for the properties of an appropriate parametrix of any elliptic operator.
There are many good references for a detailed discussion of these matters1, and it is
not our objective to give an exhaustive account of this material. Rather, we want to
indicate that many of these results do not depend on the explicit formula for N , and
are true for any operator whose Schwartz kernel satisfies differential inequalities and
cancellation conditions that can be formulated in terms of the Euclidean metric.

The appropriate size conditions are already suggested by Lemma 2.4. We shall
consider an operator K given by

K[f ](x) =
∫

Rn
K(x, y) f(y) dy, (2.2)

and we shall impose the hypothesis that K is smooth away from the diagonal in
Rn × Rn and that there are constants Cα,β so that for x 6= y we have∣∣∂αx ∂βyK(x, y)

∣∣ ≤ Cα,β dE(x, y)m−|α|−|β|
∣∣B(x; dE(x, y)

)∣∣−1
. (2.3)

Notice that N(x, y) = N(x− y) satisfies these estimates with m = 2.
Size estimates alone are not sufficient to establish the regularity results we have

in mind. If we want to show that N [f ] is two orders smoother than f , it is natural
to look at a second partial derivatives of N [f ], and try to show that this has the
same regularity as f . To understand whether or not this is true, it is tempting to
differentiate formally under the integral sign to obtain

∂2
[
N [f ]

]
∂xj∂xk

(x) =
∫

Rn

∂2N

∂xj∂xk
(x− y) f(y) dy.

However the function ∂2
j,kN =

∂2N

∂xj∂xk
is not locally integrable, so the integral is

not absolutely convergent, even if f ∈ C∞0 (Rn).
Note that ∂2

j,kN is a kernel satisfying the hypotheses (2.3) with m = 0, and
∂2
j,kN is a typical example of a singular integral operator. The regularity of such

operators depends also on certain cancellation conditions on the kernel. In the case
of the Newtonian potential, we have the following.

Proposition 2.5. For any R > 0 and all 1 ≤ j, k ≤ n we have∫
|ζ|=R

∂N

∂xj
(ζ) dσ(ζ) = 0 =

∫
|ζ|=R

∂2N

∂xj∂xk
(ζ) dσ(ζ).

1See, for example, books on elliptic partial differential equations such as [BJS64], [GT83],
or books on pseudo-differential operators such as [Tre80].
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Proof. We calculate
∂N

∂xj
(x) = ∂jN(x) = ω−1

n xj |x|−n

and

∂2N

∂xj∂xk
(x) = ∂2

j,kN(x) =


−nω−1

n xjxk|x|−n−2 if j 6= k,

ω−1
n

[
x2

1 + · · ·+ x2
n − nx2

j

]
|x|−n−2 if j = k.

Thus each function ∂jN(x) is odd, and this gives the first equality. If j 6= k, the
function ∂2

j,kN is odd in the variables xj and xk separately, which gives the second
equality in this case. Finally, observe that by symmetry∫

|ζ|=R
ζ2
j dσ(ζ) =

∫
|ζ|=R

ζ2
k dσ(ζ) =

ωn
n
Rn+1,

and this proves the second equality when j = k. �

This suggests that in addition to the differential inequalities (2.3), we also
require that when m = 0, for all 0 < R1 < R2 we have∫

R1<|x−y|<R2

K(x, y) dx =
∫
R1<|x−y|<R2

K(x, y) dy = 0 (2.4)

To illustrate the utility of the estimates (2.3) and cancellation conditions (2.4),
in the next four sections we discuss four kinds of classical regularity results.

(I) The Hardy-Littlewood Sobolev theorem on fractional integration. Since
this deals with operators for which the order of smoothing m > 0, cancel-
lation conditions are not needed.

(II) Lipschitz estimates for ∂2
j,k

[
N [f ]

]
. This involves a singular integral oper-

ator, and we need the cancellation hypothesis.

(III) L2-estimates for solutions ∂2
j,k

[
N [f ]

]
. Instead of using the Fourier trans-

form, we shall see that the cancellation condition can be used to give an
‘almost orthogonal’ decomposition of the operator.

(IV) L1-estimates for solutions ∂2
j,k

[
N [f ]

]
. Here we will combine the L2 esti-

mates and the Caldéron-Zygmund decomposition of L1-functions estab-
lished in Theorem 1.14.

2.4. Hardy-Littlewood-Sobolev estimates.

The operatorN improves the integrability of functions. More precisely, suppose
1 < p, q <∞ with

1
q

=
1
p
− 2
n
.

(Note that in particular this means that q > p). Then if f ∈ Lp(Rn) we will show
that N [f ] ∈ Lq(Rn), and there is a constant Cp,q independent of f so that∣∣∣∣N [f ]

∣∣∣∣
Lq(Rn)

≤ Cp,q
∣∣∣∣ f ∣∣∣∣

Lp(Rn)
.
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In fact, we shall show the following more general result. Let 0 < m < n, and
let K : Rn × Rn → C be a measurable function such that

|K(x, y)| ≤ C0
dE(x, y)m∣∣BE(x; d(x, y))

∣∣ = C1 |x− y|−n+m

for some constants C0 and C1. Define an operator K by setting

K[f ](x) =
∫

Rn
K(x, y) f(y) dy

whenever the integral is convergent.

Theorem 2.6 (Hardy-Littlewood-Sobolev). Let 1 ≤ p < n
m . If f ∈ Lp(Rn)

then the integral defining K converges for almost every x ∈ Rn. Moreover, if p > 1
and if

1
q

=
1
p
− m

n
> 0,

there is a constant Cp,m so that for every f ∈ Lp(Rn) we have∣∣∣∣K[f ]
∣∣∣∣
Lq(Rn)

≤ Cp,m
∣∣∣∣ f ∣∣∣∣

Lp(Rn)
.

Proof. Let x ∈ Rn and λ > 0. We have

|K[f ](x)| ≤ C1

∫
Rn
|x− y|−n+m |f(y)| dy = C1

∫
Rn
|y|−n+m |f(x− y)| dy

= C1

∫
|y|≤λ

|y|−n+m |f(x− y)| dy + C1

∫
|y|>λ

|y|−n+m |f(x− y)| dy

= Iλ(x) + IIλ(x).

Let Rj,λ =
{
y ∈ Rn

∣∣ 2−(j+1)λ < |y| ≤ 2−jλ
}

. Then

Iλ(x) = C1

∞∑
j=0

∫
Rj,λ

|y|−n+m |f(x− y)| dy

≤ C0

∞∑
j=0

(2−j−1λ)−n+m

∫
|y|≤2−jλ

|f(x− y)| dy

= 2n−m C0 n
−1 ωn λ

m
∞∑
j=0

2−jm
1∣∣B(x; 2−jλ)

∣∣ ∫B(x;2−jλ)

|f(y)| dy

≤
[2n−m C0 ωn
n(1− 2−m)

]
λmM[f ](x)

where M[f ] is the Hardy-Littlewood maximal operator applied to f and n−1ωn is
the volume of the unit Euclidean ball. On the other hand, using Hölder’s inequality,
we have

II(x) ≤ C1

∣∣∣∣ f ∣∣∣∣
Lp(Rn)

[∫
|y|>λ

|y|(−n+m)p′ dy

] 1
p′

= C1

(
ωn

(m− n)p′ + n

) 1
p′ ∣∣∣∣ f ∣∣∣∣

Lp(Rn)
λm−

n
p ,

where (p)−1 + (p′)−1 = 1. We have used the fact that 1
p −

m
n > 0.
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Thus we see that there is a constant C depending only on n, p, and m so that

|K[f ](x)| ≤ C
[
λmM[f ](x) + λm−

n
p

∣∣∣∣ f ∣∣∣∣
Lp(Rn)

]
.

Since M[f ](x) < ∞ for almost all x ∈ Rn, it follows that the integral defining
K[f ](x) converges absolutely for almost all x. Now let

λ =

(∣∣∣∣ f ∣∣∣∣
Lp(Rn)

M[f ](x)

) p
n

.

Then it follows that

|K[f ](x)| ≤ C
∣∣∣∣ f ∣∣∣∣mpn

Lp(Rn)
M[f ](x)1−mpn = C

∣∣∣∣ f ∣∣∣∣1− pqLp(Rn)M[f ](x)
p
q ,

and so
∣∣∣∣K[f ]

∣∣∣∣
Lq
≤ C

∣∣∣∣ f ∣∣∣∣
Lp

, which completes the proof. �

2.5. Lipschitz Estimates.

Next we show that the operator N increases differentiability by two orders
when measured in an appropriate way. Thus for 0 < α < 1 we let Λα(Rn) denote
the space of complex-valued continuous functions f on Rn for which∣∣∣∣ f ∣∣∣∣

Λα
= sup
x1 6=x2∈Rn

∣∣f(x2)− f(x1)
∣∣∣∣x2 − x1

∣∣α <∞.

The quantity
∣∣∣∣ · ∣∣∣∣

Λα
is not a norm, since

∣∣∣∣ f ∣∣∣∣
Λα

= 0 if f is a constant function.
We say that f ∈ Λα satisfies a Lipschitz condition of order α. Next, if m is a non-
negative integer, then Λmα (Rn) is the space of m-times continuously differentiable
complex-valued functions f on Rn such that every partial derivative of f of order
m satisfies a Lipschitz condition of order α. We put∣∣∣∣ f ∣∣∣∣

Λmα
=
∑
|β|=m

∣∣∣∣ ∂βxf ∣∣∣∣Λα .
Note that

∣∣∣∣ p ∣∣∣∣
Λmα

= 0 for every polynomial p of order less than or equal to m.

The increased smoothness of N [f ] can be expressed by the fact that N [f ] is
m+2-times continuously differentiable, and every derivative of order m+2 satisfies
a Lipschitz condition of order α. In fact, there is a constant C so that if f ∈ Λmα
and (say) has compact support, then∣∣∣∣N [f ]

∣∣∣∣
Λm+2
α
≤ C

∣∣∣∣ f ∣∣∣∣
Λmα
.

A key point here is that since N is a convolution operator, it commutes with
differentiation. Thus if f ∈ Λmα and if |β| = m we have

∂βx

[
N [f ]

]
(x) = N

[
∂βx [f ]

]
(x),

and the function g = ∂βx [f ] satisfies a Lipschitz condition of order α. Thus the crux
of the matter is the following result.
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Theorem 2.7. Let 0 < α < 1, and let f ∈ Λα have compact support. Then
N [f ] is twice continuously differentiable, and there is a constant C independent of
f and its support so that

n∑
j,k=1

∣∣∣∣∣∣ ∂2
[
N [f ]

]
∂xj∂xk

∣∣∣∣∣∣
Λα
≤ C

∣∣∣∣ f ∣∣∣∣
Λα
.

Before proving Theorem 2.7, we first establish the following preliminary result.

Proposition 2.8. Let f be continuous with compact support. Then N [f ] is
continuously differentiable and

∂
[
N [f ]

]
∂xj

(x) =
∫

Rn

∂N

∂xj
(y) f(x− y) du.

Proof. Choose χ ∈ C∞(R) so that 0 ≤ χ(t) ≤ 1 for all t and

χ(t) =

{
0 if t ≤ 1,
1 if t ≥ 2.

For x ∈ Rn and ε > 0 put ϕε(x) = χ
(
ε−1|x|

)
. Then ϕε is supported where |x| ≥ ε,

∇ϕε is supported where ε ≤ |x| ≤ 2ε, and |∇ϕε(x)| ≤ Cε−1 ≤ 2C |x|−1. Put

Nε[f ](x) =
∫

Rn
N(x− y)ϕε(x− y) f(y) dy.

Then ∣∣N [f ](x)−Nε[f ](x)
∣∣ =

∣∣∣ ∫
Rn
N(x− y)

[
1− ϕε(x− y)

]
f(y) dy

∣∣∣
≤ Cn sup

x∈Rn
|f(x)|

∫
|y|<2ε

|y|−n+2 dy

≤ Cn sup
x∈Rn

|f(x)| ε2.

Thus Nε[f ]→ N [f ] uniformly on Rn as ε→ 0.
On the other hand, the function x → N(x− y)ϕε(x− y) is infinitely differen-

tiable. Thus Nε[f ] is infinitely differentiable, and

∂
[
Nε[f ]

]
∂xj

(x) =
∫

Rn

∂[Nϕε]
∂xj

(x− y) f(y) dy.

Put

Nj [f ](x) =
∫

Rn

∂N

∂xj
(x− y) f(y) dy.

Then∣∣Nj [f ](x)− ∂j
[
Nε[f ]

]
(x)
∣∣ =

∣∣∣ ∫
Rn

∂

∂xj

[
N(1− ϕε)

]
(x− y) f(y) dy

∣∣∣
≤ Cn sup

x∈Rn

∫
|x−y|<2ε

(
|x− y|−n+1 + ε−1|N(x− y)|

)
dy

≤


Cn supx∈Rn |f(x)| ε if n > 2,

A2 supx∈R2 |f(x)| ε
[
1 + log

(
ε−1
)]

if n = 2.
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Thus ∂j
[
Nε[f ]

]
→ Nj [f ] uniformly on Rn as ε → 0. Combined with our first

observation, this shows that N [f ] is differentiable and ∂jN [f ] = Nj [f ], completing
the proof. �

In attempting to show that N [f ] is twice continuously differentiable when f ∈
Λα, we have already observed that we cannot simply differentiate under the integral
sign since ∂2

j,kN is not locally integrable. However if f ∈ Λα, we do have∣∣∣∣ ∂2N

∂xj∂xk
(x− y)

[
f(y)− f(x)

]∣∣∣∣ ≤ Cn ∣∣∣∣ f ∣∣∣∣Λα |y − x|α−n
and so ∂2

j,kN(x− y)
[
f(y)− f(x)

]
is locally integrable as a function of y. To obtain

a correct formula for ∂2
j,k[N [f ]](x), we need to make use of cancellation properties

∂2
j,kN .

Lemma 2.9. Let f ∈ Λα have compact support. Then N [f ] is twice continuously
differentiable, and for any 0 < R <∞ we have

∂2
[
N [f ]

]
∂xj∂xk

(x) =
δj,k
n

f(x) +
∫
|x−y|<R

∂2N

∂xj∂xk
(x− y)

[
f(y)− f(x)

]
dy

+
∫
|x−y|≥R

∂2N

∂xj∂xk
(x− y) f(y) dy,

(2.5)

where both integrals are absolutely convergent, and δj,k =

{
1 if j = k,

0 if j 6= k.

Proof. With ϕε defined as in Proposition 2.8, put

Nj [f ](x) =
∫

Rn

∂N

∂xj
(x− y) f(y) dy

Nj,ε[f ](x) =
∫

Rn

∂N

∂xj
(x− y)ϕε(x− y) f(y) dy

Nj,k[f ](x) =
δj,k
n

f(x) +
∫
|x−y|<R

∂2N

∂xj∂xk
(x− y)

[
f(y)− f(x)

]
dy

+
∫
|x−y|≥R

∂2N

∂xj∂xk
(x− y) f(y) dy.

Then since (1−ϕε) is supported on the ball centered at the origin of radius 2ε, we
have ∣∣Nj [f ](x)−Nj,ε[f ](x)

∣∣ =
∣∣∣ ∫

Rn

∂N

∂xj
(x− y) (1− ϕε)(x− y) f(y) dy

∣∣∣
≤
∫
|x−y|<2ε

∣∣∣ ∂N
∂xj

(x− y)
∣∣∣ |f(y)| dy

≤ Cn sup
x∈Rn

|f(x)|
∫
|y|<2ε

|y|−n+1 dy

≤ C ′n sup
x∈Rn

|f(x)| ε.

Thus Nj,ε[f ]→ Nj [f ] uniformly on Rn as ε→ 0.



2. THE LAPLACE OPERATOR AND EUCLIDEAN ANALYSIS 26

But now Nj,ε[f ] is infinitely differentiable, and

∂
[
Nj,ε[f ]

]
∂xk

(x) =
∫

Rn

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) f(y) dy

=
∫
|x−y|<R

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) [f(y)− f(x)] dy

+ f(x)
∫
|x−y|<R

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) dy

+
∫
|x−y|≥R

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) f(y) dy

Now ϕε(x− y) ≡ 1 when |x− y| > 2ε. Thus if R > 2ε we have∫
|x−y|≥R

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) f(y) dy =

∫
|x−y|≥R

∂2N

∂xj∂xk
(x− y) f(y) dy.

Also, if ε < R we have, by the divergence theorem,∫
|x−y|<R

∂

∂xk

[ ∂N
∂xj

ϕε

]
(x− y) dy =

∫
|ζ|=R

∂N

∂xj
(ζ)ϕε(ζ) ζk dσ(ζ)

=
∫
|ζ|=R

∂N

∂xj
(ζ) ζk dσ(ζ)

=


0 if j 6= k,

1
n if j = k.

Thus ∣∣∣Nj,k[f ](x)−
∂
[
Nj,ε[f ]

]
∂xk

(x)
∣∣∣

=
∣∣∣ ∫
|x−y|≤2ε

∂

∂xk

[ ∂N
∂xj

(1− ϕε)
]
(x− y) [f(y)− f(x)] dy

∣∣∣
≤ Cn

∣∣∣∣ f ∣∣∣∣
Λα
εα

Hence ∂k
[
Nj,ε[f ]

]
→ Nj,k[f ] uniformly on Rn as ε → 0. This shows that N [f ] is

twice continuously differentiable, and is given by equation (2.5). �

To prove Theorem 2.7, it suffices to show that if f ∈ Λα has compact support,
and if

F (x) =
∫
|x−y|<1

∂2N

∂xj∂xk
(x− y)

[
f(y)− f(x)

]
dy +

∫
|x−y|<1

∂2N

∂xj∂xk
(x− y) f(y) dy

then F ∈ Λα and
∣∣∣∣F ∣∣∣∣

Λα
≤ C

∣∣∣∣ f ∣∣∣∣
Λα

for some constant C independent of f and
its support. In fact, we will show that this holds if the kernel ∂2

j,kN is replaced by
any function having the same size and cancellation conditions.

Let K be smooth away from the diagonal in Rn × Rn and suppose

(1) For all x 6= y, |K(x, y)| ≤ C0|x− y|−n.

(2) For all x 6= y, |∇xK(x, y)|+ |∇yK(x, y)| ≤ C1|x− y|−n−1.
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(3) For all 0 < R1 < R2 we have∫
R1<|x−y|<R2

K(x, y) dx =
∫
R1<|x−y|<R2

K(x, y) dy = 0.

If f ∈ Λα has compact support, we can define

K[f ](x) =
∫
|x−y|<1

K(x, y)
[
f(y)− f(x)

]
dy +

∫
|x−y|≥1

K(x, y) f(y) dy.

and both integrals converge absolutely.

Theorem 2.10. Let 0 < α < 1. There is a constant Cα depending only on C0

and C1 so that for all f ∈ Λα with compact support we have

sup
x1 6=x2∈Rn

|K[f ](x2)−K[f(x1)|
|x2 − x1|α

≤ Cα
∣∣∣∣ f ∣∣∣∣

Λα
.

Proof. Let x1 6= x2 ∈ Rn and put δ = |x2−x1|. Since f has compact support,
there exists R > 3δ (depending on f) so that |xj − y| ≥ R implies f(y) = 0.
Using the fact that the function y → K(x, y) has mean value zero on the set
1 ≤ |x− y| ≤ R, it follows that

K[f ](xj) =
∫
|xj−y|<R

K(xj , y)
[
f(y)− f(xj)

]
dy.

Let ψ ∈ C∞0 (Rn) be a radial function such that ψ(x) = 1 if |x| ≤ R and 0 ≤ ψ(x) ≤ 1
and |∇ψ(x)| ≤ |x|−1 for all x ∈ Rn. Then we can write

K[f ](xj) =
∫
Rn

K(xj , y)ψ(xj − y)
[
f(y)− f(xj)

]
dy.

Then

K[f ](x2)−K[f ](x1)

=
∫

Rn
(K ψ)(x2, y)

(
f(y)− f(x2)

)
− (K ψ)(x1, y)

(
f(y)− f(x1)

)
dy

=
∫

B(x2,2δ)

K(x2, y)
(
f(y)− f(x2)

)
−K(x1, y)

(
f(y)− f(x1)

)
dy

+
∫

B(x2,2δ)c
(K ψ)(x2, y)

(
f(y)− f(x2)

)
− (K ψ)(x1, y)

(
f(y)− f(x1)

)
dy

= I + II.

Now B(x2, 2δ) ⊂ B(x1, 3δ). Thus using the size estimates (1) for K we have∣∣I∣∣ ≤ C0

∣∣∣∣ f ∣∣∣∣
Λα

∫
|y−x2|<2δ

|y − x2|α|K(x2, y)| dy

+ C0

∣∣∣∣ f ∣∣∣∣
Λα

∫
|y−x1|<3δ

|y − x1|α|K(x1, y)| dy

≤ C0ωn
α

∣∣∣∣ f ∣∣∣∣
Λα

[
(2δ)α + (3δ)α

]
= C(n, α)

∣∣∣∣ f ∣∣∣∣
Λα
δα.

To deal with II, we rewrite the integrand as(
f(y)− f(x1)

)[
(K ψ)(x2, y)− (K ψ)(x1, y)

]
+
[
f(x1)− f(x2)

]
(K ψ)(x2, y).
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Since ψ is radial, we can use the cancellation condition (3) to conclude that∫
B(x22δ)c

[
f(x1)− f(x2)

]
(K ψ)(x2, y) dy = 0.

Thus ∣∣II∣∣ ≤ ∣∣∣∣ f ∣∣∣∣
Λα

∫
|y−x2|>2δ

|y − x1|α|(K ψ)(x2, y)− (K ψ)(x1, y)| dy

If |y − x2| > 2δ, it follows that

|y − x1| ≤ |y − x2|+ |x2 − x1| = |y − x2|+ δ < |y − x2|+
1
2
|y − x2|,

and so
|y − x1| <

3
2
|y − x1|.

Also, using the mean value theorem, it follows that

|(K ψ)(x2, y)− (K ψ)(x1, y)| = |x2 − x1| |∇x(K ψ)(λx2 + (1− λ)x1, y)|

≤ 3
2

(C0 + C1) δ |y − x2|−n−1.

Thus ∣∣II∣∣ ≤ (3
2

)1+α

(C0 + C1)
∣∣∣∣ f ∣∣∣∣

Λα
δ

∫
|y−x2|>2δ

|y − x2|−n−1+α

=
(

3
2

)1+α

(C0 + C1)
ωn

1− α
∣∣∣∣ f ∣∣∣∣

Λα
δα = C(n, α)

∣∣∣∣ f ∣∣∣∣
Λα
δα.

This completes the proof. �

2.6. L2-estimates.

We have seen that the operator which takes a function f to ∂2
j,k

[
N [f ]

]
can be

written as an operator of the form

K[ϕ](x) =
∫
|y|<R

K(y)
[
ϕ(x− y)− ϕ(x)

]
dy +

∫
|y|≥R

K(y)ϕ(x− y) dy

where K ∈ C1(Rn − {0}) and we assume that

(1) For all x 6= 0, |K(x)| ≤ C0|x|−n.

(2) For all x 6= 0, |∇K(x)| ≤ C1|x|−n−1.

(3) For all 0 < R1 < R2 we have
∫
R1<|x|<R2

K(x) dx = 0.

We want to show that the operator K, defined for ϕ ∈ C∞0 (Rn), has a bounded
to L2(Rn). Since this operator is given by convolution with a distribution K, it is
natural to use the Fourier transform and the Plancherel theorem to reduce the prob-
lem to showing that the Fourier transform of the distribution is uniformly bounded.
This can certainly be done, but since we will not have the Fourier transform avail-
able in later examples, we prefer to use a method with wider application. This is
based on an ‘almost orthogonality’ argument, and the key result is the following.

Theorem 2.11 (Cotlar-Stein). Let {Tj}, j ∈ Z, be bounded operators on a
Hilbert space H. Assume there are constants C and ε > 0 so that for all j, k ∈ Z
we have
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(1)
∣∣∣∣Tj ∣∣∣∣ ≤ C.

(2)
∣∣∣∣T ∗j Tk ∣∣∣∣ ≤ C 2−ε|j−k|.

(3)
∣∣∣∣Tj T ∗k ∣∣∣∣ ≤ C 2−ε|j−k|.

There is a constant A so that for all N∣∣∣∣∣∣ N∑
j=−N

Tj

∣∣∣∣∣∣ ≤ A.
This is proved, for example, in [Ste93], pages 279-281, so we do not reproduce

the argument here.
Now let χ ∈ C∞0 (R) satisfy

(i) 0 ≤ χ(t) ≤ 1 for all t ∈ R;
(ii) We have

χ(t) =


0 if t ≤ 1

8 ,

1 if 1
4 ≤ t ≤

1
2 ,

0 if 1 ≤ t.

Put χj(t) = χ(2−jt). Then each t > 0 is in the support of at most 4 of the functions
{χj}. Put

Ψj(t) =
[∑

k

χk(t)
]−1

χj(t).

Then Ψj is supported on 2j−3 ≤ t ≤ 2j , and

(iii)
∞∑

j=−∞
Ψj(t) ≡ 1 for all t > 0.

(iv)
N∑

j=−N
Ψj is supported on 2−N−3 ≤ t ≤ 2N , and is identically 1 for 2−N ≤

t ≤ 2N−3.

Now put
Kj(x) = Ψj(|x|)K(x).

Then it is not difficult to check that {Kj}, j = 0,±1,±2, . . . is a doubly infinite
sequence of continuously differentiable functions on Rn, and there is a constant C
so that

(1) For all j ∈ Z and all x ∈ Rn we have |Kj(x)| ≤ C 2−nj .

(2) For all j ∈ Z and all x ∈ Rn we have |∇Kj(x)| ≤ C 2−(n+1)j .

(3) For all j ∈ Z, Kj is supported in the ball BE(0; 2j).

(4) For all j ∈ Z,
∫

Rn
Kj(x) dx = 0.

Moreover

(5)
∞∑

j=−∞
Kj(x) = K(x) for x 6= 0.
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(6) K [N ] =
N∑

j=−N
Kj is supported 2−N−3 ≤ |x| ≤ 2N , and is identically equal

to K for 2−N ≤ |x| ≤ 2N−3. Moreover, the kernel K [N ] satisfies the same
conditions (1), (2), and (3) as K with constants that are independent of
N .

Set

Kj [f ](x) = Kj ∗ ϕ(x) =
∫

Rn
Kj(y) f(x− y) dy.

It follows that if ϕ ∈ C∞0 (Rn), we have

K[ϕ](x) =
∫
|y|<R

K(y)
[
ϕ(x− y)− ϕ(x)

]
dy +

∫
|y|≥1

K(y)ϕ(x− y) dy

= lim
N→∞

∫
Rn

N∑
j=−N

Kj(y)ϕ(x− y) dy

= lim
N→∞

N∑
j=−N

Kj [ϕ](x).

Thus if we can show that the operators {Kj} satisfy the almost orthogonality con-
ditions of Theorem 2.11, it follows from Fatou’s lemma that for ϕ ∈ C∞0 (Rn) we
have

∣∣∣∣K[ϕ]
∣∣∣∣2
L2(Rn =

∫
Rn

lim
N→∞

∣∣∣ +N∑
j=−N

Kj [ϕ](x)
∣∣∣2 dx

≤ lim sup
N→∞

∫
Rn

∣∣∣ +N∑
j=−N

Kj [ϕ](x)
∣∣∣2 dx

≤ A2
∣∣∣∣ϕ ∣∣∣∣2

L2(Rn)
.

It follows from (1) and (3) that∣∣∣∣Kj

∣∣∣∣
L1(Rn)

=
∫
|x|<2j

∣∣Kj(x)
∣∣ dx ≤ C 2−nj

∣∣BE(0; 2j)
∣∣ ≤ C n−1 ωn

since n−1ωn is the volume of the Euclidean unit ball in Rn. Now if f, g ∈ L1(Rn),
we always have∣∣∣∣ f ∗ g ∣∣∣∣

L1 =
∫

Rn
|f ∗ g(x)| dx ≤

∫∫
Rn×Rn

|f(x− y)| |g(y)| dy dx =
∣∣∣∣ f ∣∣∣∣

L1

∣∣∣∣ g ∣∣∣∣
L1 ,

and consequently
∣∣∣∣Kj ∗Kk

∣∣∣∣
L1 ≤ (C n−1 ωn)2. However, the differential inequality

(2) and the cancellation property (4) allow us to get a better estimate when j 6= k.

Proposition 2.12. For all j, k ∈ Z we have∣∣∣∣Kj ∗Kk

∣∣∣∣
L1 ≤ 2n (C n−1 ωn)2 2−|j−k|.
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Proof. Without loss of generality, assume that j < k. Then∣∣Kj ∗Kk(x)
∣∣ =

∣∣∣ ∫
Rn
Kk(x− y)Kj(y) dy

∣∣∣
=
∣∣∣ ∫

Rn

[
Kk(x− y)−Kk(x)

]
Kj(y) dy

∣∣∣ (using assumption (4))

≤
∫

BE(0;2j)

∣∣Kk(x− y)−Kk(x)
∣∣ ∣∣Kj(y)

∣∣ dy
≤
∫

BE(0;2j)

|y| sup
z∈Rn

∣∣∇Kk(z)
∣∣ ∣∣Kj(y)

∣∣ dy (Mean Value Theorem)

≤ C 2j−(n+1)k
∣∣∣∣Kj

∣∣∣∣
L1 (using estimate (3)).

On the other hand, if Kj ∗Kk(x) 6= 0 we must have |y| ≤ 2j and |x − y| ≤ 2k, so
|x| ≤ |x− y|+ |y| ≤ 2 · 2k. Thus∣∣∣∣Kj ∗Kk

∣∣∣∣
L1 ≤ C 2j−(n+1)k

∣∣∣∣Kj

∣∣∣∣
L1

∣∣B(0; 2 · 2k)
∣∣ ≤ 2n (C n−1 ωn)2 2j−k.

This completes the proof. �

Lemma 2.13. Let {Kj} be functions satisfying conditions (1) through (4), and
for each j ∈ Z define an operator Tj by setting

Tj [f ](x) = Kj ∗ f(x) =
∫

Rn
Kj(x− y) f(y) dy.

There exists a constant C so that for any integer N we have∣∣∣∣∣∣ N∑
j=−N

Tj [f ]
∣∣∣∣∣∣
L2(Rn)

≤ C
∣∣∣∣ f ∣∣∣∣

L2(Rn)
.

2.7. L1-estimates.

It is not true that the operator K from section 2.6, defined on the space C∞0 (Rn),
extends to a bounded operator on L1(Rn), but we do have the following replace-
ment, which is called a weak type (1,1) estimate. Let us write K[N ] =

∑+N
j=−N Kj .

We will need the following estimate, which is sometimes called the Caldéron-
Zygmund estimate.

Lemma 2.14. Let η > A2, let B = Bρ(x0; δ0), and let B∗ = Bρ(x0; η δ0).
Suppose x1, x2 ∈ B. Then∫

Rn−B∗

∣∣K [N ](y − x1)−K [N ](y − x2)
∣∣ dy ≤ C.

Theorem 2.15. There is a constant A independent of N so that if f ∈ L1(Rn),
then ∣∣∣ {x ∈ Rn

∣∣∣ ∣∣K[N ][f ](x) > α
} ∣∣∣ ≤ A

λ

∣∣∣∣ f ∣∣∣∣
L1(Rn)

.

Proof. We apply the Caldéron-Zygmund decomposition of Theorem 1.14 to
the function f . Let Eα =

{
x ∈ Rn

∣∣∣M[f ](x) > α
}

. Then we can write f = g +∑
j bj = g + b where g and {bj} satisfy
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(1) bj is supported on a ball BE(xj ; δj) ⊂ Eα and
∫

Rn
bj(x) dx = 0 while∣∣∣∣ bj ∣∣∣∣L1(Rn)

≤ C α
∣∣Bj∣∣;

(2) If x /∈ Eα, then |x− xj | ≥ 2δj ;

(3)
∑
j

∣∣BE(xj ; δj)
∣∣ ≤ C ∣∣Eα∣∣ ≤ C

α

∣∣∣∣ f ∣∣∣∣
L1(Rn)

;

(4) |g(x)| ≤ C α for almost all x ∈ Rn.

Since |K[N ][f ](x)| ≤ |K[N ][g](x)|+ |K[N ][b](x)|, we have∣∣∣{x ∈ Rn
∣∣∣ ∣∣K[N ][f ](x) > α

}∣∣∣
≤
∣∣∣{x ∈ Rn

∣∣∣ ∣∣K[N ][g](x) >
α

2

}∣∣∣ ∪ ∣∣∣{x ∈ Rn
∣∣∣ ∣∣K[N ][b](x) >

α

2

}∣∣∣.
Now K[N ] is a bounded operator on L2(Rn) with norm A independent of N . Thus
using Corollary 1.15 we have

α2

4

∣∣∣{x ∈ Rn
∣∣∣ ∣∣K[N ][g](x) >

α

2

}∣∣∣ ≤ ∫
Rn
|K[N ][g](x)|2 dx

≤ A
∣∣∣∣ g ∣∣∣∣2

L2

≤ AC α
∣∣∣∣ f ∣∣∣∣

L1

and so ∣∣∣{x ∈ Rn
∣∣∣ ∣∣K[N ][g](x) >

α

2

}∣∣∣ ≤ 4AC
α

∣∣∣∣ f ∣∣∣∣
L1 .

Now suppose we can show that∫
Rn−Eα

|K[N ][b](x)| dx ≤ C
∣∣∣∣ f ∣∣∣∣

L1 . (2.6)

Then ∣∣∣{x ∈ Rn
∣∣∣ ∣∣K[N ][b](x) >

α

2

}∣∣∣
≤
∣∣∣Eα∣∣∣+

∣∣∣{x ∈ Rn − Eα
∣∣∣ ∣∣K[N ][b](x) >

α

2

}∣∣∣
≤ C1

α

∣∣∣∣ f ∣∣∣∣
L1 +

2
α

∫
Rn−Eα

|K[N ][b](x)| dx

≤ C ′

α

∣∣∣∣ f ∣∣∣∣
L1 ,

which would complete the proof. Thus the key is to prove the estimate is equation
(2.6).

Suppose x /∈ Eα. Since the integral of bj is zero, we have∣∣K[N ][bj ](x)
∣∣ =

∣∣∣ ∫
Rn
K [N ](x− y) bj(y) dy

∣∣∣
=
∣∣∣ ∫

Rn

[
K [N ](x− y)−K(x− xj)

]
bj(y) dy

∣∣∣
≤
∫

Rn

∣∣K [N ](x− y)−K [N ](x− xj)
∣∣ |bj(y)| dy
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and hence∫
Rn−Eα

∣∣K[N ][bj ](x)
∣∣ dx

≤
∫

Rn

[∫
Rn−Eα

∣∣K [N ](x− y)−K [N ](x− xj)
∣∣ dx] |bj(y)| dy

≤ C
∫

Rn
|bj(y)| dy

≤ C ′ α
∣∣Bj∣∣.

It follows that ∫
Rn−Eα

∣∣K[N ][b](x)
∣∣ dx ≤∑

j

∫
Rn−Eα

∣∣K[N ][bj ](x)
∣∣ dx

≤ C ′ α
∑
j

∣∣Bj∣∣
≤ C ′′

∣∣∣∣ f ∣∣∣∣
L1 .

�

3. The heat operator and a non-isotropic metric on Rn+1

We introduce coordinates (t, x) = (t, x1, . . . , xn) on R× Rn = Rn+1. Then the
heat operator is (

∂t −4x
)
[u] =

∂u

∂t
− ∂2u

∂x2
1

− · · · − ∂2u

∂x2
n

.

The inhomogeneous equation ∂t[u]−4x[u] = g describes heat flow in the presence
of heat sources specified by g. The heat operator is a typical example of a parabolic
partial differential operator.

In section 3.1 we review the symmetry properties of this operator, and introduce
a non-isotropic metric on Rn+1 which turns out to be the appropriate analogue of
the standard Euclidean metric for the Laplace operator. In section 3.2 we study
the initial value problem for the heat operator, find an explicit formula for the heat
kernel, and use this to construct a fundamental solution for the heat operator. In
section 3.3, we see how the non-isotropic geometry is reflected in the boundary
behavior of solutions to the initial value problem.

3.1. Symmetry properties.

Since ∂t −4x has constant coefficients, it follows that the heat operator, like
the Laplace operator, is invariant under translations. However, the heat operator
is not homogeneous with respect to the standard Euclidean dilations, and this is
perhaps the first sign that the underlying geometry is different.

We can define a family of non-isotropic dilations on Rn+1 by setting

DH,λ(t, x1, . . . , xn) = (λ2t, λx1, . . . , λxn).

The corresponding action on functions is given by

DH,λ[ϕ](t, x) = ϕ(λ−2t, λ−1x).
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Like Euclidean dilations, each mapping DH,δ : Rn+1 → Rn+1 is an automorphism
of the vector space structure; i.e.

DH,δ

[
(t, x) + (s, y)

]
= DH,δ[(t, x)] +DH,δ[(s, y)].

Also DH,δ1 ◦DH,δ2 = DH,δ1δ2 .
The reason for introducing these non-isotropic dilations is that we have[

∂t −4x
][
DH,λ[ϕ]

]
= λ−2

[
∂t −4x

]
[ϕ], (3.1)

so that the heat operator is homogeneous with respect to these new dilations. This
is clearly the analogue of part (c) of Proposition 2.1.

We can also introduce a pseudo-metric dH on Rn+1 which is compatible with
this family of dilations. (Here the notation dH stands for a ‘heat’ distance). Put

dH
(
(t, x), (s, y)

)
=
[
(t− s)2 + |x− y|4

] 1
4 .

It is not hard to check that dH is a pseudo-metric. Let us put

BH
(
(x, t), δ

)
=
{

(s, y) ∈ Rn+1
∣∣∣ dH((t, x), (s, y)

)
< δ
}
.

Then the volume of such a ball of radius δ is a constant times δn+2.
The balls in this new metric are quite different from the standard Euclidean

balls. Note that if dH
(
(t, x), (s, y)

)
=
[
(t−s)2 + |x−y|4

] 1
4 < δ, then |t−s| < δ2 and

|x−y| < δ. Conversely, if |t− s| < δ2 and |x−y| < δ, then dH
(
(t, x), (s, y)

)
< 2

1
4 δ.

Thus BH
(
(t, x); δ

)
is essentially the Cartesian product of a Euclidean ball of radius

δ in the x-variables with an interval of length δ2 in the t-variable. For small δ, the
balls are much smaller in the t-direction than in the x-directions, which for δ large,
the situation is reversed. Thus the balls are non-isotropic.

In general, if A is a symmetric n × n real matrix, we can define a family of
dilation on Rn by setting

DA,δ[x] = elog(δ)A[x].
Then DA,1 is the identity operator, and DA,δ1 ◦ DA,δ2 = DA,(δ1δ2). If all the
eigenvalues of A are positive, we have limδ→0+ DA,δ[x] = 0. If A is the identity
matrix, then DA,δ is the usual family of Euclidean dilations. If A is the (n+ 1)×
(n+ 1) diagonal matrix with entries {2, 1, . . . , 1}, then DA,δ = DH,δ.

We say that the homogeneous dimension of Rn under the family of dilations
{DA,δ} is Tr[A], the trace of the matrix A or equivalently the sum of the eigenvalues
of A. Then the homogeneous dimension of ordinary Euclidean dilations on Rn is
n, while the homogeneous dimension of Rn+1 under the dilations {DH,δ} is n+ 2.
Thus both N0 and H0 are homogeneous (on Rn or Rn+1) of degree 2 minus the
relevant homogeneous dimension.

3.2. The initial value problem and a fundamental solution.

We begin by considering the following initial value problem for the heat op-
erator. Given f ∈ L2(Rn), we want to find a function F ∈ C∞(R × Rn) such
that:

(1)
∂F

∂t
(t, x)−

n∑
j=1

∂2F

∂x2
j

(t, x) = 0 for t > 0 and x ∈ Rn.

(2) If we put Ft(x) = F (t, x), then lim
t→0

Ft = f with convergence in L2(Rn.
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To motivate the solution, we argue informally as follows. Suppose F were a
solution. Let

Fx[F ](t, ξ) = F̂ (t, ξ) =
∫

Rn
e−2πiξ·x F (t, x) dx,

be the partial Fourier transform of F in the x-variables. Then if we could integrate
by parts and there were no boundary terms, the partial differential equation in (1)
would become the ordinary differential equation

dF̂

dt
(t, ξ) = −4π2|ξ|2 F̂ (t, ξ).

This suggests that F̂ (t, ξ) = C(ξ) exp(−4π2|ξ|2t), and if F is to satisfy the initial
condition given in (2), then we should take C(ξ) = f̂(ξ), or

F̂ (t, ξ) = f̂(ξ) e−4π2|ξ|2 t.

Taking the inverse Fourier transform, we would get

F (t, x) =
∫

Rn
Ht(x− y) f(y) dy

where
Ht(x) =

∫
Rn
e2πix·ξ e−4π |ξ|2t dξ = (4π t)−

n
2 e−

|x|2
4 t ,

the inverse partial Fourier transform of e−4π2|ξ|2t. This informal argument is justi-
fied by the following result. Define

H0(t, x) = Ht(x) =

{
(4π t)−

n
2 e−

|x|2
4 t if t > 0,

0 if t ≤ 0.
(3.2)

Theorem 3.1. Let 1 ≤ p <∞, and let f ∈ Lp(Rn). Put

F (t, x) = Ht ∗ f(x) =
∫

Rn
(4π t)−

n
2 e−

|x−y|2
4 t f(y) dy.

Then F ∈ C∞
(
(0,∞)× Rn) and

(1)
∂F

∂t
(t, x)−

n∑
j=1

∂2F

∂x2
j

(t, x) = 0 for t > 0 and x ∈ Rn;

(2) lim
t→0

∣∣∣∣Ht ∗ f − f
∣∣∣∣
Lp(Rn)

= 0.

(3) If ϕ ∈ C∞0 (Rn) then lim
t→0

∣∣∣∣Ht ∗ ϕ− ϕ
∣∣∣∣
L∞(Rn)

= 0.

Proof. A direct calculation shows that
∂H0

∂t
(t, x)−4x[H0](t, x) = 0 for t > 0

and x ∈ Rn. For t > 0, the rapid decay of H0(t, x) as |x| → ∞ justifies differentiat-

ing under the integral sign, an so
∂F

∂t
(t, x)−4x[F ](t, x) = 0 for t > 0 and x ∈ Rn.

Next, ∫
Rn
Ht(x) dx = π−

n
2

∫
Rn
e−|x|

2
dx = 1.

Thus if ϕ ∈ C∞0 (Rn) we have

Ht ∗ ϕ(x)− ϕ(x) =
∫

Rn
(4π t)−

n
2 e−

|y|2
4t
[
ϕ(x− y)− ϕ(x)

]
dy
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It follows from Minkowski’s inequality for integrals that∣∣∣∣Ht ∗ ϕ− ϕ
∣∣∣∣
Lp(Rn)

≤
∫

Rn
(4π t)−

n
2 e−

|y|2
4t
∣∣∣∣Ty[ϕ]− ϕ

∣∣∣∣
Lp(Rn)

dy

where Tyϕ(x) = ϕ(x− y) is the translation operator. Translation is continuous in
Lp(Rn) for 1 ≤ p < ∞. Thus if ε > 0, there exists η > 0 so that |y| ≤ η implies∣∣∣∣Ty[ϕ]− ϕ

∣∣∣∣
Lp(Rn)

< ε. It follows that∣∣∣∣Ht ∗ ϕ− ϕ
∣∣∣∣
Lp(Rn)

≤ ε
∫
|y|<η

(4π t)−
n
2 e−

|y|2
4t dy + 2

∣∣∣∣ϕ ∣∣∣∣
Lp(Rn)

∫
|y|>η

(4π t)−
n
2 e−

|y|2
4t dy

< ε+ 2
∣∣∣∣ϕ ∣∣∣∣

Lp(Rn)
π−

n
2

∫
|y|>η/(2

√
t)

e−|y|
2
dy.

The second term goes to zero as t → 0, and so limt→0

∣∣∣∣Ht ∗ ϕ − ϕ
∣∣∣∣
Lp(Rn)

= 0.
Since the space C∞0 (Rn) is dense in Lp(Rn), this completes the proof. �

We now show that a fundamental solution for the heat operator on R × Rn is
given by H

(
(t, x), (s, y)) = H0(t− s, x− y).

Lemma 3.2. Convolution with H is a fundamental solution for the heat operator
on R× Rn. Precisely, if ϕ ∈ C∞0 (Rn+1), define

H[ϕ](t, x) =
∫∫

Rn+1
H(t− s, x− y)ϕ(s, y) ds dy.

Then H[ϕ] ∈ C∞(Rn+1) and

ϕ(t, x) = H
[
(∂t −4x)[ϕ]

]
(t, x),

ϕ(t, x) =
(
∂t −4x

)[
H[ϕ]

]
(t, x).

Proof. Integrating by parts, and using the fact that ∂tH(t, x) = 4xH(t, x)
for t > 0, we have∫

Rn

∫ ∞
ε

H(s, y)
∂ϕ

∂t
(t− s, x− y) ds dy =

∫
Rn

∫ ∞
ε

∂H

∂s
(s, y)ϕ(t− s, x− y) ds dy

+
∫

Rn
H(ε, y)ϕ(t− ε, x− y) dy

=
∫

Rn

∫ ∞
ε

4yH(s, y)ϕ(t− s, x− y) ds dy

+
∫

Rn
H(ε, y)ϕ(t− ε, x− y) dy

=
∫

Rn

∫ ∞
ε

H(s, y)4xϕ(t− s, x− y) ds dy

+
∫

Rn
H(ε, y)ϕ(t− ε, x− y) dy.
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Thus∫
Rn

∫ ∞
ε

H(s, y)
[∂ϕ
∂t
−4x[ϕ]

]
(t− s, x− y) ds dy

=
∫

Rn
H(ε, y)ϕ(t− ε, x− y) dy

=
∫

Rn
H(ε, y)ϕ(t, x− y) dy +

∫
Rn
H(ε, y)[ϕ(t− ε, x− y)− ϕ(t, x− y)] dy

If we take the limit as ε → 0, the first integral on the right converges to ϕ(t, x),
and easy estimates show that the second integral tends to zero. It follows that∫

Rn

∫ ∞
0

H(s, y)
[∂ϕ
∂t
−4x[ϕ]

]
(t− s, x− y) ds dy = ϕ(t, x).

We now ask whether the behavior of the heat kernel H(t, x) can be described
in terms of a metric on R× Rn. Let us write

H
(
(t, x), (s, y)

)
= H(t− s, x− y).

One cannot express the size of H in terms of the standard Euclidean metric. For
example, if x = y, the Euclidean distance between (t, x) and (s, y) is |t− s| and for
such points we have

H
(
(t, x), (y, s)

)
∼ dE

(
(t, x), (s, y)

)−n2 .
On the other hand, if t− s = |x− y|2 and if |x− y| is small, we have

dE
(
(t, x), (s, y)

)
=
√
|x− y|2 + |t− s|2 =

√
|x− y|2 + |x− y|4 ≈ |x− y|,

and for such points we have

H
(
(t, x), (y, s)

)
≈ dE

(
(t, x), (s, y)

)−n
.

Thus H
(
(t, x), (y, s)

)
is not comparable to any fixed power of the Euclidean dis-

tance.
Now one can check that

H
(
(t, x), (s, y)

)
≤ C0

dH((t, x), (s, y)
)2∣∣BH((x, t), dH((t, x), (s, y)

)∣∣ , (3.3)

and more generally

∣∣∂αx ∂βy ∂γt ∂δsH((t, x), (s, y)
)∣∣ ≤ Cα,β,γ,δ dH((t, x), (s, y)

)2−|α|−|β|−2|γ|−2|δ|∣∣BH((x, t), dH((t, x), (s, y)
)∣∣ . (3.4)

It is clear that the introduction of the metric dH allows us to write estimates
for the fundamental solutions N and H in equations (2.6) and (3.3) which have
exactly the same form. The estimates for derivatives in equations (??) and (3.4)
are very similar, but there is an important difference. When dealing with the heat
equation, each s or t derivative of the fundamental solution introduces a factor of
dH((t, x), (s, y)

)−2, and thus behaves as though it were two derivatives in x or y.
�
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3.3. Parabolic convergence.

If we were to replace the heat operator by the Laplace operator − ∂2

∂t2 − 4x,
we could pose an initial value problem similar to that discussed in the last section.
Now the problem amounts to finding a harmonic function u(t, x) on (0,∞) × Rn
such that limt→0 u(t, · ) is a prescribed function f ∈ Lp(Rn). This is called the
Dirichlet problem, and if one imitates the proof of Theorem 3.1, one can check that
the solution is given by the Poisson integral

u(t, x) = Γ
(
n+ 1

2

)
π−

n+1
2

∫
Rn

t

|x− y|2 + t2
f(y) dy.

In addition to convergence in norm, it is also a classical fact that u(t, y) con-
verges pointwise to f(x) for almost all x ∈ Rn when (y, t) lies in a non-tangential
approach region with vertex at x. Thus for each α > 0 consider the conical region

Cα(x) =
{

(t, y) ∈ (0,∞)× Rn
∣∣∣ |y − x| < α t

}
.

The result is that if f ∈ Lp(Rn), then except for x belonging to a set of measure
zero, we have

lim
(t,y)→(0,x)
(t,y)∈Cα(x)

u(t, y) = f(x).

It is well known2 that this results depends on estimating the non-tangential maximal
function in terms of the Hardy-Littlewood maximal function:

sup
(t,y)∈Cα(x)

|u(t, y)| ≤ AαM[f ](x).

We can clearly see the difference between the standard Euclidean setting and
the non-isotropic geometry associated to the heat operator when we study pointwise
convergence as t → 0 of the solution Ht ∗ f . For each x ∈ Rn and each α > 0,
consider the parabolic approach region

Γα(x) =
{

(t, y) ∈ (0,∞)× Rn
∣∣∣ |y − x| < α

√
t
}
.

The analogue of the statement about pointwise convergence of the Poisson integral
is then:

Let 1 ≤ p ≤ ∞ and let f ∈ Lp(Rn). Then there is a set E ⊂ Rn with Lebesgue
measure zero so that for all x /∈ E and all α > 0

lim
(t,y)→(0,x)
(t,y)∈Γα(x)

Ht ∗ f(y) = f(x).

This result depends on the following estimate for the parabolic maximal function.

Lemma 3.3. For each α > 0 there is a constant C = C(n, α) > 0 depending
only on the dimension n and on α so that if f ∈ L1(Rn) and if F (t, x) = Ht ∗ f(x),
then

sup
(t,y)∈Γα(x)

|F (t, y)| ≤ C(n, α)M[f ](x).

2See for example, [Ste70], page 197.
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Proof. Let

R0 =
{
z ∈ Rn

∣∣∣ |z| < 2α
√
t
}
, and

Rj =
{
z ∈ Rn

∣∣∣ 2jα√t ≤ |z| < 2j+1α
√
t
}

for j ≥ 1.

Note that if |x− y| < α
√
t and if |z| ≥ 2jα

√
t for some j ≥ 1, then

|z − (y − x)|
2
√
t

≥ |z| − |x− y|
2
√
t

≥ 2j−1 α.

Then if (t, y) ∈ Γα(x) we have

|F (t, y)| ≤ (4π t)−
n
2

∫
Rn
e−
|(y−x)−z|2

4t |f(x+ z)| dz

= (4π t)−
n
2

∞∑
j=0

∫
Rj

e−
|(y−x)−z|2

4t |f(x+ z)| dz

=
ωn
n

(
α√
π

)n [
|B(x, 2α

√
t)|−1

∫
B(x,2α

√
t)

|f(z)| dz

∞∑
j=1

2nje−2j−1α |B(x, 2j+1α
√
t)|−1

∫
B(x,2j+1α

√
t)

|f(z)| dz

]
≤ C(n, α)M[f ](x),

as asserted. �

4. Operators on the Heisenberg group

Our next example is motivated by problems arising in complex analysis in
several variables.

4.1. The Siegal upper half space and its boundary.

In the complex plane C, the upper half plane U =
{
z = x+ iy

∣∣ y > 0
}

is
biholomorphically equivalent to the open unit disk D =

{
w ∈ C

∣∣ |w| < 1
}

via the
mapping

U 3 z −→ w =
z − i
z + i

∈ D.

In Cn+1, the domain analogous to U is the Siegel upper half-space

Un+1 =
{

(z1, . . . , zn, zn+1) ∈ Cn+1
∣∣∣=m[zn+1] >

n∑
j=1

|zj |2
}
,

which is biholomorphic to the open unit ball

Bn+1 =
{

(w1, . . . , wn, wn+1) ∈ Cn+1
∣∣∣ n+1∑
j=1

|wj |2 < 1
}

via the mapping Un+1 3 z −→ w ∈ Bn+1 given by

w = (w0, w1, . . . , wN ) =
(

2z1

zn+1 + i
, . . . ,

2zn
zn+1 + i

,
zn+1 − i
zn+1 + i

)
.



4. OPERATORS ON THE HEISENBERG GROUP 40

We can identify the boundary of Un+1 with Cn × R via the mapping given by

∂Un+1 3
(
z1, . . . , zn, t+ i

n∑
j=1

|zj |2
)
←→ (z1, . . . , zn, t) ∈ Cn × R.

The boundary of the upper half plane U ⊂ C is the set of real numbers R. We
can identify this boundary with a subgroup of the group of biholomorphic mappings
of C to itself given by translations. Thus for each a ∈ C, let Ta(z) = a + z. Then
=m[Ta(z)] = =m[a] + =m[z], so Ta carries horizontal lines to horizontal lines. If
a ∈ R, then Ta carries each horizontal line to itself, and carries U to U . The set
of translations

{
Ta
}
a∈R is a group under composition, which is isomorphic to the

additive group structure of R.

To find the analogue in several variables, we proceed as follows. We write
elements z ∈ Cn+1 as z = (z′, zn+1) where z′ ∈ Cn and zn+1 ∈ C. For each
a = (a′, an+1) ∈ Cn+1 consider the affine mapping

Ta(z) = T(a′,an+1)(z′, zn+1) =
(
a′ + z′, an+1 + zn+1 + 2i < z′, a′ >

)
where < z′, a′ >=

∑n
j=1 zj āj is the Hermitian inner produce on Cn. Note that

T0 is the identity map, and that the collection of mappings {{Tz
}
z∈Cn+1 is closed

under composition and taking inverses. In fact

T(a′,an+1) ◦ T(b′,bn+1) = T(a′+b′,an+1+bn+1+2i<b′,a′>)

(T(a′,an+1))−1 = T(−a′,−an+1+2i<a′,a′>).

It follows that if we set

(a′, an=1) · (b′, bn=1) = (a′ + b′, an+1 + bn+1 + 2i < b′, a′ >), (4.1)

then Cn+1 becomes a group with this product, and

T(a′,an+1)(z′, zn+1) = (a′, an+1) · (z′, zn+1).

The analogue of the height function =m[z] in one variable is the function

ρ(z) = ρ(z′, zn+1) = =m[zn+1]−
n∑
j=1

|zj |2.

A simple calculation shows that

ρ
(
(a′, an+1) · (b′, bn+1)

)
= ρ(a′, an+1) + ρ(b′, bn+1). (4.2)

Thus Ta maps each level surface Mt = {ρ(z) = t} into the level surface Mt+ρ(a).
Now M0 is the boundary of Un+1, and if a ∈ M0, then Ta maps each level surface
Mt into itself, and maps Un+1 into itself.

It follows from equation (4.2) that the collection of mappings
{
Tz
}
z∈M0

is a
subgroup of Cn+1 with multiplication “ · ”, and if we use the coordinates (z, t) ∈
Cn × R, this multiplication is given by

(z, t) · (w, s) =
(
z + w, t+ s+ 2=m[< w, z >]

)
. (4.3)

Cn × R with this multiplication is called the n-dimensional Heisenberg group Hn.
The point (0, 0) is the identity, and (−z,−t) is the inverse of (z, t). It is easy to
check that (z, t) · (w, s) = (w, s) · (z, t) if and only if =m[< z,w >] = 0, so the
group is not commutative. It is sometimes convenient to use real coordinates on
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Hn = Cn×R = Rn×Rn×R. Thus we write zj = xj+iyj , and write (z, t) = (x, y, t).
Then the Heisenberg multiplication is given by

(x, y, t) · (u, v, s) = (x+ u, y + v, t+ s+ 2[< y, u > − < x, v >])

where now < y, u > and < x, v > stand for the standard Euclidean inner product
on Rn.

4.2. Dilations and translations on Hn.

We introduce a family of dilations on Cn × R = Rn × Rn × R by setting

DH,δ(x, y, t) = (δx, δy, δ2t).

Then DH,δ
[
(x, y, t) · (u, v, s)

]
= DH,δ[(x, y, t)] ·DH,δ[(u, v, s)], so that these dilations

are group automorphisms. Thus in the Heisenberg group, the t variable has order
2, much as the time variable t has order 2 when studying the heat equation. The
homogeneous dimension of Rn × Rn × R under this family of dilations is 2n+ 2.

We can define translation operators for the Heisenberg group in analogy with
Euclidean translation, but since the group is not commutative, it is important to
define the multiplication correctly. Thus define the operator of left translation by
setting

L(u,v,s)[f ](x, y, t) = f
(
(u, v, s)−1 · (x, y, t)

)
= f

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
.

If P is an operator acting on functions on Hn, P is left-invariant if P L(u,v,s) =
L(u,v,s) P for all (u, v, s) ∈ Hn.

Define (2n+1) special first order partial differential operators on Hn as follows:
Xj = ∂

∂xj
+ 2yj ∂

∂t

Yj = ∂
∂yj
− 2xj ∂

∂t

for 1 ≤ j ≤ n, and T =
∂

∂t
.

Then

L(u,v,s)Xj [f ](x, y, t) = Xj [f ]
(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
=

∂f

∂xj

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
+ 2(yj − vj)

∂f

∂t

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
On the other hand, since L(u,v,s)[f ](x, y, t) = f

(
x− u, y− v, t− s− 2(< x, v > − <

y, u >)
)
, it follows that
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Xj L(u,v,s)[f ](x, y, t)

=
∂f

∂xj

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
− 2vj

∂f

∂t

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
+ 2yj

∂f

∂t

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
=

∂f

∂xj

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
+ 2(yj − vj)

∂f

∂t

(
x− u, y − v, t− s− 2(< x, v > − < y, u >)

)
= L(u,v,s)Xj [f ](x, y, t).

Thus Xj is a left-invariant operator. A similar calculation shows that Yj and T are
also left-invariant.3

4.3. The sub-Laplacian and its geometry.

In the Euclidean situation, the first order partial derivatives Xj = ∂
∂xj

are all
(Euclidean) translation invariant, and the Laplace operator is obtained by taking
the sum of the squares of all n of these operators. In analogy, we now consider a
family of second order operators Lα on the Heisenberg group given by:

Lα =
1
4

n∑
j=1

(
X2
j + Y 2

j

)
+ iα T

=
1
4

n∑
j=1

[ ∂2

∂x2
j

+
∂2

∂y2
j

+ 2yj
∂2

∂xj∂t
− 2xj

∂2

∂yj∂t
+
(
x2
j + y2

j

) ∂2

∂t2

]
+ iα

∂

∂t
.

When α = 0, this is sometimes called the sub-Laplacian. These operators arise in
studying the ∂b-complex4 on the boundary of Un+1.

Except when α = ±n,±(n+1), . . ., the operator Lα has a fundamental solution
Kα. The operator Lα is a combination of the left-invariant operators {Xj , Yj , T},
and one may hope that the operator Kα which inverts Lα also has this property. If
so, this would mean that if

Kα[f ](z, t) =
∫

Cn×R
Kα

(
(z, t), (w, s)

)
f(w, s) dw ds,

3If we define right translation by

R(u,v,s)[f ](x, y, t) = f
`
(x, y, t) · (u, v, s)−1

´
= f

`
x− u, y − v, t− s+ 2(< x, v > − < y, u >)

´
and right-translation invariance in the natural way, then Xj and Yj are not right-invariant. In-

stead, the corresponding right-invariant operators are

eXj =
∂

∂xj
− 2yj

∂

∂t
, eYj =

∂

∂yj
+ 2xj

∂

∂t
, and T =

∂

∂t
.

4See [Ste93] for definitions and an extensive discussion of these matters. We will consider

the ∂b-complex on more general domains in Chapter ?? below.
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then we would have

Kα[f ](z, t) = L(z,t)−1 Kα[f ](0, 0)

= Kα L(z,t)−1 [f ](0, 0)

=
∫

Cn×R
Kα

(
(0, 0), (w, s)

)
L(z,t)−1 [f ](w, s) dw ds

=
∫

Cn×R
Kα

(
(0, 0), (w, s)

)
f
(
(z, t) · (w, s)

)
dw ds

=
∫

Cn×R
Kα

(
(0, 0), (z, t)−1 · (w, s)

)
f(w, s) dw ds

=
∫

Hn
f(w, s) kα

(
(w, s)−1 · (z, t)

)
ds ds

=
∫

Hn
f(w, s)L(w,s)[kα](z, t) dw ds

where kα(z, t) = Kα

(
(0, 0), (z, t)−1

)
. But this is just the convolution of f with the

function kα on the Heisenberg group Hn.

Theorem 4.1 (Folland and Stein [FS74]). Suppose that α 6= ±n,±(n+1), . . ..
Put

kα(z, t) =
2n−2

πn+1
Γ
(
n+ α

2

)
Γ
(
n− α

2

) (
|z|2 − it

)−n+α
2
(
|z|2 + it

)−n−α2 .

Then Kα[f ] = f ∗ kα is a fundamental solution for Lα. Explicitly, if ϕ ∈ C∞0 (Hn),
we have

ϕ(z, t) = Kα
[
Lα[ϕ]

]
(z, t)

ϕ(z, t) = Lα
[
Kα[ϕ]

]
(z, t),

We shall not prove this result, but we now show that there a distance dH on
R3 so that we can characterize the size of the fundamental solution K and its
derivatives in terms of dH and the volumes of the corresponding balls as we did
for the Laplace operator and the heat operator in equations (2.6) - (3.4). Define a
norm on R3 by setting ∣∣∣∣ (x, y, t) ∣∣∣∣H =

(
(x2 + y2)2 + t2

) 1
4 ,

and let
BH(0; δ) =

{
(x, y, t) ∈ H

∣∣ ∣∣∣∣ (x, y, t) ∣∣∣∣ < δ
}

be the corresponding family of balls at the origin (0, 0, 0). We have∣∣∣∣DH,δ[(x, y, t)]
∣∣∣∣

H = δ
∣∣∣∣ (x, y, t) ∣∣∣∣H.

and consequently ∣∣BH(0; δ)
∣∣ = δ4

∣∣B(0; 1)
∣∣.

Since K0(x, y, t) is homogeneous of degree −2 with respect to the dilations {DH,δ}
and is continuous and non-vanishing away from (0, 0, 0), it follows that

K0(x, y, t) ≈
∣∣∣∣ (x, y, t) ∣∣∣∣−2

H ≈
∣∣∣∣ (x, y, t) ∣∣∣∣+2

H

∣∣BH
(
0;
∣∣∣∣ (x, y, t) ∣∣∣∣H)∣∣−1

,
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where the symbol ≈ means that the ratio of the two sides is bounded and bounded
away from 0 by constants which are independent of (x, y, t). Thus if we take the
distance from the point (0, 0, 0) to the point (x, y, t) to be

dH
(
(x, y, t), (0, 0, 0)

)
=
∣∣∣∣ (x, y, t) ∣∣∣∣H =

(
(x2 + y2)2 + t2

) 1
4 ,

we have

K
(
(x, y, t), (0, 0, 0)

)
= K0(x, y, t)

≈ dH
(
(x, y, t), (0, 0, 0)

)2 ∣∣BH
(
0; dH

(
(x, y, t), (0, 0, 0)

))∣∣−1
,

Moreover, K
(
(x, y, t), (u, v, s)

)
= K0

(
(u, v, s)−1 · (x, y, t)

)
. This suggests we should

put

dH
(
(x, y, t), (u, v, s)

)
= dH

(
(u, v, s)−1 · (x, y, t), (0, 0, 0)

)
=
((

(x− u)2 + (y − v)2
)2 +

(
t− s− 2(xv − yu)

)2) 1
4
,

and the corresponding balls

BH
(
(x, y, t); δ) =

{
(u, v, s) ∈ R3

∣∣∣ dH
(
(x, y, t), (u, v, s)

)
< δ
}
.

One can now show that the function dH has the following properties:

(1) dH
(
(x, y, t), (u, v, s)

)
≥ 0 and dH

(
(x, y, t), (u, v, s)

)
= 0 if and only if

(x, y, t) = (u, v, s).

(2) dH
(
(x, y, t), (u, v, s)

)
= dH

(
(u, v, s), (x, y, t)

)
.

(3) There is a constant C ≥ 1 so that if (xj , yj , tj) ∈ R3 for 1 ≤ j ≤ 3 then

dH
(
(x1, y1, t1), (x3, y3, t3)

)
≤ C

[
dH
(
(x1, y1, t1), (x2, y2, t2)

)
+ dH

(
(x2, y2, t2), (x3, y3, t3)

)]
.

Note that the ball BH(0; δ) is comparable to the set{
(u, v, s)

∣∣|u| < δ, |v| < δ, |s| < δ2
}
,

and thus has the same non-isotropic nature as the ball BH(0; δ) we used for the heat
equation. However, the ball BH

(
(x, y, t); δ

)
is the Heisenberg translate of the ball

at the origin, not the Euclidean translate, to the point (x, y, t). Thus in addition
to being non-isotropic, the ball BH

(
(x, y, t); δ

)
has a ‘twist’ as well. The ball is

comparable to the set{
(u, v, s)

∣∣|u− x| < δ, |v − y| < δ, |s− t+ 2(xv − yu)| < δ2
}
,

and thus has size δ in the u and v directions, and size δ2 along the plane s =
t− 2(vx− uy).

We also have estimates for the fundamental solution K in terms of this geom-
etry. Let us write p = (x, y, t) and q = (u, v, s). Then

K(p, q) ≈ dH(p, q)2
∣∣BH

(
p; dH(p, q)

)∣∣−1
, (4.4)

which is the analogue of equations (2.6) and (3.3). We formulate estimates for
derivatives of K not in terms of derivatives with respect to x, y, and t, but rather
with respect to the operators X, Y , and T . Note that the operators X and Y do
not commute, so the order in which the operators are applied makes a difference.
Nevertheless, we have the following statement, which is the analogue of equations
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(??) and (3.4). Let Pα(X,Y ) be a non-commuting polynomial of order α in the
operators X and Y , which we allow to act either on the p = (x, y, t) or q = (u, v, s)
variables. Then there is a constant Cα so that∣∣Pα(X,Y )K(p, q)

∣∣ ≤ Cα dH(p, q)2−α ∣∣BH
(
p; dH(p, q)

)∣∣−1
. (4.5)

We have not explicitly indicated the effect of differentiation with respect to T .
However, a key point is that T can be written in terms of X and Y . We have

XY − Y X = −4T, (4.6)

and so the action of T is the difference of two second order monomials in X and T .
Thus we can formulate a more general statement about differentiation that follows
from (4.5) and (4.6). Let Pα,β(X,Y, T ) be a noncommuting polynomial of order α
in X and Y , and of order β in T . These operators can act either on the p = (x, y, t)
or q = (u, v, s) variables. Then there is a constant Cα,β so that∣∣Pα,β(X,Y, T )K(p, q)

∣∣ ≤ Cα,β dH(p, q)2−α−2β
∣∣BH

(
p; dH(p, q)

)∣∣−1
. (4.7)

Thus dH is very much like a metric, but satisfies the weaker form of the triangle
inequality given in (3). This suffices for most purposes, and we will eventually see
that there is a true metric such that the metric balls are equivalent to the balls
defined by dH.

4.4. The space H2(Hn) and the Szegö Projection.

We now define the analogue of the classical Hardy space H2(D) in the unit
disk. Consider the n complex first order partial differential operators on Hn given
by

Z̄j =
1
2
[
Xj + iYj ] =

1
2

[
∂

∂xj
+ i

∂

∂yj

]
− i(xj + iyj)

∂

∂t
=

∂

∂z̄j
− izj

∂

∂t
,

for 1 ≤ j ≤ n, where we now write zj = xj + iyj , z̄j = xj − iyj , and

∂

∂zj
=

1
2

[ ∂

∂xj
− i ∂

∂yj

]
,

∂

∂z̄j
=

1
2

[ ∂

∂xj
+ i

∂

∂yj

]
.

If f ∈ L2(Hn), we say Z̄j [f ] = 0 if this equations holds in the distributional sense;
i.e. for all ϕ ∈ C∞0 (Hn) we have∫

Hn
f(z, t)Zj [ϕ](z, t) dz dt = 0.

We set
H2(Hn) =

{
f ∈ L2(Hn)

∣∣∣Zj [f ] = 0, 1 ≤ j ≤ n
}
. (4.8)

It follows from this definition that H2(Hn) is a closed subspace of L2(Hn). Also
one can check that if we set

fα(z, t) =
(
1 + |z|2 + it

)−α =
(

1 +
n∑
j=1

|zj |2 + it
)−α

,

then fα ∈ H2(Hn) for all α > n + 1. Thus the space H2(Hn) is non-zero, and
in fact is infinite dimensional. The Szegö projection S : L2(Hn) → H2(Hn) is the
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orthogonal projection of L2(Hn) onto H2(Hn). Our object in this section is to
describe S as a singular integral operator.

For ϕ ∈ S(Cn ×R), define the partial Fourier transform F in the t-variable by
setting

F [ϕ](z, τ) = ϕ̂(z, τ) =
∫

R
e−2πit τϕ(z, t) dt.

Then the inversion formula gives

ϕ(z, t) = F−1[ϕ̂](z, t) =
∫

R
e+2πit τ ϕ̂(z, τ) dτ.

The partial Fourier transform maps the Schwartz space S(Cn × R) to itself, and
is one-to-one and onto. It follows from the Plancherel formula that it extends to
an isometry of L2(Cn ×R). Using this partial Fourier transform, we show that the
space H2(Cn×R) can be identified with weighted spaces of holomorphic functions.

Let us put λ(z, τ) = e2τ |z|2 dz dτ , and define the operator

M [ψ](z, τ) = e−τ |z|
2
ψ(z, τ).

Then M F : L2(Cn × R)→ L2(Cn × R; dλ) is an isometry. Let us set

B2 = MF
[
H2(Cn × Rn)

]
.

Proposition 4.2. A measurable function g on Cn × R belongs to B2 if and
only if

(1)
∫

Cn×R
|g(z, τ)|2 e2τ |z|2 dz dτ =

∣∣∣∣ g ∣∣∣∣2 < +∞.

(2) For almost every τ ∈ R, the function z → g(z, τ) is an entire holomorphic
function on Cn.

Proof. If ϕ ∈ S(Cn × R), we have

Zj [ϕ](z, t) =
∫

R
e+2πit τ eτ |z|

2 ∂

∂z̄j

[
e−τ |z|

2
ϕ̂
]
(z, τ) dτ.

It follows that

Zj = F−1M−1
[ ∂

∂z̄j

]
M F ,

so the operator Zj is conjugate to the operator ∂
∂z̄j

acting on the space L2(Cn ×
R; dλ). The proposition follows. �

4.5. Weighted spaces of entire functions.

For each τ ∈ R, let L2
τ (Cn) = L2

τ denote the space of (equivalence classes of)
measurable functions g : Cn → C such that∣∣∣∣ g ∣∣∣∣2

τ
=
∫

Cn
|g(z)|2e−2τ |z|2 dm(z) < +∞.

L2
τ is a Hilbert space, and we consider the subspace

B2
τ (Cn) = B2

τ =
{
g ∈ L2

τ (Cn)
∣∣∣ g is holomorphic

}
.
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Using the mean value property of holomorphic functions, it follows that for any
z ∈ Cn and any g ∈ B2

τ we have

|g(z)| ≤ 2n
ω2n

∫
|z−w|<1

|g(w)| dm(w) ≤ 2n
ω2n

[ ∫
|z−w|<1

e2τ |w|2 dm(w)
] 1

2 ∣∣∣∣ g ∣∣∣∣
τ
.

It follows that B2
τ is a closed subspace of L2

τ .

Proposition 4.3. If τ ≤ 0, the space B2
τ = (0). If τ > 0,

(1) Each monomial zα ∈ B2
τ ,
∣∣∣∣ zα ∣∣∣∣2

τ
= πn α! (2τ)−|α|−n, and

〈
zα, zβ

〉
τ

= 0
if α 6= β. If

c2α = (πn α! (2τ)−|α|−n)−1,

ϕα(z) = cα z
α,

then {ϕα} is an orthonormal sequence in B2
α.

(2) If g ∈ B2
τ , then for every z ∈ Cn

g(z) =
∑
α

〈
g, ϕα

〉
ϕα(z)

where the series converges uniformly on compact subsets of Cn and the
series

∑
α

〈
g, ϕα

〉
ϕα converges to g in the Hilbert space B2

α.

Proof. Suppose τ ≤ 0 and g ∈ B2
τ . For z0 ∈ Cn, let B(z0, R) be the Euclidean

ball centered at z0 of radius R. Holomorphic functions are harmonic, and satisfy
the mean value property on any ball. Using this and the Schwarz inequality we
have

g(z0) =
∣∣B(z0, R)

∣∣−1
∫
B(z0,R)

|f(w)| dm(w)

≤
∣∣B(z0, R)

∣∣−1
[ ∫

B(z0,R)

e+2τ |w|2 dm(w)
] 1

2 ∣∣∣∣ g ∣∣∣∣
τ

≤
∣∣B(z0, R)

∣∣− 1
2
∣∣∣∣ g ∣∣∣∣

τ
.

Letting R→∞, this shows that g(z0) = 0. Thus B2
τ = (0).

Now suppose that τ > 0. Using polar coordinates we compute

∣∣∣∣ zα ∣∣∣∣2
τ

= (2π)n
n∏
j=1

∫ ∞
0

r2αj+1e−2τr2 dr = πn α! (2τ)−|α|−n.

Also, if we compute the inner product of two monomials zα and zβ , then if αj 6= βj
for some j, the integral in the θj-variable will vanish. Thus

〈
zα, zβ

〉
τ

= 0 if α 6= β.
If we put c2α = (πn α! (2τ)−|α|−n)−1 and ϕα(z) = cα z

α, it now follows that {ϕα} is
an orthonormal sequence in B2

τ .
Next, if g ∈ B2

τ , then g is an entire function, and hence the Taylor series for
g converges absolutely and uniformly to g on any compact subset of Cn. Write
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g(z) =
∑
β aβ z

β . Then

cα
〈
g, ϕα

〉
τ

= lim
R→∞

cα

∫
|z|<R

g(z)ϕα(z) e−2τ |z|2 dm(z)

= lim
R→∞

∑
β

aα

∫
|z|<R

ϕβ(z)ϕα(z) dm(z)

= lim
R→∞

aα

∫
|z|<R

|ϕα(z)|2e−2τ |z|2 dm(z)

= aα.

Thus for any z ∈ Cn we have

g(z) =
∑
α

〈
g, ϕα

〉
ϕα(x).

Finally, ∣∣∣∣ g ∣∣∣∣2
τ

= lim
R→∞

∫
|z|≤R

|g(z)|2e−2τ |z|2 dm(z)

= lim
R→∞

∑
α,β

aα aβ

∫
|z|≤R

zαzβ e−2τ |z|2 dm(z)

= lim
R→∞

∑
α

|aα|2
∫
|z|≤R

|zα|2e−2τ |z|2 dm(z)

=
∑
α

|
〈
g, ϕα

〉
|2.

Thus
∑
α

〈
g, ϕα

〉
ϕα converges to g in B2

τ . �

Lemma 4.4. Let Pτ : L2
τ → B2

τ be the orthogonal projection. For h ∈ L2
τ ,

Pτ [h](z) =
(

2
π

)n
τn
∫

Cn
h(w) e2τ<z,w>−2τ |w|2 dm(w).

Proof. Since {ϕα} is a complete orthonormal sequence in B2
τ , it follows that

if h ∈ L2
τ we have Pτ [h] =

∑
α

〈
h, ϕα

〉
ϕα with convergence in B2

τ . Also, for any
z, w ∈ Cn we have∑

α

ϕα(z)ϕα(w) =
(

2τ
π

)n ∑
α

1
α!

(2τ)αzαw̄α =
(

2τ
π

)n
e2τ<z,w>

with uniform convergence on compact subsets of Cn×Cn. Thus for any z ∈ Cn we
have

Pτ [h](z) =
∑
α

〈
h, ϕα

〉
ϕα(z)

=
∑
α

∫
Cn
h(w)ϕα(z)ϕα(w)e−2τ |w|2 dm(w)

=
(

2
π

)n
τn
∫

Cn
h(w) e2τ<z,w>−2τ |w|2 dm(w),

as asserted. �
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Then he space B2
τ = (0) for all τ ≥ 0. If τ < 0, then zα ∈ B2

τ , and we have∣∣∣∣ zα ∣∣∣∣ =
n∏
j=1

∫
C
|zj |2αj eλ|zj |

2
dzj = πn α!λ−|α|−n.

It follows that the orthogonal projection Pτ : L2(Cn, e2τ |z|2dz)→ B2
τ is given by

Pτ [g](z) =
τn

πn

∫
Cn
g(w) e−2τ<z,w>+2τ |w|2 dw.

Now

S[f ](z, t) = F−1M−1 P M F [f ](z, t)

=
∫

R
e+2πitτM−1 P M F [f ](z, τ) dτ

=
∫

R
e+2πitτeτ |z|

2
P M F [f ](z, τ) dτ

=
∫ 0

−∞
e+2πitτeτ |z|

2
Pτ
[
(M F [f ])τ

]
(z) dτ

=
1
πn

∫ 0

−∞

∫
Cn
e+2πitτeτ |z|

2
e−2τ<z,w>+2τ |w|2MF [f ](w, τ) dw τn dτ

=
1
πn

∫ 0

−∞

∫
Cn
e+2πitτeτ |z|

2
e−2τ<z,w>+2τ |w|2e−τ |w|

2
F [f ](w, τ) dw τn dτ

=
1
πn

∫ 0

−∞

∫
Cn

∫
R
e+2πitτ e−2πisτ eτ |z|

2−2τ<z,w>+τ |w|2 f(w, s) ds dwτn , dτ

=
∫∫

Cn×R
f(w, s)S

(
(z, t), (w, s)

)
dw ds

where

S
(
(z, t), (w, s)

)
=

1
πn

∫ 0

−∞
e2πi(t−s)τeτ [|z|2−2<z,w>+|w|2 τn dτ

=
(−1)n

πn

∫ ∞
0

e−2π τ
[
|z−w|2+i[t−s−2=m<z,w>]

]
τn dτ

=
(−1)n

πn
[
|z − w|2 + i[t− s− 2=m < z,w >]

]−n−1

= S
(
(w, s)−1 · (z, t)

)
where

S(z, t) =
(−1)n

πn
[
|z|2 + it

]−n−1
,

5. The Grushin plane

As a final example, we study the geometry associated to the second order partial
differential operator on R2 given by

L =
∂2

∂x2
+ x2 ∂

2

∂t2
. (5.1)

This is an example of a class of non-elliptic, hypoelliptic operators studied by V.V.
Grushin [Gru71].
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5.1. The geometry. For (x, t) ∈ R2 and δ > 0, consider the set

BG
(
(x, t); δ

)
=
{

(y, s) ∈ R2
∣∣∣ |x− y| < δ, |t− s| < δ2 + |x| δ

}
. (5.2)

Note that for |x| ≤ δ, this ball is essentially the non-isotropic (δ, δ2) rectangle{
(y, s) ∈ R2

∣∣∣ |x− y| < δ, |t− s| < δ2
}

(5.3)

while for |x| > δ, this is essentially{
(y, s) ∈ R2

∣∣∣ |x− y| < δ, |t− s| < |x| δ
}

(5.4)

which is the translation to (x, t) of the standard Euclidean dilation by δ of the box
{|y| < 1, |s| < |x|}. If we set

dG
(
(x, t), (y, s)

)
= max

{
|x− y|,min

{
|t− s| 12 , |x|−1|t− s|

}}
, (5.5)

then
BG
(
(x, t); δ

)
≈
{

(y, s) ∈ R2
∣∣∣ dG((x, t), (y, s)

)
< δ
}
. (5.6)

5.2. Fundamental solution for L.

We begin by conjugating the operator L with the partial Fourier transform in
the t-variable. Thus let us define

F [f ](x, τ) =
∫

R
e−2πitτf(x, t) dt = f̂(x, τ), (5.7)

so that

f(x, t) =
∫

R
e2πitτ f̂(x, τ) dτ = F−1[f̂ ]. (5.8)

F is an isometry on L2(R2) and we have L = F−1L̂ F where

L̂[g](x, τ) =
∂2g

∂x2
(x, τ)− 4π2τ2x2g(x, τ). (5.9)

If K̂ is an inverse for L̂, then K = F−1K̂ F is an inverse for L. Put

gτ (x) = g(x, τ) (5.10)

L̂τ [g] =
d2g

∂x2
(x)− 4π2τ2x2g(x), (5.11)

so that
L̂[g](x, τ) = L̂τ [gτ ](x). (5.12)

If K̃τ is an inverse for L̂τ on L2(R, dx), then K̂[g] = K̂τ [gτ ] is the desired inverse for
L̂. Thus we are reduced to finding an inverse for the ordinary differential operator

L̂η =
∂2

∂x2
− η2x2 (5.13)

where we have set 2πτ = η.
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5.3. Hermite functions.

The Hermite functions can be defined by

Hn(x) =
(
2nn!
√
π
)− 1

2 (−1)n e
1
2x

2 dn

dxn

(
e−x

2
)
. (5.14)

The collection of functions {Hn} is a complete orthonormal basis for L2(R), and
of particular significance for us, they are eigenfunctions of the operator L̂1 with
eigenvalue −(2n+ 1):

d2Hn

dx2
(x)− x2Hn(x) = −(2n+ 1)Hn(x). (5.15)

We shall need the following two additional facts. The first is that Hn is essentially
its own Fourier transform:∫

R
e−2πixξHn(

√
2πx) dx = (−i)nHn(

√
2πξ). (5.16)

The second is Mehler’s formula: for |z| < 1 we have
∞∑
n=0

znHn(x)Hn(y) =
(
π(1− z2)

)− 1
2 exp

[4xyz − (x2 + y2)(1 + z2)
2(1− z2)

]
. (5.17)

We can produce eigenfunctions for the opertor L̂η with a simple change of variables.
Put

Hη
n(x) = η

1
4 Hn(η

1
2x). (5.18)

Then {Hη
n} is a complete orthonormal basis for L2(R), and we have

L̂η[Hη
n] = −η(2n+ 1)Hη

n. (5.19)

If g ∈ L2(R) we can write g =
∑∞
n=0(g,Hη

n)Hη
n where the sum converges in

norm and ∣∣∣∣ g ∣∣∣∣2
L2 =

∞∑
n=0

∣∣(g,Hη
n)
∣∣2. (5.20)

Thus if we put

K̃η[g] = −η−1
∞∑
n=0

(2n+ 1)−1(g,Hη
n)Hη

n, (5.21)

then K̂η is a bounded operator on L2(R) which is a right inverse for L̃η on L2(R)
and a left inverse on its natural domain, the subspace

D bLη =

{
g ∈ L2(R)

∣∣∣ ∞∑
n=0

(2n+ 1)2
∣∣(g,Hη

n)
∣∣2 <∞} . (5.22)

But now, at least formally,

K̂η[g](x) =
∫

R
K̃η(x, y) g(y) dy (5.23)

where

K̂η(x, y) = −η−1
∞∑
n=0

Hη
n(x)Hη

n(y)
2n+ 1

= −η− 1
2

∞∑
n=0

Hn(η
1
2x)Hn(η

1
2 y)

(2n+ 1)
. (5.24)
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Using Mehler’s formula, we can write this as

K̂η(x, y) = −1
2

(πη)−
1
2

∫ 1

0

exp
[4ηxyr − η(x2 + y2)(1 + r2)

2(1− r2)

] dr√
r(1− r2)

(5.25)

Now we compute

K[f ](x, t) = F−1K̂ F [f ](x, t)

=
∫

R
e2πitτ K̂F [f ](x, τ) dτ

=
∫

R
e2πitτ K̂τ [F [f ]τ ](x) dτ

=
∫

R
e2πitτ

∫
R
K̂2πτ (x, y)F [f ]τ (y) dy dτ

=
∫

R
e2πitτ

∫
R
K̂2πτ (x, y)F [f ](y, τ) dy dτ

=
∫∫

R2
f(y, s)

[ ∫
R
e2πiτ(t−s)K̂2πτ (x, y) dτ

]
dy ds.

(5.26)

Thus the inverse to L has distribution kernel

K
(
(x, t), (y, s)

)
=
∫

R
e2πiτ(t−s)K̂2πτ (x, y) dτ (5.27)

which equals

− 1√
4π

∫ 1

0

∫
R
e2πiτ(t−s) exp

[
2π|τ |4xyr − (x2 + y2)(1 + r2)

2(1− r2)

] dτ
|τ | 12

dr√
r(1− r2)

.

(5.28)
Let

A(x, y, r) = −4xyr − (x2 + y2)(1 + r2)
2(1− r2)

(5.29)

Then the inner integral is equal to∫ ∞
0

e−2πτ
[
A(x,y,r)+i(t−s)

]
dτ

τ
1
2

+
∫ ∞

0

e−2πτ
[
A(x,y,r)−i(t−s)

]
dτ

τ
1
2

=
1√
2

[
A(x, y, r) + i(t− s)

]− 1
2 +

1√
2

[
A(x, y, r)− i(t− s)

]− 1
2

=
√

1− r2√
(x2 + y2)(1 + r2)− 4xyr + 2i(1− r2)(t− s)

+
√

1− r2√
(x2 + y2)(1 + r2)− 4xyr − 2i(1− r2)(t− s)

(5.30)

Hence, up to a non-vanishing constant, we have

K
(
(x, t), (y, s)

)
= K+

(
(x, t), (y, s)

)
+K−

(
(x, t), (y, s)

)
, (5.31)

where

K±
(
(x, t), (y, s)

)
=
∫ 1

0

1√
(x2 + y2)(1 + r2)− 4xyr ± 2i(1− r2)(t− s)

dr√
r
.

(5.32)



CHAPTER 2

VECTOR FIELDS

Vector fields can be thought of either as geometric or as analytic objects, and
their importance is due at least in part to the interplay of these different points
of view. The main topic of this book is the theory and applications of Carnot-
Carathéodory metrics. While the metrics are geometric objects, the applications
we have in mind are mainly to various analytic questions. The link between them
is the concept of a vector field. The object of this chapter is to review the basic
results about vector fields, commutators, and flows that will be used throughout
this book.

Vector fields are often introduced geometrically as quantities, such as force,
velocity or pressure, which have magnitude and direction, and which vary from
point to point. There are many different ways of making this notion mathematically
precise. Thus for example, a single vector is commonly represented in Euclidean
space Rn as an n-tuple of real numbers. A vector field X on an open set Ω ⊂ Rn
should then assign an n-tuple of numbers to each point x ∈ Ω. This of course is the
same as prescribing an n-tuple of real-valued functions X = (a1, . . . , an) defined on
Ω; the vector assigned to x is then the n-tuple Xx =

(
a1(x), . . . , an(x)

)
.

Although quite straight forward, this approach leaves an important question
unanswered. A quantity having magnitude and direction should have an intrinsic
meaning, and its definition should not depend on a particular choice of coordinates.
Thus if we adopt the simple-minded definition of the preceding paragraph, we still
need to explain how the n-tuple of functions changes if we choose a different set of
coordinates on Ω. Thus it is natural to look for a definition of a vector field that is
coordinate free. This can be done by introducing the notion of the tangent space
at each point x ∈ Ω, and then thinking of a vector field as a (smooth) assignment
of a tangent vector at each point. To proceed rigorously in this way one needs
to introduce a fair amount of machinery from differential geometry, including the
notions of tangent space and tangent bundle.

We shall proceed by following an intermediate route. In Section 1 we define
tangent vectors as directional derivatives and vector fields as first order partial
differential operators. Working with a fixed coordinate system on an open set in
Rn, we define and study the concept of commutators of two vector fields, and the
determinant of a set of n vector fields. In Section 2 we see how these concepts
behave under smooth mapping or smooth changes of variables. In Section 6 we
explain what it means for a vector field to be tangent to a submanifold, and we
review the Frobenius theorem. In Section 3 we define the flow along a vector field
and the corresponding exponential map. We also begin the study of the Taylor
series expansion of a function along a flow. In Section 7 we show that, locally, a
single non-vanishing vector field always has a very simple form after a change of
variables, and we consider the corresponding problem for two vector fields. Finally,

53
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in Section 8 we give a completely coordinate free characterization of vector fields
by showing that they are the same as derivations. This allows one to study vector
fields in more global situations such as on manifolds.

1. Vector fields and commutators

Throughout this section, Ω denotes an open subset of Rn, and E(Ω) denotes
the the algebra of real-valued infinitely differentiable functions on Ω.

1.1. Germs of functions, tangent vectors, and vector fields.

It is convenient to define tangent vectors or directional derivatives at a point
x as linear maps on certain spaces of functions which are defined near x. It does
not really make sense to require that the functions be defined in a fixed open
neighborhood U1, since we could apply the directional derivative to a function
defined on a smaller neighborhood U2 ⊂ U1. On the other hand, if two functions,
defined on neighborhoods U1 and U2, agree in some smaller neighborhood U3 ⊂
U1 ∩U2, the value of the directional derivative applied to each function will be the
same. Thus the domain of the linear mapping should be some space of functions
which involve only the values in arbitrarily small neighborhood of x and which
regards two functions as equal if they agree in some small neighborhood. To make
this precise, it is convenient to introduce the notion of a germ of a function at a
point x. We begin by explaining this concept.

Let x ∈ Rn, and consider pairs (U, f) where U is an open neighborhood of x
and f ∈ E(U). Define an equivalence relation ∼ on the set of all such pairs by
requiring that (U1, f1) ∼ (U2, f2) if and only if there is an open neighborhood U3

of the point x such that U3 ⊂ U1 ∩ U2 and f1(y) = f2(y) for all y ∈ U3.

Definition 1.1. A germ of an infinitely differentiable function at x is an equiv-
alence class of pairs, and we denote the set of all germs at x by Ex.

If f ∈ Ex is a germ of a function, it is convenient to think of f in terms of one
of its representatives: a real-valued infinitely differentiable function defined in some
open neighborhood U of x. We can make Ex into an algebra in an obvious way. For
example, if f, g ∈ Ex, let (U, f) and (V, g) be pairs in the corresponding equivalence
classes. We then define f + g to be the equivalence class of the pair (U ∩ V, f + g).
This is independent of the choice of representatives of f and g. Multiplication of
germs is defined similarly.

If f ∈ Ex, it makes sense to talk about the value of f or any of its derivatives at
x, since these quantities only depend on values in an arbitrarily small neighborhood
of x. It also makes sense to talk about the formal Taylor series of f at the point
x. However, it does not make sense to talk about the value of f at any point other
than x.

We can now define tangent vectors and vector fields.

Definition 1.2.

(1) Let x ∈ Rn. A tangent vector (or directional derivative) at x is a linear
mapping L : Ex → R of the form

L[f ] =
n∑
j=1

cj
∂f

∂xj
(x) =

n∑
j=1

cj ∂xj [f ](x)
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where (c1, . . . , cn) ∈ Rn. The space of all tangent vectors at x is denoted
by Tx, and is called the tangent space at x.

(2) If Ω is an open subset of Rn, a smooth vector field on Ω is a first order
partial differential operator

X =
n∑
j=1

aj
∂

∂xj
=

n∑
j=1

aj ∂xj

where each aj ∈ E(Ω). We denote the space of all smooth vector fields on
Ω by T (Ω).

(3) If X =
∑n
j=1 aj ∂xj ∈ T (Ω) is a smooth vector field and x ∈ Ω, then

Xx : Tx → R given by Xx[f ] =
∑n
j=1 aj(x) ∂xj [f ](x) is a tangent vector

at x.

Each vector field X ∈ T (Ω) induces a linear mapping of E(Ω) to itself. If
f ∈ E(Ω) and X =

∑n
j=1 aj ∂xJ , then X[f ] ∈ E(Ω) is the infinitely differentiable

function given by X[f ](x) =
∑n
j=1 aj(x) ∂xj [f ](x). If X ∈ T (Ω) and x ∈ Ω, the

product rule for derivatives shows that

X[fg] = X[f ] g + f X[g] if f, g ∈ E(Ω), (1.1)

Xx[fg] = Xx[f ] g(x) + f(x)Xx[g] if f, g ∈ E(Ω)x. (1.2)

Linear mappings satisfying equations (2.4) and (1.2) are called derivations. We shall
see below in section 8 that tangent vectors and vector fields can be characterized
as linear maps which are derivations.

The space T (Ω) of smooth vector fields on Ω has the structure of a module over
the ring E(Ω) of smooth functions. Thus if X =

∑
j aj ∂xj and Y =

∑
k bk ∂xk are

vector fields and f, g ∈ E(Ω) we set

fX + gY =
n∑
j=1

(f aj + g bj) ∂xj .

1.2. Commutators.

In addition to its structure as a module over E(Ω), the space T (Ω) of smooth
vector fields on Ω also carries in a natural way the structure of a Lie algebra over
R. A real Lie algebra is a real vector space G equipped with a distributive but
non-associative product written [x, y] for x, y ∈ G so that

(1) α [x, y] = [αx, y] = [x, αy] for all α ∈ R and all x, y ∈ G;

(2) [x+ y, z] = [x, z] + [y, z] and [x, y + z] = [x, y] + [x, z] for all x, y, z ∈ G;

(3) [x, y] = −[y, x] for all x, y ∈ G;

(4) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ G.

Property (3) expresses the anti-symmetry of the product, and property (4) is called
the Jacobi identity. Additional information about Lie algebras can be found in
Chapter 7.

To define a Lie algebra structure on T (Ω), let X =
∑
j aj ∂xj and Y =∑

k bk ∂xk be smooth vector fields on Ω. If f ∈ E(Ω), we can apply X to the
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smooth function Y [f ] or Y to the smooth function X[f ]. We get smooth functions
XY [f ] and Y X[f ] where

XY [f ](x) =
n∑

j,k=1

aj(x) bk(x)
∂2f

∂xj∂xk
(x) +

n∑
k=1

[ n∑
j=1

aj(x)
∂bk
∂xj

(x)
] ∂f
∂xk

,

Y X[f ](x) =
n∑

j,k=1

aj(x) bk(x)
∂2f

∂xk∂xj
(x) +

n∑
j=1

[ n∑
k=1

bk(x)
∂aj
∂xk

(x)
] ∂f
∂xj

Thus XY and Y X are second order partial differential operators. Notice moreover
that the second order terms in XY are the same as the second order terms in Y X
since ∂xj∂xk [f ] = ∂xk∂xjf . Thus XY − Y X, although formally a second order
operator, is actually another first order partial differential operator, and is thus
another vector field, called the commutator of X and Y .

Definition 1.3. If X =
∑
j aj ∂xj and Y =

∑
k bk ∂xk are two smooth vector

fields on Ω, their commutator is the vector field [X,Y ] = XY − Y X which is given
by

[X,Y ] =
n∑
j=1

[
n∑
k=1

(
ak

∂bj
∂xk
− bk

∂aj
∂xk

)]
∂

∂xj
. (1.3)

The commutator [X,Y ] clearly measures the failure of the two linear mappings
X,Y : E(Ω) → E(Ω) to commute. This is an algebraic interpretation of [X,Y ].
We will see later that the commutator also has an important intrinsic geometric
meaning as well.

The next proposition records some easily verified properties of commutators.
Properties (1), (2) and (3) below express the fact that T (Ω) forms a Lie algebra
under the bracket operation.

Proposition 1.4. Let X,Y, Z be vector fields on Ω, and let f, g ∈ E(Ω). Then:
(1) [X + Y,Z] = [X,Z] + [Y,Z];
(2) [X,Y ] + [Y,X] = 0;
(3) [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0;
(4) [fX, gY ] = fg[X,Y ] + f X[g]Y − g Y [f ]X.

1.3. Vector fields of finite type.

Given a Lie algebra G, a Lie subalgebra is a linear subspace H ⊂ G which is
closed under the Lie algebra product. We shall be particularly interested in Lie
subalgebras and Lie submodules of T (Ω) generated by a finite number of vector
fields.

Definition 1.5. Let X1, . . . , Xp ∈ T (Ω).
(i) The Lie subalgebra generated by {X1, . . . , Xp} is the smallest vector sub-

space of T (Ω) containing {X1, . . . , Xp} which is closed under the bracket
operation. We denote it by L(X1, . . . , Xp).

(ii) The Lie submodule generated by {X1, . . . , Xp} is the smallest smallest
E(Ω) submodule of T (Ω) containing the vectors {X1, . . . , Xp} which is
closed under the bracket product. We denote this by LE(Ω)(X1, . . . , Xp).
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In addition to being closed under the bracket operation, LE(Ω)(X1, . . . , Xp) is closed
under multiplication by functions in E(Ω). It follows from conclusion (4) in Propo-
sition 1.4 that L(X1, . . . , Xp) is just the E(Ω) submodule of T (Ω) generated by
L(X1, . . . , Xp).

The elements of L(X1, . . . , Xp) span a subspace of the tangent space Tx(Ω) for
each x ∈ Ω. Thus set

L(X1, . . . , Xp)x =
{
L ∈ Tx(Ω)

∣∣∣(∃Y ∈ L(X1, . . . , Xp)
)(
L = Yx

)}
.

One could also consider the corresponding subspace LE(Ω)(X1, . . . , Xp)x, but it is
easy to see from Proposition 1.4 that LE(Ω)(X1, . . . , Xp)x = L(X1, . . . , Xp)x. We
shall be particularly interested in cases where L(X1, . . . , Xp)x = Tx(Ω) for all x ∈ Ω,
since in this case we can construct a metric from the vector fields {X1, . . . , Xp}.

Definition 1.6. The vector fields {X1, . . . , Xp} ⊂ T (Ω) are of finite type if
L(X1, . . . , Xp)x = Tx(Ω) for every x ∈ Ω.

It is important to know which vector fields belong to L(X1, . . . , Xp). How-
ever, since the bracket product is non-associative, even the enumeration of all Lie
products of elements {X1, . . . , Xp} can be quite complicated. For example

[X, [Y, [Z, W ]]] [[X, Y ] , [Z, W ]] [[X, [Y, Z]] , W ]

[X, [[Y, Z] , W ]] [[[X, Y ] , Z] , W ]

are five distinct possible products of the four elements {X,Y, Z,W}. Some simplifi-
cation is possible. It follows from the Jacobi identity, and is proved in Chapter ??,
Corollary ??, that every element of L(X1, . . . , Xp) can be written as a linear combi-
nation with real coefficients of iterated commutators, which are Lie products of the
elements {X1, . . . , Xp} having the special form [Xik , [Xik−1 , · · · [Xi3 , [Xi2Xi1 ]] · · · ]].
However the Jacobi identity also shows that not all of these iterated commutators
are linearly independent.

Let us illustrate the concept of finite type with two examples. We shall work
in R3 where we denote the coordinates by (x, y, z).

Example 1: Consider the three vector fields in T (R3) given by

A = x ∂y − y ∂x, B = y ∂z − z ∂y, C = x ∂z − z ∂x.

We then have

[A, B] = C, [B, C] = A, [C, A] = B.

The vector fields {A,B,C} are linearly independent over R, so L(A,B,C) is the
three dimensional subspace of T (R) spanned by A, B, and C. In fact, L(A,B,C)
is isomorphic as a Lie algebra to R3 with the usual cross product, and this is the
same as the Lie algebra of the orthogonal group O(3).

However since all the coefficients vanish at the origin we have L(A,B,C)(0,0,0) =
(0), and if p = (x0, y0, z0) 6= (0, 0, 0), it is easy to check that L(A, B, C)p is the
two dimensional subspace of the tangent space Tp(R3) which is perpendicular to
the vector (x0, y0, z0). Thus the vectors {A,B,C} are not of finite type.

Example 2: Consider the two vector fields in T (R3) given by

X = ∂x −
1
2
y ∂z, Y = ∂y +

1
2
x ∂z.
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If we set Z = ∂z, then we have [X, Y ] = Z, while [X, Z] = 0 and [Y, Z] = 0.
The vector fields {X,Y, Z} are linearly independent over R, so L(X,Y ) is the three
dimensional subspace of T (R3) spanned by X, Y , and Z. Moreover, for every
p ∈ R3 the three tangent vectors Xp, Yp and Zp are linearly independent, and so
L(X,Y )p = Tp(R3). Thus the two vector fields {X,Y } are of finite type on R3.

This is the first appearance of the Lie algebra of the Heisenberg group H1, and
we shall frequently return to this example.

1.4. Derivatives of determinants.

Definition 1.7. Let X1, . . . , Xn ∈ T (Ω) with Xj =
∑n
k=1 aj,k∂xk . The deter-

minant is the scalar function

det(X1, . . . , Xn)(x) = det{aj,k(x)}.

The determinant gives the (signed) volume of the parallelopiped spanned by the
vectors {X1(x), . . . , Xn(x)}. In particular the tangent vectors {(X1)x, . . . , (Xn)x}
span Tx(Ω) if and only if det(X1, . . . , Xn)(x) 6= 0. We shall need a formula for
the derivative of the scalar function det(X1, . . . , Xn)(x), and for this we need one
additional definition.

Definition 1.8. If X =
∑N
k=1 ak ∂xk ∈ T (Ω), the divergence of X is the scalar

function

(∇·X)(x) =
n∑
k=1

∂ak
∂xk

(x).

We can now state the promised formula.

Lemma 1.9. Let X1, . . . , Xn, T ∈ T (Ω). Then

T
(

det(X1, . . . , Xn)
)

=
n∑
k=1

det(X1, . . . , Xk−1, [T, Xk] , Xk+1, . . . , Xn)

+
(
∇·T

)
det(X1, . . . , Xn).

(1.4)

Proof. Let Xj =
∑
k aj,k ∂xk and T =

∑
l bl ∂xk . Then

[T, Xj ] =
n∑
l=1

n∑
k=1

[
bl

∂

∂xl
, aj,k

∂

∂xk

]

=
n∑
k=1

( n∑
l=1

bl
∂aj,k
∂xl

) ∂

∂xk
−

n∑
k=1

( n∑
l=1

aj,l
∂bk
∂xl

) ∂

∂xk

=
n∑
k=1

T [aj,k]
∂

∂xk
−

n∑
k=1

( n∑
l=1

aj,l
∂bk
∂xl

) ∂

∂xk
.
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Hence

det(X1, . . . , Xj−1, [T, Xj ] , Xj+1, . . . , Xn)

= det(X1, . . . , Xj−1,

n∑
k=1

T [aj,k]
∂

∂xk
, Xj+1, . . . , Xn)

− det(X1, . . . , Xj−1,

n∑
k=1

aj,k
∂bk
∂xk

∂

∂xk
, Xj+1, . . . , Xn)

− det(X1, . . . , Xj−1,

n∑
k=1

( n∑
l=1
l 6=k

aj,k
∂bk
∂xl

) ∂

∂xk
, Xj+1, . . . , Xn)

= Aj −Bj − Cj .
Now using the product rule we see that

T
(

det(X1, . . . , Xn)
)

=
n∑
j=1

Aj .

Expanding Bj by minors of the jth entry, we have

Bj =
n∑
k=1

(−1)j+kaj,k
∂bk
∂xk

Mj,k

where Mj,k is the (j, k)th minor of the matrix {ar,s}. Hence
n∑
j=1

Bj =
n∑
k=1

∂bk
∂xk

n∑
j=1

(−1)j+kaj,kMj,k =
(
∇ · T

)
det(X1, . . . , Xn).

Similarly
n∑
j=1

Cj =
n∑
k=1

n∑
l=1
l 6=k

∂bk
∂xl

n∑
j=1

(−1)j+kaj,lMj,k

=
n∑
k=1

n∑
l=1
l 6=k

∂bk
∂xl

det(X1, . . . , Xk−1, Xl, Xk+1, . . . , Xn)

= 0

since each determinant has a repeated row. This completes the proof. �

2. Vector fields and smooth mappings

In this section Ωj ⊂ Rnj , j = 1, 2, are open sets, and Φ : Ω1 → Ω2 is a smooth
mapping. This means that there are functions {ϕ1, . . . ϕn2} ⊂ E(Ω1) so that for
x ∈ Ω1,

Φ(x) =
(
ϕ1(x), . . . , ϕn2(x)

)
.

We shall sometimes assume that Φ is a diffeomorphism, which means that
n1 = n2 = n, that the mapping Φ is one-to-one and onto, and that the inverse
mapping Φ−1 : Ω2 → Ω1 is also a smooth mapping. In this case, if we denote the
coordinates in Ω1 by x = (x1, . . . , xn) and the coordinates in Ω2 by y = (y1, . . . , yn),
then Φ can also be thought of as a change of variables y = Φ(x).
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2.1. The differential acting on tangent vectors, vector fields, and
commutators.

If x ∈ Ω1, every smooth mapping Φ : Ω1 → Ω2 induces a linear mapping
dΦx : Tx → TΦ(x) called the differential of Φ at x.

Definition 2.1. Let Φ : Ω1 → Ω2 be a smooth mapping, let x ∈ Ω1, let L ∈ Tx,
and let f ∈ EΦ(x). Then f ◦ Φ ∈ Ex and we define

dΦx[L][f ] = L
[
f ◦ Φ

]
.

If L[g] =
∑n1
j=1 bj ∂xj [g](x) for g ∈ E(Ω1), the chain rule shows that

dΦx[L][f ](x) =
n2∑
k=1

[ n1∑
j=1

bj
∂ϕk
∂xj

(x)
] ∂f
∂yk

(
Φ(x)

)
. (2.1)

This shows that dΦx[L] ∈ TΦ(x). Indeed, equation (2.1) shows that if we identify
Tx with Rn1 and TΦ(x) with Rn2 via the correspondences

Rn1 3 (b1, . . . , bn1)←→
n1∑
j=1

bj ∂xj ∈ Tx

Rn2 3 (c1, . . . , cn2)←→
n2∑
k=1

ck ∂yk ∈ TΦ(x),

then dΦx has the representation as the n1 × n2 matrix

dΦx =


∂ϕ1
∂x1

· · · ∂ϕn2
∂x1

...
...

∂ϕ1
∂xn1

· · · ∂ϕn2
∂xn1

 .
When Φ : Ω1 → Ω2 is a diffeomorphism, more is true. The mapping Φ induces

a linear mapping dΦ : T (Ω1)→ T (Ω2).

Definition 2.2. Let Φ : Ω1 → Ω2 be a diffeomorphism. Let X ∈ T (Ω1) and
let f ∈ E(Ω2). Put

dΦ[X][f ] = X
[
f ◦ Φ

]
◦ Φ−1.

In fact, let X =
∑n1
j=1 aj ∂xj where aj ∈ E(Ω1). If we use equation (2.1) and let

y = Φ(x) we have

dΦ[X][f ](y) =
n2∑
k=1

[ n1∑
j=1

aj
(
Φ−1(y)

) ∂ϕk
∂xj

(
Φ−1(y)

)] ∂f
∂yk

(y)

=
n2∑
k=1

X[ϕk]
(
Φ−1(y)

) ∂f
∂yk

(y),

(2.2)

and this shows that dΦ[X] is indeed a vector field on Ω2.

The next proposition shows that commutators behave correctly under changes
of coordinates.
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Proposition 2.3. Let Φ : Ω1 → Ω2 be a diffeomorphism. If X, Y ∈ T (Ω1),
then

dΦ
[
[X,Y ]

]
=
[
dΦ[X], dΦ[Y ]

]
.

Proof. Let f ∈ E(Ω2). Then Y
[
f ◦ Φ

]
= dΦ[Y ][f ] ◦ Φ, and so

X
[
Y
[
f ◦ Φ

]]
= X

[
dΦ[Y ][f ] ◦ Φ

]
= dΦ[X]

[
dΦ[Y ][f ]

]
◦ Φ.

Similarly, we have

Y
[
X
[
f ◦ Φ

]]
= dΦ[Y ]

[
dΦ[X][f ]

]
◦ Φ.

Subtracting the second equation from the first shows that

[X,Y ]
[
f ◦ Φ

]
=
[
Φ∗[X],Φ∗[Y ]

]
[f ] ◦ Φ,

and it follows that dΦ
[
[X,Y ]

]
=
[
dΦ[X], dΦ[Y ]

]
. �

2.2. Action on determinants.

Suppose again that Φ : Ω1 → Ω2 ⊂ Rn is a diffeomorphism, and that Φ(x) =(
ϕ1(x), . . . , ϕn(x)

)
. The Jacobian determinant of Φ is

JΦ(x) = det


∂ϕ1
∂x1

(x) · · · ∂ϕ1
∂xn

(x)
...

. . .
...

∂ϕn
∂x1

(x) · · · ∂ϕn
∂xn

(x)

 (2.3)

Proposition 2.4. If X1, . . . , Xn ∈ T (Ω1) then

det
(
dΦ[X1], . . . , dΦ[Xn]

)(
Φ(x)

)
= JΦ(x) det(X1, . . . , Xn)(x).

Proof. Suppose that Xl =
∑n
j=1 aj,l ∂xj and that dΦ[Xm] =

∑n
k=1 bk,m ∂ym .

Then equation (2.1) shows thatb1,1 · · · b1,n
...

...
bn,1 · · · bn,n

 =


∂ϕ1
∂x1

· · · ∂ϕn2
∂x1

...
...

∂ϕ1
∂xn1

· · · ∂ϕn2
∂xn1


a1,1 · · · a1,n

...
...

an,1 · · · an,n


where the right hand side is the product of two matrices. The proposition follows
by taking determinants. �

3. Integral curves and the exponential maps

In this section, Ω is an open subset of Rn and X ∈ T (Ω) is a smooth real vector
field on Ω.



3. INTEGRAL CURVES AND THE EXPONENTIAL MAPS 62

3.1. Integral curves.

Returning for a moment to the geometric interpretation of a vector field, we
can think of a vector field X ∈ T (Ω) as prescribing a velocity Xx at each point
x ∈ Ω. We can then ask for parametric equations t → ψ(t) ∈ Ω of particles whose
velocity at time t is Xψ(t). The orbits of such particles are called integral curves of
the vector field X.

To make this question precise, we must identify the velocity of a particle with a
tangent vector. We do this as follows. If ψ = (ψ1, . . . , ψn) : R→ Rn parameterizes
a curve in Rn, then the usual definition of the derivative (i.e. velocity) at time t is
ψ′(t) =

(
ψ′1(t), . . . , ψ′n(t)

)
. On the other hand, let T = ∂

∂t be the standard vector
field on R. Then using Definition 2.2 and equation (2.2) we see that

dψ[T ]ψ(t) =
n∑
k=1

ψ′k(t)
∂

∂xk

is a tangent vector at the point ψ(t). Thus it is natural to identify the velocity at
time t of a particle whose orbit is parameterized by the mapping ψ with the tangent
vector dψ[T ]ψ(t), and we write

ψ′(t) = dψ[T ]ψ(t).

Definition 3.1. Let X be a vector field on Ω ⊂ Rn. An integral curve for the
vector field X is a C1 mapping ψ = (ψ1, . . . , ψn) from an interval (a, b) ⊂ R to Ω
such that for t ∈ (a, b)

ψ′(t) = dψ[T ]ψ(t) = Xψ(t).

If X =
∑n
j=1 aj ∂xj , the equation ψ′(t) = Xψ(t) is equivalent to the system of

ordinary differential equations

ψ′1(t) = a1

(
ψ1(t), . . . , ψn(t)

)
,

...

ψ′n(t) = an
(
ψ1(t), . . . , ψn(t)

)
.

(3.1)

In addition to these equations, we can also require that the solution ψ(t) pass
through a given point x ∈ Ω. The following theorem provides the basic results
about existence and uniqueness of such systems.

Theorem 3.2. Let X =
∑n
j=1 aj ∂xj ∈ T (Ω) and let K ⊂ Ω be compact. There

exists ε > 0 and a C∞ mapping EX = E : (−ε,+ε) × K → Ω with the following
properties:

(1) For each x ∈ K, the mapping t → E(t, x) is an integral curve for X
passing through x when t = 0. Thus

∂tE(t, x) = XE(t,x);

E(t, 0) = x.

(2) This solution is unique. If ϕ : (−η,+η) → Ω is a C1 mapping such that
ϕ′(t) = Xϕ(t) and ϕ(0) = x, then ϕ(t) = E(t, x) for |t| < min(ε, η).
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(3) The constant ε can be chosen to depend only the supremum of the first
derivatives of the coefficients {aj} of X on Ω and on the distance from K
to the complement of Ω.

(4) For (t, x) ∈ (−ε,+ε) × K, we can estimate
∣∣∂αx ∂βt E(t, x)

∣∣ in terms of
the supremum of finitely many derivatives of the coefficients {aj} on the
compact set Ω.

(5) If the coefficients {aj} of the vector field X depend smoothly on additional
parameters {λ1, . . . , λm} then the solution EX also depends smoothly on
these parameters. We can estimate derivatives

∣∣∂αx ∂βt ∂γλΨ(t, x, λ)
∣∣ in

terms of the supremum of derivatives in x and λ of the coefficients {aj}
on Ω.

We remark that the solution function E(t, x) actually exists for all x ∈ Ω, but
that as x approaches the boundary of Ω, the interval in t for which the solution
exists may shrink to zero. In particular, there is a unique integral curve of X
passing through each point of Ω. These curves foliated the open set Ω, and the
vector field X is everywhere tangent to this foliation.

Corollary 3.3. Let X be a vector field on Ω and let K ⊂ Ω be a compact
subset. Let E(t, x) be the solution given in the Theorem 3.2. There exists ε > 0 so
that

(1) If x ∈ K and if |t1|+ |t2| < ε, then

E(t1, E(t2, x)) = E(t1 + t2, x).

(2) If x ∈ K, if λ ∈ R and if |λ t| < ε, then

EX(λ t, x) = EλX(t, x).

(3) Let |t| < ε and let

Kt = {y ∈ Ω
∣∣y = E(t, x) for some x ∈ K}.

Then x → E(t, x) is a diffeomorphism of K onto Kt. This mapping is
called the flow associated to the vector field X.

Proof. We observe that the mappings t→ E(t1, (E(t, x))) and t→ E(t1+t, x)
satisfy the same differential equation and agree when t = 0. Thus the first statement
in the corollary follows from the uniqueness assertion of the theorem. Similarly, the
mappings t → EX(λ t, x) and t → EλX(t, x) satisfy the same differential equation
and agree when t = 0. Finally, the first assertion of the corollary shows that
x→ E(−t, x) is the inverse of the mapping x→ E(t, x). �

3.2. The exponential mapping.

We now investigate the formal Taylor series expansion of the flow associated
to a vector field X ∈ T (Ω). We will use the following notation. Let f ∈ Ex0 be a
germ of a smooth function at a point x0 ∈ Rn. Then we write

f(x) x∼
∑
α

aα (x− x0)α

to indicated that the infinite series on the right hand side is the formal Taylor
series of the function f about the point x0. If X ∈ T (Ω), we can inductively
define the powers {Xk} as operators on E(Ω). Thus if f ∈ E(Ω), set X0[f ] = f ,
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X1[f ] = X[f ] and Xk+1[f ] = X
[
Xk[f ]

]
. Note that with this definition Xk is a

kth order differential operator. The basic result which allows us to compute formal
Taylor series is the following.

Lemma 3.4. Let X ∈ T (Ω), let x ∈ Ω, and let f ∈ E(U) where U ⊂ Ω is an
open neighborhood of x. There exists ε > 0 so that E(t, x) ∈ U if |t| < ε. Put
F (t) = f

(
E(t, x)

)
for |t| < ε. Then for every k ≥ 0,

dkF

dtk
(t) = F (k)(t) = Xk[f ]

(
E(t, x)

)
.

Proof. Let X =
∑n
k=1 ak ∂xk with ak ∈ E(Ω). With x fixed, write E(t, x) =(

ψ1(t), . . . , ψn(t)
)
. Using the chain rule and equation (3.1) we have

F ′(t) =
n∑
k=1

∂f

∂xk

(
E(t, x)

)
ψ′k(t)

=
n∑
k=1

ak
(
E(t, x)

) ∂f
∂xk

(E(t, x) = X[f ]
(
E(t, x)

)
.

The case of general k now follows easily by induction. �

Corollary 3.5. Suppose that f is a smooth function defined in a neighborhood
of the point x. Then

f
(
E(t, x)

) t∼
∞∑
k=0

tk

k!
Xk[f ](x),

where now t∼ denotes equality as formal Taylor series about t = 0.

The form of the sum in Corollary 3.5 suggests the following definition.

Definition 3.6. The solution EX(t, x) to the initial value problem ψ′(t) =
Xψ(t), ψ(0) = x, is called the exponential map associated to the vector field X. We
write

E(t, x) = etX(x) = exp[tX](x).

It follows from Corollary 3.3 that for s and t sufficiently small we have

exp[(s+ t)X](x) = exp[sX]
(

exp[tX](x)
)
;

exp[(st)X](x) = exp[s(tX)](x).

We can rewrite the case k = 1 of Lemma 3.4 in a form that will frequently be
useful.

Corollary 3.7. Let f ∈ E(Ω) and X ∈ T (Ω). Then for x ∈ Ω and |t|
sufficiently small we have

d

dt
f
(

exp(tX)(x)
)

= X[f ]
(

exp(tX)(x)
)
.

In particular

X[f ](x) =
d

ds
f
(

exp((s)X)(x)
)∣∣∣
s=0

.

If we use Corollary 3.5 and apply Taylor’s theorem, we also have



3. INTEGRAL CURVES AND THE EXPONENTIAL MAPS 65

Corollary 3.8. Let X ∈ T (Ω), let K ⊂ Ω be compact. Let x ∈ K and let V
be an open neighborhood of x. Let f ∈ E(V ). There exists ε > 0 so that for every
integer M ≥ 1 and every x ∈ K, if |t| < ε then∣∣∣∣∣f( exp[tX](x)

)
−
M−1∑
k=0

tk

k!
Xk[f ](x)

∣∣∣∣∣ ≤ CM tM . (3.2)

Here CM depends on the supremum of derivatives of f up to order M on V and
on the supremum of derivatives of the coefficients of the vector field X up to order
M − 1 on Ω.

3.3. Exponential maps of several vector fields.

Now suppose that X1, . . . , Xp ∈ T (Ω). Fix δ > 0, and let {d1, . . . , dp} be
positive real numbers1. If u = (u1, . . . , up) ∈ Rp, then

∑p
j=1 uj δ

dj Xj is again a
smooth vector field on Ω. Let B(ε) be the Euclidean ball of radius ε centered at the
origin in Rp. It follows from Theorem 3.2 that if K ⊂ Ω is compact, there exists
ε > 0 so that the mapping

Eδ(u;x) = E
(
(δd1 u1, . . . , δ

dp up);x
)

= exp
[ p∑
j=1

uj δ
dj Xj

]
(x)

is defined and infinitely differentiable on the set B(ε)×K and takes values in Ω. We
investigate the Taylor expansion of smooth functions composed with the mapping
Eδ(u;x). We have the following analogue of Corollaries 3.5 and 3.8.

Lemma 3.9. Suppose that g is a smooth function defined in a neighborhood V

of x ∈ K, let 0 < δ ≤ 1, and put G(u1, . . . , up) = g
(

exp
[ p∑
j=1

uj δ
dj Xj

]
(x)
)

. Then

G is a smooth function defined in a neighborhood of the origin in Rp, and its formal
Taylor series at the origin is given by

G(u1, . . . , up)
u∼
∞∑
k=0

1
k!

( p∑
j=1

uj δ
dj Xj

)k
[g](x).

Let d = min1≤j≤p dj. For every integer M ≥ 1 and every x ∈ K, if |u| < 1
then ∣∣∣∣∣G(u1, . . . , up)−

M−1∑
k=0

1
k!

( p∑
j=1

uj δ
dj Xj

)k
[g](x)

∣∣∣∣∣ ≤ CM δMd|u|M .

Here CM is independent of δ and depends on the supremum of derivatives of g up to
order M on V and on the supremum of derivatives of the coefficients of the vector
fields {X1, . . . , Xp} up to order M − 1 on Ω.

Proof. Set

G̃(t, u1, . . . , up) = G(tu1, . . . , tup) = g
(

exp
[
t

p∑
j=1

uj δ
dj Xj

]
(x)
)
.

If we write Yu =
∑p
j=1 uj δ

dj Xj , then Yu is a smooth vector field and

G̃(t, u1, . . . , up) = g
(

exp(t Yu)(x)
)
.

1This extra parameter δ will be needed in Chapter 3, Section 3, when we introduce the
mapping Θx,δ in equation (??).
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Thus according to the chain rule and Corollary 3.5, we have∑
|α|=n

n!
α!
uα

∂αG

∂uα
(0) =

∂nG̃

∂tn
(0, u1, . . . , up) =

( p∑
j=1

uj δ
dj Xj

)n
[g](x).

Consequently, as formal power series in (u1, . . . , up), we have the identity of formal
series ∑

α

uα

α!
∂αG

∂uα
(0) =

∞∑
n=0

1
n!

( p∑
j=1

uj δ
dj Xj

)n
[g](x).

The left hand side is the formal Taylor expansion of G, which gives the first assertion
of the lemma. The second assertion about approximation follows as before from
Taylor’s theorem. This completes the proof. �

Note that
(∑p

j=1 uj Xj

)n
is a differential operator of order n. If the vector

fields {X1, . . . , Xp} commute, we can write
(∑p

j=1 uj Xj

)k
=
∑
|α|=k

k!
α! u

αXα

where Xα = Xα1
1 · · ·X

αp
p . In this case the Taylor expansion of G can be written

G(u1, . . . , up)
u∼
∑
α

uα

α!
Xα[g](x),

and we can conclude that
∂αG

∂uα
(0) = Xα[g](x). However, if the vector fields do not

commute, the expression for
∂αG

∂uα
(0) is a non-commuting polynomial of degree |α|

in the vector fields {X1, . . . , Xp} applied to g and evaluated at 0.

We shall need one further generalization of Lemma 3.9. Suppose that

P (u;X) =
p∑
j=1

pj(u)Xj ,

where each pj is a polynomial in the variables (u1, . . . , up) and has no constant
term.

Corollary 3.10. Suppose that V ⊂ Ω is an open neighborhood of x ∈ K and
that g ∈ E(V ). Put G(u) = g

(
exp

(
P (u;X)

)
(x)
)

. Then G is a smooth function
defined in a neighborhood of the origin in Rp, and

(1) The formal Taylor series of Gx at the origin in Rp is given by

G(u) u∼
∞∑
k=0

1
k!
(
P (u;X)

)k[g](x); (3.3)

(2) There exists ε > 0 so that for all x ∈ K and all integers M ≥ 1, if |u| < ε
then ∣∣∣∣∣Gx(u)−

M−1∑
k=0

1
k!
(
P (u;X)

)k[g](x)

∣∣∣∣∣ ≤ CM |u|M . (3.4)

The constant CM depends on the supremum of the derivatives of g up to
order M on V and on the supremum of the derivatives of the coefficients
of the vector fields {X1, . . . , Xp} up to order M − 1 on the set Ω.
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4. Composition of flows

Let X and Y be two smooth real vector fields on an open subset Ω ⊂ Rn. Each
vector field defines a flow, exp(sX) and exp(tY ), which are defined on compact
subsets K ⊂ Ω if |s| and |t| are sufficiently small. In this section we study the
composition exp(sX) ◦ exp(tY ) when it is defined.

We begin by showing that the flows exp(sX) and exp(tY ) commute if and only
if the commutator [X, Y ] = 0. Moreover, we show that in this case we have the
usual law for products of exponents exp(sX) ◦ exp(tY ) = exp(sX + tY ). If the
two flows do not commute, the situation is more complicated. We show, using the
Campbell-Baker-Hausdorff formula, that there are smooth vector fields {ZN (s, t)}
so that exp(sX) ◦ exp(tY )− exp

(
ZN (s, t)

)
vanishes to high order.

4.1. Commuting vector fields.

The goal of this subsection is to establish the following result which gives a first
indication of the relationship between flows and commutators.

Theorem 4.1. Let X,Y ∈ T (Ω) be smooth real vector fields. The the following
two conditions are equivalent.

(1) For every x ∈ Ω we have exp(sX)
(

exp(tY )(x)
)

= exp(tY )
(

exp(sX)(x)
)

for all (s, t) in an open neighborhood of the origin in R2, where the neigh-
borhood may depend on x.

(2) The commutator [X, Y ] = 0 on Ω.

We begin by studying the differential of the flow associated to a smooth real
vector field X ∈ T (Ω). If K ⊂ Ω is compact, Corollary 3.3 guarantees the existence
of a constant ε > 0 so that for |t| < ε, the mapping exp(tX) : K → Kt is a
diffeomorphism. The differential of the flow x→ exp(tX)(x) gives an isomorphism
between tangent spaces d exp(tX) : Tx → Texp(tX)(x). In particular, the vector field
X defines a tangent vector Xx ∈ Tx, and it follows from Corollary 3.7 that

d exp(tX)[Xx] = Xexp(tX)(x). (4.1)

Thus the vector field X is invariant under the flow generated by X.
We next observe that if Y ∈ T (Ω) is a second vector field, we can use the flow

associated to X to generate a local2 one parameter family of vector fields t → Yt
with Y0 = Y . More precisely, for each compact subset K ⊂ Ω, let ε be the con-
stant from Corollary 3.3. We define Yt by giving the corresponding tangent vector
(Yt)x ∈ Tx at each point x ∈ K. For |t| < ε

2 the vector field Y defines a tangent
vector Yexp(tX)(x) at the point exp(tX)(x). Since x = exp(−tX)

(
exp(tX)(x)

)
,

the differential d exp(−tX) maps Texp(tX)(x) to Tx, and we define a tangent vector
(Yt)x ∈ Tx by

(Yt)x = d exp(−tX)[Yexp(tX)(x)]. (4.2)
This means that if f is a smooth function defined in a neighborhood of K, then for
x ∈ K and |t| sufficiently small

(Yt)x[f ] = Yt[f ](x) = Y [f ◦ exp(−tX)]
(

exp(tX)(x)
)
. (4.3)

2The term local here means that the family {Yt} is defined on compact subsets for |t| suffi-
ciently small.
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Let us see what this means in a simple example. Suppose that X = ∂x1 is
differentiation with respect to the first coordinate. Then exp(tX)(x1, x2, . . . , xn) =
(x1 + t, x2, . . . , xn), and f ◦ exp(−tX)(x) = f(x1 − t, x2, . . . , xn). Suppose Y =∑n
j=1 bj ∂xj . Then

Y [f ◦ exp(tX)](x1, . . . , xn) =
n∑
j=1

bj(x1, . . . , xn)
∂f

∂xj
(x1 − t, x2, . . . , xn)

and hence

Yt[f ](x1, x2, . . . , xn) =
n∑
j=1

bj(x1 + t, x2, . . . , xn)
∂f

∂xj
(x1, x2, . . . , xn).

Thus (Yt)x is just the value of the vector field Y at points along the integral curve
of X through x.

The next Lemma provides a connection between this family of tangent vectors
and the commutator of X and Y . (See Narasimhan [Nar85]).

Lemma 4.2. Let X and Y be smooth real vector fields on Ω, and let x ∈ Ω. Let
(Yt)x ∈ Tx be the local one-parameter family of tangent vectors defined in equations
(4.2). Then

d

dt
(Yt)x = [X, Yt]x .

(We remark that if X = ∂x1 as in the above example, then

d

dt
Yt[f ](x1, x2, . . . , xn) =

n∑
j=1

∂bj
∂x1

(x1 + t, x2, . . . , xn)
∂f

∂xj
(x1, x2, . . . , xn),

and this is indeed the commutator [X, Yt].)

Proof of Lemma 4.2. We have
d

dt

(
(Yt)x[f ]

)∣∣∣
t=0

= lim
t→0+

t−1
[
Y [f ◦ exp(−tX)] ◦ exp(tX)(x)− Y [f ](x)

]
= lim
t→0

t−1
[
Y [f ◦ exp(−tX)]− Y [f ]

]
◦ exp(tX)(x)

− lim
t→0+

t−1
[
Y [f ] ◦ exp(−tX)− Y [f ]

]
◦ exp(tX)(x)

= lim
t→0

t−1
[
Y [f ◦ exp(−tX)]− Y [f ]

]
(x)

− lim
t→0+

t−1
[
Y [f ] ◦ exp(−tX)− Y [f ]

]
(x)

since limt→0 exp(tX)(x) = x. Now

lim
t→0

t−1
[
Y [f ] ◦ exp(−tX)− Y [f ]

]
(x) = −X

[
Y [f ]

]
(x)

by the definition of the exponential map. On the other hand

lim
t→0

t−1
[
Y [f ◦ exp(−tX)]− Y [f ]

]
(x) = − lim

t→0
Y
[f ◦ exp(tX)]− f

t

]
(x)

= −Y
[
X[f ]

]
(x)
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This establishes the lemma when t = 0. But for |t| small we have

d exp(tX)
[ d
dt

(
Yt[f ]

)]
= d exp(tX)

[ d
dt

(
Yt[f ]

)∣∣∣
t=0

]
= d exp(tX) [Y0, X] [f ]

= [d exp(tX)Y0, d exp(tX)X] [f ]

= [Yt, X] [f ],

which completes the proof of the lemma. �

Proof of Theorem 4.1. Suppose first that the flows generated by X and Y
commute. That is, assume that for all x ∈ Ω we have

exp(sX)
(

exp(tY )(x)
)

= exp(tY )
(

exp(sX)(x)
)

for all (s, t) in an open neighborhood of the origin in R2. Let f be a smooth function
defined a neighborhood of x, and put

F (s, t) = f
(

exp(sX)
(

exp(tY )(x)
)
.

Then by Corollary 3.7, we have

∂2F

∂t∂s
(s, t) =

∂

∂t

[
∂F

∂s
(s, t)

]
=

∂

∂t

[
X[f ]

(
exp(sX)

(
exp(tY )(x)

)]
=

∂

∂t

[
X[f ]

(
exp(tY )

(
exp(sX)(x)

)]
= Y

[
X[f ]

](
exp(tY )

(
exp(sX)(x)

)
= Y X[f ]

(
exp(sX)

(
exp(tY )(x)

)
.

Since ∂2F
∂t∂s = ∂2F

∂s∂t , we see that Y X[f ] = XY [f ], and hence [X, Y ] = 0.
Next suppose that [X, Y ] = 0. Let {Yt} be the local family of vector fields

defined in equation (4.2. Then since 0 = d exp(tX)[0], we have

d

dt
(Yt) = [X, Yt]

= [d exp(tX)[X], d exp(tX)[Y ]]

= d exp(tX)
[

[X, Y ]
]

= d exp(tX)[0] = 0.

Thus Yt is constant, and since Y0 = Y , it follows that Yt = Y for all small t. It
follows from equation (4.3) that if f ∈ E(Ω) and if x ∈ Ω, then

Y [f ]
(

exp(tX)(x)
)

= Y [f ◦ exp(tX)](x)

for |t| small. Then for x ∈ Ω and |s|+ |t| small we have

d

ds

[
f
(

exp(tX) ◦ exp(sY )(x)
)]

=
d

ds

[
f ◦ exp(tX)

(
exp(sY )(x)

)]
= Y

[
f ◦ exp(tX)

](
exp(sY )(x)

)
= Y [f ]

(
exp(tX)

(
exp(sY )(x)

))
= Y [f ]

(
exp(tX) ◦ exp(sY )(x)

)
,
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or equivalently

d

ds

[
f
(

exp(tX) ◦ exp(sY ) ◦ (−tX)(x)
)]

= Y [f ]
(

exp(tX) ◦ exp(sY ) ◦ exp(−tX)(x)
)
.

But then the curves

γ1(s) = exp(sY )(x),

γ2(s) = exp(tX) ◦ exp(sY ) ◦ exp(−tX)(x),

satisfy the differential equation

d

ds

[
f
(
γj(s)

)]
= Y [f ]

(
γj(s)

)
and satisfy the initial condition γj(0) = x. By the uniqueness statement in Theorem
3.2, it follows that γ1(s) = γ2(s), and hence

exp(sY ) ◦ exp(tX)(x) = exp(tX) ◦ exp(sY )(x)

for |s|+ |t| sufficiently small. This completes the proof. �

We can now show that the usual rule for multiplication of exponentials holds
for exp(sX) ◦ exp(tY ) is the vector fields X and Y commute.

Proposition 4.3. Suppose that X,Y ∈ T (Ω) and that [X, Y ] = 0. Let K ⊂ Ω
be compact. Then there exists ε > 0 so that

exp(sX) ◦ exp(tY )(x) = exp(sX + tY )(x)

for all x ∈ K and all |s|+ |t| < ε.

Proof. Let V be an open neighborhood of K, and let f ∈ E(V ). For x ∈ K
and |t|+ |s| sufficiently small, let

H(s, t) = f
(

exp(sX) ◦ exp(tY )(x)
)

= f
(

exp(tY ) ◦ exp(sX)(x)
)
.

Then it follows from Lemma 3.4 that
∂H

∂s
(s, t) = X[f ]

(
exp(sX) ◦ exp(tY )(x)

)
,

∂H

∂t
(s, t) = Y [f ]

(
exp(sX) ◦ exp(tY )(x)

)
.

Hence
d

dt
f(exp(tX) ◦ exp(tY )(x) = (X + Y )[f ](exp(tX) ◦ exp(tY )(x).

But since we also have
d

dt
f(exp

(
t(X + Y )

)
(x) = (X + Y )[f ](exp

(
t(X + Y )

)
(x)

the uniqueness of solutions implies that whenever X and Y commute, we have

exp(tX) ◦ exp(tY )(x) = exp
(
t(X + Y )

)
(x) (4.4)

for all small |t|.
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To show that exp(sX) ◦ exp(tY )(x) = exp(sX + tY )(x), we may assume that
t 6= 0. Then sX = t(st−1)X, and since (st−1)X and Y commute, we can apply
equation (4.4) to get

exp(sX) ◦ exp(tY )(x) = exp
(
t (st−1)X

)
◦ exp(tY )(x)

= exp
(
t((st−1X + Y )

)
= exp(sX + tY )(x).

This completes the proof. �

4.2. Non-commuting vector fields.

Next we turn to the description of a composition exp(sX)◦exp(tY ) when X and
Y do not commute. Ideally we would like to find a vector field Z(s, t), depending
smoothly on s and t, so that exp(sX) ◦ exp(tY ) = exp

(
Z(s, t)

)
. In general this is

not possible, but we can find smooth vector fields {ZN (s, t)} so that exp
(
ZN (s, t)

)
agrees to high order with exp(sX) ◦ exp(tY ). Moreover, we can take ZN (s, t) to be
the N th partial sum of a formal infinite series in s and t with coefficients which are
iterated commutators of X and Y . This construction depends on the Campbell-
Baker-Hausdorff formula.

We shall, in fact, work somewhat more generally. Let K ⊂ Ω be compact and
let X1, . . . , Xp, Y1, . . . , Yq ∈ T (Ω) be smooth vector fields. If u = (u1, . . . , up) ∈ Rp
and v = (v1, . . . , vq) ∈ Rq, write u ·X =

∑p
j=1 ujXj and v · Y =

∑q
k=1 vkYk. Then

there exists ε > 0 so that if |u| < ε and |v| < ε, the mapping

x→
[

exp(u ·X) ◦ exp(v · Y )
]
(x) = exp(u ·X)

(
exp(v · Y )(x)

)
is defined on K and maps K diffeomorphically onto its image.

Let x ∈ K, let V be an open neighborhood of x, and let f ∈ E(V ). Then

F (u, u) = f
(

exp(u ·X)
(

exp(v · Y )(x)
))

is infinitely differentiable in a neighborhood of the origin in Rp×Rq. Using Lemma
3.9, we have

F (u, v) u∼
∞∑
m=0

1
m!

(u ·X)m[f ]
(

exp(tY )(x)
)
,

or equivalently, for each m ≥ 0,∑
|α|=m

uα

α!
∂|α|F

∂uα
(0, v) =

1
m!

(u ·X)m[f ]
(

exp(v · Y )(x)
)
.

We can apply Lemma 3.9 again and obtain∑
|α|=m

uα

α!
∂|α|F

∂uα
(0, v) v∼ 1

m!

∞∑
n=0

1
n!

(t · Y )n
[
Xm[f ]

]
(x),

or equivalently, for each m,n ≥ 0.∑
|α|=m

∑
|β|=n

vβ

β!
uα

α!
∂|α|+|β|F

∂βv∂uα
(0, 0) =

1
n!m!

(v · Y )n(u ·X)m[f ](x).
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Thus the Taylor expansion of F in u and v about the point (0, 0) is given by

F (u, v)
u,v∼

∞∑
m,n=0

1
m!n!

(v · Y )n(u ·X)m[f ](x).

However, as a formal power series in the non-commuting variables (u·X) and (v ·Y ),
we have

∞∑
m,n=0

1
m!n!

(v · Y )n(u ·X)m = exp(v · Y ) exp(u ·X).

Thus we have a product of two formal power series given as exponentials.
The Campbell-Baker-Hausdorff formula expresses a product of exponentials

exp(A) exp(B) as the exponential of a formal series which is given in terms of
commutators of A and B. Explicitly,

exp(A) exp(B) = exp
(
Z(A,B)

)
where

Z(A,B) = A+B +
∞∑
n=2

PN (A,B)

and

PN (A,B) =
1
N

N∑
k=1

(−1)k+1

k

∑
P

(mj+nj)=N
mj+nj≥1

1∏
mj !nj !

adm1
A ad n1

B · · · admkA ad nkB . (4.5)

The proof of the Campbell-Baker-Hausdorff formula is given in Chapter 7, Section
5.

Recall that ad x[y] = [x, y], and the meaning of equation (4.5) is

adm1
A ad n1

B · · · admkA ad nkB =


adm1

A ad n1
B · · · admkA ad nk−1

B [B] if nk ≥ 1,

adm1
A ad n1

B · · · ad nk−1
B admk−1

A [A] if nk = 0.
(4.6)

Thus each PN is a linear combination of iterated commutators of A and B of total
length N . In particular,

P2(A,B) =
1
2

[A,B],

P3(A,B) =
1
12

[A, [A,B]]− 1
12

[B, [A,B]],

P4(A,B) = − 1
48

[B, [A, [A,B]]]− 1
48

[A, [B, [A,B]]].

We now apply this formula to the case when A =
∑p
j=1 uj Xj = u · X and

B =
∑q
k=1 vk Yk. It follows that

F (u, v)
u,v∼ exp

(
Z(u, v)

)
[f ](x)

where as a formal series

Z(u, v) = u ·X + v · Y +
∞∑
N=2

∑
|α|+|β|=N
|α|,|β|≥1

uαvβPα,β(X,Y )
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and Pα,β(X,Y ) is a linear combination of iterated commutators of the vectors
{X1, . . . , Xp, Y1, . . . , Yq} of length |α|+ |β|. Thus for example∑

|α|+|β|=2
|α|,|β|≥1

uαvβPα,β(X,Y ) =
1
2

p∑
j=1

q∑
k=1

ujvk[Xj , Yk]

and ∑
|α|+|β|=3
|α|,|β|≥1

uαvβPα,β(X,Y ) =
1
12

p∑
j,k=1

q∑
l=1

ujukvl[Xj , [Xk, Yl]]

− 1
12

p∑
k=1

q∑
j,l=1

vjukvl[Yj , [Xk, Yl]]

For any integer M ≥ 2 let

ZM (u, v) = u ·X + v · Y +
∑

|α|,|β|≥1
|α|+|β|≤M

uα vβPα,β(X,Y ).

ZM (u, v) is a polynomial of degree M in u and v with coefficients which are linear
combinations of vector fields, each of which is an iterated commutators of the vector
fields {X1, . . . , Xp, Y1, . . . , Yq}. In particular, ZM (u, v) is a smooth vector field for
each fixed (u, v).

Lemma 4.4. Let K ⊂ Ω be compact. There exists ε > 0 so that if x ∈ K and
if f is a smooth function defined in a neighborhood of x, then for all |u|+ |v| < ε∣∣∣f( exp

[ p∑
j=1

uj Xj

]
◦ exp

[ q∑
k=1

vj Yj

]
(x)
)
−f
(

exp
[
ZM (u, v)

]
(x)
)∣∣∣

≤ CM
(
|u|+ |v|

)M+1

where the constant CM depends on estimates for derivatives of f up to order M +1
in a neighborhood of x and on the supremum of the derivatives of the coefficients
of the vector fields {X1, . . . , Xp, Y1, . . . , Yq}. In particular, if we take for f any
coordinate function on Ω, it follows that∣∣∣ exp

[ p∑
j=1

uj Xj

]
◦ exp

[ p∑
j=1

vj Xj

]
(x)− exp

[
ZM (u, v)

]
(x)
∣∣∣ ≤ CM (|u|+ |v|)M+1

Suppose again that {X1, . . . , Xp} are smooth vector fields on Ω. For x ∈ Ω and
|s|+ |t| sufficiently small, we can consider the mapping

Γ(s, t)(x) = exp

 p∑
j=1

(sj + tj)Xj

 ◦ exp

− p∑
j=1

tj Xj

 (x)

≡ exp [(s+ t) ·X] ◦ exp [−t ·X] (x).

We list some elementary properties of the mappings Γ(s, t):
(1) For t = 0, Γ(s, 0)(x) = exp[sX](x).
(2) For s = 0, Γ(0, t)(x) = x.
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(3) If the vector fields {Xj} commute, then for all t, Γ(s, 0)(x) = exp[sX](x).
Thus for each t ∈ Rp, s → Γ(s, t)(x) is a smooth mapping of a neighborhood

of the origin in Rp to Ω which takes 0 to x. When t = 0, this mapping is just the
exponential mapping, but as t varies, we get a family of such mappings.

Lemma 4.5. For 1 ≤ j ≤ p, and for each multi-index α with |α| ≥ 2 there is a
smooth vector fields Zj,α on Ω so that for any integer M , if we let Zj,M (t) denote
the smooth vector field

Zj,M = Xj +
∑

2≤|α|≤M

tα Zj,α,

then if f is smooth in a neighborhood of x, we have∣∣f(Γ(s, t)(x)
)
− f

(
exp[s · ZM ](x)

)∣∣ ≤ C [s2 + s tM+1
]
.

Proof?

5. Normal coordinates

Let Ω ⊂ Rn be an open set, and let X1, . . . , Xn ∈ T (Ω) be smooth vector fields.
The exponential mapping allows us to introduce special coordinates near each point
in Ω which are particularly adapted to the n vector fields.

5.1. The definition of Θx.

Let K ⊂ Ω be compact. Then using Theorem 3.2, it follows that there exists
ε > 0 so that if x ∈ K and if u = (u1, . . . , un) ∈ Rn with |u| < ε, then

Θx(u1, . . . , un) = exp
[ n∑
j=1

ujXj

]
(x) (5.1)

is defined and belongs to Ω. Moreover, if B(ε) is the ball of radius ε centered at the
origin in Rn, Θx : B(ε)→ Ω is an infinitely differentiable mapping with Θx(0) = 0.

Lemma 5.1. Let X1, . . . , Xn ∈ T (Ω). For every x ∈ Ω,

JΘx(0) = det(X1, . . . , Xn)(x),

where JΘx is the Jacobian determinant of the mapping Θx. If K ⊂ Ω is compact
and if det(X1, . . . , Xn)(x) 6= 0 for all x ∈ K there exists η > 0 so that for all x ∈ K

(1) the mapping Θx is a diffeomorphism of B(η) onto its image, denoted by
Nx;

(2) for all y ∈ Nx, det(X1, . . . , Xn)(y) 6= 0.

Proof. Let x ∈ Ω, and let f be a smooth function defined in an open neigh-
borhood of x. Put

F (t) = f
(
Θx(0, . . . , 0, t, 0, . . . , 0)

)
= f

(
exp(tXj)(x)

)
,

where t appears in the jth entry of Θx. Then F is a smooth function defined in
a neighborhood of the origin in R, and Lemma 3.4 shows that F ′(0) = Xj [f ](x).
According to Definition 2.2, dΘx[∂uj ]x = (Xj)x, and this shows that JΘx(0) =
det(X1, . . . , Xn)(x). It then follows from the open mapping theorem that there is
an η > 0 so that Θx is a diffeomorphism on B(η), and η can be chosen uniformly
for all x ∈ K. Shrinking η if necessary, we can insure that det(X1, . . . , Xn) does
not vanish on Nx. This completes the proof. �
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We shall denote the inverse of the mapping Θx by Ξx. Thus Nx is an open
neighborhood of x ∈ K and Ξx : Nx → B(η) is a diffeomorphism. We can compose
the coordinate functions {u1, . . . , un} on B(η) with the mapping Ξx, and this gives
a new coordinate system on Nx called the normal coordinates relative to the vector
fields {X1, . . . , Xn}.

5.2. The action of dΘx on tangent vectors.

On B(η) ⊂ Rn we have the standard coordinate vector fields {∂u1 , . . . , ∂un}, and
we can use the diffeomorphism Θx to push these vector fields forward and obtain
n vector fields {dΘx[∂u1 ], . . . , dΘx[∂un ]} on Nx. We also have the original n vector
fields {X1, . . . , Xn} on Nx. We observed in the proof of Lemma 5.1 that these two
sets of vector fields determine the same tangent vectors at the point x. However,
this is not true in general for y ∈ Nx with y 6= x. To understand how the two sets
of vector fields are related in general, we need to use the Campbell-Baker-Hausdorff
formula.

Lemma 5.2. Let K ⊂ Ω be compact and let N be a positive integer. Shrinking
η if necessary, there is a constant CN so that if x ∈ K and |u| < eta

∣∣∣dΘx[∂uj ]−
[
Xj +

N∑
k=2

αk

k-fold iterate︷ ︸︸ ︷
[u ·X, [u ·X, · · · [u ·X, Xj ]]]

]∣∣∣ ≤ CN |u|N+1

where it is understood that all vector fields are evaluated at the point Θx(u) ∈ Nx.
Here {α2, α3, . . .} are constants (rational numbers) which arise from the Campbell-
Baker Hausdorff formula.

Proof. If we could find a family of vector fields Wj(u) on Nx, depending
smoothly on u ∈ B(η), such that

exp(u ·X + tXj)(x) = exp
(
tWj(u)

)(
exp

(
u ·X

)
(x)
)

(5.2)

it would follow from Lemma 3.4 that for any smooth function f defined in a neigh-
borhood of x we have

d

dt

[
f
(

exp
(
u ·X + tXj

)
(x)
)]
t=0

= Wj(u)[f ](Θx(u)
)
.

The definition of the mapping Θx would then show that(
dΘx[∂uj ]

)
Θx(u)

= Wj(u).

There may not be any such vector fields Wj(u), but we can use the Campbell-
Baker-Hausdorff formula to find a family of vector fields Wj,N (u) for which equation
(5.2) holds up to order N in u. To do this, note that equation (5.2) is equivalent
to the equation

exp
(
tWj

)
= exp

(
u ·X + tXj

)
◦ exp

(
− u ·X

)
.

We use Lemma 4.4 to approximate the right hand side. If êj denotes the unit vector
in Rn with +1 in the jth entry and zeros elsewhere, we have u·X+tXj = (u+têj)·X.
Then if we put

Zj,N (u, t) = (u ·X + tXj) + (−u ·X) +
∑

|α|,|β|≥1
|α|+|β|≤N

(u+ têj)α(−u)βPα,β(X,X),
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it follows from Lemma 4.4 that∣∣∣ exp
(
u ·X + tXj

)
◦ exp

(
− u ·X

)
− exp

(
Zj,N (u, t)

)∣∣∣ ≤ CN(|u|N+1 + |t|N+1
)
.

Note that Zj,N (u, 0) = 0, so Zj,N (u, t) is divisible by t. We only want the part that
is linear in t, and we can write

Zj,N (u, t) = t
[
Xj +

N∑
k=2

αk

k-fold iterate︷ ︸︸ ︷
[u ·X, [u ·X, · · · [u ·X, Xj ]]]

]
+O(t2)

= tWj,N (u) +O(t2).

Then if f is a smooth function defined in a neighborhood of x we have∣∣∣∣ ddt[f( exp
(
u ·X + tXj

)
(x)
)]
t=0
−Wj,N (u)[f ]

(
exp(u ·X)(x)

)∣∣∣∣ ≤ CN |u|N+1

Since (
dΘx[∂uj ]

)
=

d

dt

[
f
(

exp
(
u ·X + tXj

)
(x)
)]
t=0

,

this completes the proof. �

6. Submanifolds and tangent vectors

Let Ω ⊂ Rn be an open set, and let M ⊂ Ω be a k-dimensional submanifold. If
X ∈ T (Ω), we investigate what it means to say that X is tangent to M at a point
p ∈M .

6.1. Submanifolds. We begin with the definition of a submanifold. Thus

Definition 6.1. Let Ω ⊂ Rn be an open set. A subset M ⊂ Ω is a k-
dimensional submanifold of Ω if M is relatively closed in Ω and for every point
x0 ∈M there is a neighborhood U of x0 in Ω and functions {ρk+1, . . . , ρn} ⊂ E(U)
so that

(1) M ∩ U =
{
x ∈ U

∣∣ ρk+1(x) = · · · = ρn(x) = 0
}

.

(2) The matrix
{
∂ρk
∂xj

(x)
}

has maximal rank n− k for x ∈ U .

We list some local properties of submanifolds which follow easily from the open
mapping theorem and implicit function theorem.

Theorem 6.2. Suppose that M ⊂ Ω is a k-dimensional submanifold of an open
subset of Rn.

(1) For each p ∈M , there is a neighborhood U of p in Ω and a diffeomorphism
ρ = (ρ1, . . . , ρn) from U onto an open neighborhood V of the origin in Rn
so that

ρ(M ∩ U) =
{

(y1, . . . yn) ∈ V
∣∣∣ yk+1 = · · · = yn = 0

}
.

If ρ and ρ̃ are two diffeomorphisms with this property, then ρ̃ ◦ ρ−1 is
infinitely differentiable on its domain.

(2) For each p ∈ M there is an neighborhood U of p in Ω and an infinitely
differentiable mapping Φ from a neighborhood W of the origin in Rk to
Rn so that Φ(0) = p, and Φ(W ) = M ∩ U . If Φ and Φ̃ are two such
mappings, then Φ−1 ◦ Φ̃ is infinitely differentiable on its domain.
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(3) Let p ∈ M , and let U and {ρk+1, . . . , ρn} ⊂ E(U) be as in Definition 6.1
so that M ∩ U =

{
x ∈ U

∣∣ ρk+1(x) = · · · = ρn(x) = 0
}

. If f ∈ E(U) with
f(x) = 0 for all x ∈M ∩ U , then f =

∑n
j=k+1 fj ρj with fj ∈ E(U).

Given Theorem 6.2, we say that a real-valued function f defined on M is
infinitely differentiable near a point p ∈ M if f ◦ Φ is an infinitely differentiable
function defined in a neighborhood of the origin in Rk, where Φ is given in part (2)
of the theorem.

6.2. Tangential vector fields.

Now let M ⊂ Ω be a k-dimensional submanifold, let X ∈ T (Ω) and let f be a
infinitely differentiable function function defined on M . We ask whether it makes
sense to apply X to f . Tentatively, let us try to do this as follows. Near any point
p ∈M , we can certainly extend f to an infinitely differentiable function F defined
in a neighborhood U of p in Ω (so that F (x) = f(x) for all x ∈ M ∩ U). We can
then apply X to F , and we can restrict the result back to M . Of course, this will
provide a good definition of X[f ] provided we can show the result does not depend
on the particular choice of the extension F of the function f .

Thus suppose F1 and F2 both extend the function f to some open neighbor-
hood U of p ∈ M . Then F1 − F2 = 0 on M ∩ U . Suppose that M ∩ U ={
x ∈ U

∣∣ ρk+1(x) = · · · = ρn(x) = 0
}

as in part (3) of Theorem 6.2. Then F1−F2 =∑n
j=k+1 fj ρj , and hence for x ∈M ∩ U

X[F1](x)−X[F2](x) =
n∑

j=k+1

X[fj ](x) ρj(x) +
n∑

j=k+1

fj(x)X[ρj ](x)

=
n∑

j=k+1

fj(x)X[ρj ](x)

It is now clear that for x ∈M , the value of X[F ](x) is independent of the choice of
extension F of f if and only if X[ρj ](x) = 0 for k + 1 ≤ j ≤ n.

Definition 6.3. Let M ⊂ Ω be a k-dimensional submanifold. A vector field
X ∈ T (Ω) is tangential to M if X[g](x) = 0 for every x ∈ M and every function
g ∈ E(Ω) with g(y) = 0 for all y ∈M .

6.3. The Frobenius theorem.

Theorem 6.4. Let {X1, . . . , Xp} be smooth real vector fields on an open subset
Ω ⊂ Rn. Suppose there is a positive integer m < n so that for each x ∈ Ω the
tangent vectors {(X1)x, . . . , (Xp)x} span a subspace of dimension m of the tangent
space Tx. Then the following two conditions are equivalent.

(A) For every x ∈ Ω there is an open neighborhood x ∈ Ux ⊂ Ω and a m-
dimensional submanifold Mx ⊂ Ux such that x ∈Mx and for each y ∈Mx

the tangent vectors {(X1)y, . . . , (Xp)y} span the tangent space Ty(Mx) to
Mx at y.
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(B) For every x ∈ Ω there is an open neighborhood x ∈ Vx ⊂ Ω and functions
αlj,k ∈ E(Vx) so that on Vx we have

[Xj , Xk] =
p∑
l=1

αlj,kXl. (6.1)

Proof that (A) implies (B). Let x ∈ Ω, and let x ∈ Mx ⊂ Ux be as
in (A). Since the tangent vectors {(X1)x, . . . , (Xp)x} span a subspace of dimen-
sion m, we can assume, after renumbering if necessary, that the tangent vectors
{(X1)y, . . . , (Xm)y} are linearly independent at every point y in an open neighbor-
hood x ∈ Vx ⊂ Ux.

Let y ∈ Vx. We can apply the hypothesis (A) again and conclude that there
exists an open neighborhood y ∈ Wy ⊂ Vx and a m-dimensional submanifold
y ∈ My ⊂ Wy so that the tangent vectors {(X1)z, . . . , (Xp)z} span the tangent
space Tz(My) for every z ∈My. The vector fields {X1, . . . , Xp} are tangent to My,
and hence every commutator [Xj , Xk] is also tangent to My. In particular, the
tangent vector [Xj , Xk]y ∈ TyMx. But the tangent vectors {(X1)y, . . . , (Xm)y} are
linearly independent, and hence span the m-dimensional space TyMx. It follows
that for every y ∈ Vx we can find real numbers {αlj,k(y)} so that

[Xj , Xk]y =
m∑
l=1

αlj,k(y) (Xl)y.

It remains to show that the functions y → αlj,k(y) are infinitely differentiable.
However, the vector fields {X1, . . . , Xm} and [Xj , Xk] are smooth. Since we now
know that [Xj , Xk] is in the linear span of {X1, . . . , Xm} at each point y ∈ Vx,
Cramer’s rule shows that the coefficients {αij,k} ⊂ E(Vx). �

Proof that (B) implies (A). Let x ∈ Ω, and assume that equation (6.1)
holds in a neighborhood x ∈ Vx ⊂ Ω. Let us write Xj =

∑n
k=1 aj,k ∂xk where

{aj,k} ⊂ E(Ω). Since the tangent vectors {(X1)x, . . . , (Xp)x} span a subspace of
dimension m, the rank of the matrix {aj,k(x)}, 1 ≤ j ≤ p, 1 ≤ k ≤ n is m. Thus
after renumbering the vector fields and relabeling the coordinates if necessary, we
can assume that the tangent vectors {(X1)x, . . . , (Xm)x} are linearly independent
and

det

a1,1(x) · · · a1,m(x)
...

. . .
...

am,1(x) · · · am,m(x)

 6= 0.

It follows that there is an open neighborhood x ∈ Ux ⊂ Vx so that if y ∈ Ux, the
tangent vectors {(X1)y, . . . , (Xm)y} are linearly independent and the m×m matrix[
aj,k(y)

]m
j,k=1

is invertible. Let
[
bj,k(y)

]m
j,k=1

be the inverse matrix. Then bj,k ∈
E(Ux). Note that since the tangent vectors {(X1)y, . . . , (Xp)y} span a subspace
of dimension m and {(X1)y, . . . , (Xm)y} are linearly independent, we can write
(Xl)y =

∑m
i=1 cl,i(y) (Xi)y for m + 1 ≤ l ≤ p. As before, it follows from Cramer’s

rule that the functions cl,i ∈ E(Ux). Thus we have

Xl =
m∑
i=1

cl,iXi m+ 1 ≤ l ≤ p. (6.2)
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We now construct new vector fields {Y1, . . . , Ym} on Ux by setting

Yl =
m∑
j=1

bl,jXj (6.3)

=
n∑
k=1

[ m∑
j=1

bl,j aj,k

]
∂xk

It follows that

Yl = ∂xl +
n∑

k=m+1

cl,k ∂xk (6.4)

where cl,k =
∑m
j=1 bl,j aj,k for m+ 1 ≤ k ≤ n.

The two sets of vector fields {X1, . . . , Xp} and {Y1, . . . , Ym} span the same
subset of Ty for any y ∈ Ux. Equation (6.3) shows that (Yl)y is in the span of
{X1, . . . , Xp}. Next, using equation (6.3) and the fact that [aj,k] and [bj,k] are
inverse matrices, we can write

Xj =
m∑
k=1

aj,k Yk, 1 ≤ j ≤ m, (6.5)

Also, it follows from equation (6.2) that

Xj =
m∑
k=1

[ m∑
l=1

cj,l al,k

]
Yk, m+ 1 ≤ j ≤ p. (6.6)

Thus equations (6.5) and (6.6) show that (Xj)y is in the span of {Y1, . . . , Ym}.
Now if we use the hypothesis given in (6.1), equations (6.3), (6.5), and (6.6),

and Proposition 1.4, it follows that we can write

[Yj , Yk] =
m∑
l=1

βlj,k Yl

for 1 ≤ j, k ≤ m. However, it follows from equation (6.4) that for 1 ≤ l ≤ m, the
coefficient of ∂xl in [Yj , Yk] is zero, and hence βlj,k ≡ 0. Hence [Yj , Yk] = 0, and
the vector fields {Y1, . . . , Ym} all commute on the set Ux.

Now define a mapping Φ from a neighborhood of the origin in Rm to Ω by
setting

Φ(y1, . . . , ym) = exp(y1Y1) ◦ · · · ◦ exp(ynYn)(x).

Note that Φ(0) = x. The Jacobian determinant of this mapping at the origin of Rm
is det(Y1, . . . , Ym)(x) 6= 0, and so there is a neighborhood x ∈ Ux ⊂Wx so that the
image of some neighborhood of the origin in Rm is an m-dimensional submanifold
Mx ⊂ Ux.

We claim that dΦ[∂yj ] = Yj . Since [Yj , Yk] = 0, all of the flows

{exp(y1Y1), . . . , exp(ynYn)}

commute. Thus for any j we can write

Φ(y1, . . . , ym) = exp(yjYj) ◦ exp(y1Y1) ◦ · · · ◦ exp(ynYn)(x)
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where the flow exp(yjYj) has been moved to the left. It follows from Corollary 3.7
that

dΦ[∂yj ][f ]
(
Φ(y)

)
= dΦ[∂yj ][f ]

(
exp(yjYj) ◦ exp(y1Y1) ◦ · · · ◦ exp(ynYn)(x)

)
=

∂

∂yj

[
f
(

exp(yjYj) ◦ exp(y1Y1) ◦ · · · ◦ exp(ynYn)(x)
)]

= [Yjf ]
(

exp(yjYj) ◦ exp(y1Y1) ◦ · · · ◦ exp(ynYn)(x)
)

= [Yjf ]
(
Φ(y)

)
.

It follows that the vector fields {Y1, . . . , Ym} are tangent to Mx, and consequently
the vector fields {X1, . . . , Xp} are tangent to Mx, which completes the proof. �

7. Normal forms for vector fields

The discussion in Section 2 shows that the coefficients of a vector field change
if one makes a change of coordinate. In this section we study changes of variables
which allow us to write one or two vector fields in particularly simple form.

7.1. The case of a single vector field.

A single non-vanishing vector field is, after a change of coordinates, just the
derivative with respect to one of the coordinates.

Proposition 7.1. Let X ∈ T (Ω) and let x ∈ Ω. Suppose that Xx 6= 0. Then
there is an open neighborhood U of the point x and a diffeomorphism Φ : U → V
where V is an open neighborhood of the origin in Rn so that Φ(x) = 0, and so that
if (y1, . . . , yn) are coordinates in V , then

dΦ[X] =
∂

∂yn
. (7.1)

Before starting the proof, let us investigate the meaning of (7.1). Suppose that
Φ = (ϕ1, . . . , ϕn) is a diffeomorphism satisfying Proposition 7.1. It is easy to check
that

(i) the functions {ϕ1, . . . , ϕn−1} are constant along each integral curve of X;

(ii) the function t→ ϕn
(

exp(tX)(x)
)

must equal a constant plus t.

Conversely, any diffeomorphism Φ satisfying (i) and (ii) will satisfy (7.1). With this
in mind, we now turn to the proof of the proposition.

Proof. To construct the required diffeomorphism, it is easier to first construct
its inverse. Let Ψ̃ : Rn−1 → Rn be a smooth mapping such that Ψ̃(0) = x. Let
Ṽ be a sufficiently small neighborhood of the origin such that Ψ̃(Ṽ ) has compact
closure K ⊂ Ω. According to Theorem 3.2 there exists ε > 0 so that exp

(
tX)(y) is

defined for y ∈ K and |t| < ε.
In particular exp

(
tX)

(
Ψ̃(t1, . . . , tn−1)

)
is defined for (t1, . . . , tn−1) ∈ Ṽ , and

|tn| < ε. Define Ψ : Ṽ × (−ε,+ε)→ Rn by

Ψ(t1, . . . , tn) = exp(tX)
(
Ψ̃(t1, . . . , tn−1), tn

)
,
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It follows from Theorem 3.2 that Ψ is a smooth mapping. Moreover, it follows from
Lemma 3.4 that

dΨx

( ∂

∂tk

)
=


d̃Ψx

(
∂
∂tk

)
for 1 ≤ k ≤ n− 1

Xx for k = n.

If we choose any Ψ̃ so that the Jacobian matrix JΨ̃(x) at x has rank n − 1, and
so that Xx is not in the range of JΨ̃(x), then the inverse function theorem implies
that Ψ is a diffeomorphism on a sufficiently small neighborhood of 0. The inverse
mapping satisfies (i) and (ii), and this proves the proposition. �

7.2. The case of two vector fields.

After a change of variables, any two non-vanishing vector fields are locally
identical. The situation is more complicated if we try to find a standard form for a
pair of vector fields.

Proposition 7.2. Let X, Y ∈ T (Ω) and let x0 ∈ Ω. Suppose that X(x0) and
Y (x0) are linearly independent. Then there is an open neighborhood U of the point
x0 and a diffeomorphism Φ : U → V where V is an open neighborhood of the origin
in Rn so that Φ(x0) = 0, and so that if (y1, . . . , yn) are coordinates in V , then

Φ∗[X] = bn(y)
∂

∂yn
,

Φ∗[Y ] =
n−1∑
j=1

bj(y)
∂

∂yj
.

(7.2)

Moreover bn(0) 6= 0.

Proof. We must have X(x0) 6= 0. According to Proposition ?? we can assume
that x0 = 0 and that X = ∂

∂xn
. Let Y =

∑n
j=1 aj

∂
∂xj

. Let Φ(x1, . . . , xn) =(
x1, . . . , xn−1, ϕ(x1, . . . , xn)

)
. Then at y = Φ(x) we have

Φ∗[X] =
∂ϕ

∂xn
(x)

∂

∂yn
and Φ∗[Y ] =

n−1∑
j=1

aj(x)
∂

∂yj
+ Y [ϕ](x)

∂

∂yn

Thus we only need to choose ϕ so that it is constant along the integral curves of
Y , and such that ∂ϕ

∂xn
(0) 6= 0. But this is possible because the integral curves of X

and of Y are not tangent anywhere near 0. �

8. Vector fields and Derivations

We return now to the question of finding an algebraic characterizing of tangent
vectors and vector fields. As promised in Section 1, we show that this can be done
using the concept of derivation. If A1 and A2 are two algebras over R, a linear
mapping D : A1 → A2 is a derivation if D(xy) = D(x)y + xD(y) for all x, y ∈ A1.
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8.1. Factorization.

The key to the desired characterization is the following simple but important
result on factorization of smooth functions.

Proposition 8.1. Let Ω ⊂ Rn be open, and let y = (y1, . . . , yn) ∈ Ω. Let
f ∈ E(U). Then for 1 ≤ k, l ≤ n there exist functions fk,l ∈ E(Ω) so that for x ∈ Ω
we have

f(x) = f(y) +
n∑
j=1

(xj − yj)
∂f

∂xj
(y) +

n∑
k,l=1

(xk − yk)(xl − yl) fk,l(y).

Proof. Suppose that B(y, r) =
{
x ∈ Rn

∣∣ |x− y| < r
}
⊂ Ω. Let x ∈ B(y, r),

and for 0 ≤ t ≤ 1 put ψ(t) = f
(
y + t(x− y)

)
. Then

f(x) = ψ(1) = ψ(0) +
∫ 1

0

ψ′(s) ds = ψ(0) + ψ′(0) +
∫ 1

0

(1− u)ψ′′(u) du.

Now

ψ(0) = f(y)

ψ′(0) =
n∑
j=1

(xj − yj)
∂f

∂xj
(y)

ψ′′(u) =
n∑

k,l=1

(xk − yk)(xl − yl)
∂f

∂xk∂xl

(
y + u(x− y)

)
.

If we put

f̃k,l(x) =
∫ 1

0

(1− u)
∂f

∂xk∂xl

(
y + u(x− y)

)
du,

then the functions {f̃k,l} are infinitely differentiable on B(y, r), and for |x− y| < r
we have

f(x) = f(y) +
n∑
j=1

(xj − yj)
∂f

∂xj
(y) +

n∑
k,l=1

(xk − yk)(xl − yl) f̃k,l(x).

Choose χ ∈ E(Ω) with χ(x) ≡ 1 for |x− y| < 1
2r and χ(x) ≡ 0 for |x− y| ≥ 3

44.
The functions {χf̃k,l} are identically zero for |x − y| ≥ 3

4r and hence extend to
infinitely differentiable functions on Ω which we continue to write as χf̃k,l. Then

F̃ (x) = f(x)− f(y)−
n∑
j=1

(xj − yj)
∂f

∂xj
(y)−

n∑
k,l=1

(xk − yk)(xl − yl)χ(x) f̃k,l(x)

is an infinitely differentiable function on Ω and is identically zero for |x− y| ≤ 1
2r.

Hence the function F (x) = F̃ (x) |x−y|−2 is also infinitely differentiable on Ω. Thus
we can write

f(x) = f(y) +
n∑
j=1

(xj − yj)
∂f

∂xj
(y)

+
n∑

k,l=1

(xk − yk)(xl − yl) (χ f̃k,l)(x) +
n∑
j=1

(xj − yj)2 F (x).
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If we now put

fk,l(x) =

{
χ(x) f̃k,l(x) if k 6= l

χ(x) f̃j,j(x) + F (x) if k = l = j

then we obtain the decomposition asserted in the proposition. �

8.2. Derivations.

Lemma 8.2. Let Ω ⊂ Rn be an open set and let D : E(Ω) → E(Ω) be a
derivation. Then there exists a unique n-tuple (a1, . . . , an) ∈ E(Ω)n so that for
all f ∈ E(Ω) we have D[f ](x) =

∑n
j=1 aj(x) ∂f∂xj (x). In particular, D is a vector

field.

Proof. Since D is a derivation, D[1] = D[12] = D[1] 1 + 1D[1] = 2D[1], so
that D[1] = 0. By linearity, D[c] = 0 for any function which is constant. Next, if
f, g, h ∈ E(Ω), then D[fgh](y) = D[f ] g(y)h(y) + f(y)D[g]h(y) + f(y) g(y)D[h].
Hence if y ∈ Ω and if f(y) = g(y) = 0, then D[fgh](y) = 0.

Now put aj = D[xj ]. Then aj ∈ E(Ω), and it follows from Proposition 8.1 and
the above remarks that

D[f ](y) =
n∑
j=1

aj(y)
∂f

∂xj
(y).

This completes the proof. �

Exactly the same argument gives the following result.

Lemma 8.3. Let x ∈ Rn and let D : Ex → R be a derivation. Then there exists
a unique (c1, . . . , cn) ∈ Rn so that D[f ] =

∑n
j=1 cj

∂f
∂xj

(x). In particular, D is a
tangent vector.



CHAPTER 3

CARNOT-CARATHÉODORY METRICS

A Carnot-Carathéodory space is a smooth real manifold M equipped with a
metric induced by a distinguished family of vector fields. There are several essen-
tially equivalent definitions of this metric, and a typical approach is the follow-
ing. Let X1, . . . , Xp ∈ T (M) be smooth real vector fields on M . If [a, b] ⊂ R is
an interval and if γ : [a, b] → M is absolutely continuous, then γ is said to be
a sub-unit curve joining γ(a) and γ(b) if for almost all t ∈ [a, b] one can write
γ′(t) =

∑p
j=1 aj(t) (Xj)γ(t) with

∑p
j=1 |aj(t)|2 ≤ 1. The Carnot-Carathéodory dis-

tance between two points p, q ∈M is then defined to be the infimum of those δ > 0
such that there is a sub-unit mapping joining p and q defined on an interval of
length δ.

In general, if the vector fields {X1, . . . , Xp} do not span the tangent space at
each point of M , it may be happen that the Carnot-Carathéodory distance between
two points is infinite. There may be no path γ : [a, b]→ M joining p and q whose
derivative γ′(t) lies in the space spanned by {(X1)γ(t), . . . , (Xp)γ(t)} for almost every
t ∈ [a, b]. However, if the vector fields {X1, . . . , Xp} together with all their iterated
commutators span the tangent space to M at each point, then the distance between
any two points is finite, and this distance is a metric. This result goes back at least
to the work of Chow [Cho40].

The following (imprecise) argument gives a rough idea of why this is so. The
crucial point is that if X and Y are two vector fields on M , then motion along
the integral curves of X and Y also allows permits motion in the direction of the
commutator [X,Y ]. Thus it follows from the Campbell-Baker-Hausdorff formula,
(see Chapter 2, Lemma 4.5) that

exp[−tX] exp[−tY ] exp[tX] exp[tY ] = exp[t2[X,Y ] +O(t3)].

Thus we can flow (approximately) along the integral curve of [X, Y ] by flowing along
Y , then flowing along X, then flowing along −Y , and finally flowing along −X.
We can flow (approximately) along integral curves of higher order commutators
by a more complicated composition1 of flows along Y and X. Since the iterated
commutators span the tangent space, we can flow in any direction.

In this Chapter we develop a theory of metrics constructed from vector fields,
but we shall start with a different definition in which it is immediately clear that

1For example, the Campbell-Baker-Hausdorff formula gives

exp[−tX] exp[−t2 [X, Y ]] exp[tX] exp[t2 [X, Y ]] = exp[t3[X, [X, Y ]] +O(t4)].

Using again the Campbell-Baker-Hausdorff formula for exp t2 [X, Y ], we have

exp[t3[X, [X, Y ]] = exp[tY ] exp[−tX] exp[−2tY ] exp[tX] exp[tY ] +O(t4).

Thus we can flow (approximately) along the integral curve of the vector field [X, [X, Y ]] by a
composition of five elementary flows along integral curves of Y and X.

84
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the distance between any two points is finite. We will later prove Chow’s theorem,
and show that that the different metrics are equivalent. In brief, our construction
of Carnot-Carathéodory metrics proceeds as follows. Let {Y1, . . . , Yq} be vector
fields on M which span the tangent space at each point. Then

• The vector fields {Y1, . . . , Yq} induce a ‘length’ function on each tangent
space TxM . In general, this length will not be a norm.

• If γ : [0, 1]→M is an absolutely continuous mapping, then for almost all
t ∈ [0, 1], we can calculate the length of the tangent vector γ′(t) ∈ Tγ(t)M .
We then define the ‘length’ of γ to the the essential supremum of the
lengths of the derivatives γ′(t).

• The distance between two points in M is then the infimum over the lengths
of all absolutely continuous curves γ : [0, 1]→M joining them.

Note that this construction involves a very large class of curves. This has
the advantage that it is then relatively easy to show that the resulting distance
function is actually a metric. However, the corresponding disadvantage is that it is
often difficult to calculate the metric exactly, or to understand the geometry of the
corresponding family of balls. Thus the general theory develops in several stages.
We first deal with a large class of curves in order to establish the global metric
properties of the distance function. Later we show that an equivalent metric is
generated by a smaller classes of curves, and this allows a precise description of
local geometry of the metric.

Since we are primarily interested in local questions we shall take the underlying
manifold to be a connected open subset of Euclidean space. However there is no
difficulty in extending the global theory to the manifold setting.

1. Construction of Carnot-Carathéodory metrics

1.1. Homogeneous norms.

A non-isotropic family of dilations on Rq is a family of mappings Dδ : Rq → Rq
of the form

Dδ(y) = Dδ

(
(y1, . . . , yq)

)
= (δd1y1, . . . , δ

dqyq). (1.1)

Note that Dδ1 ◦ Dδ2 = Dδ1+δ2 . We shall assume that the exponents {dj} are all
strictly positive. A {Dδ}-homogeneous norm is then a continuous function on Rq,
written x→

∣∣∣∣x ∣∣∣∣, such that

(i) for all y ∈ Rq,
∣∣∣∣ y ∣∣∣∣ ≥ 0 and

∣∣∣∣ y ∣∣∣∣ = 0 if and only if y = 0;

(ii) for all y ∈ Rq,
∣∣∣∣ y ∣∣∣∣ =

∣∣∣∣ − y ∣∣∣∣;
(iii) for all y ∈ Rq and all δ > 0,

∣∣∣∣Dδ(y)
∣∣∣∣ = δ

∣∣∣∣ y ∣∣∣∣.
If the family of dilations {Dδ} is understood, we shall simply call || · || a homogeneous
norm.

Given the family {Dδ}, there are many {Dδ}-homogeneous norms. For exam-
ple, for 1 ≤ p ≤ ∞, we can set

||y||p =


[∑q

j=1 |yj |
p
dj

] 1
p

if p <∞,

sup1≤j≤q |yj |
1
dj if p =∞.

(1.2)
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When all the exponents dj = 1, these are the standard Lp-norms on Rq. We
will write

|y| =
(
y2

1 + · · ·+ y2
q

) 1
2

for the standard Euclidean norm, which is the case dj = 1 and p = 2.
As with an ordinary norm, a homogeneous norm on Rq is determined by its

restriction to the unit (Euclidean) sphere Sq−1 =
{
y ∈ Rq

∣∣ |y| = 1
}

. Since Sq−1 is
compact, it follows that any two homogeneous norms are equivalent.

Proposition 1.1. Let {Dδ} be a family of dilations on Rq, and let
∣∣∣∣ · ∣∣∣∣

a
and∣∣∣∣ · ∣∣∣∣

b
be two Dδ-homogeneous norms. Then there exists a constant C ≥ 1 so that

for all y ∈ Rq,
C−1

∣∣∣∣ y ∣∣∣∣
b
≤
∣∣∣∣ y ∣∣∣∣

a
≤ C

∣∣∣∣ y ∣∣∣∣
b
.

We can also compare a homogeneous norm to the standard Euclidean norm.

Proposition 1.2. Let {Dδ} be a family of dilations on Rq with exponents
{d1, . . . , dq}. Let d = min{d1, . . . , dq} and D = max{d1, . . . , dq}. Let

∣∣∣∣ · ∣∣∣∣ be a
D-homogeneous norm. Then there is a constant C ≥ 1 so that for all y ∈ Rq,

C−1 min
{
|y|1/d, |y|1/D

}
≤
∣∣∣∣ y ∣∣∣∣ ≤ C max

{
|y|1/d, |y|1/D

}
.

Proof. Since y → ||y|| is continuous, there is a constant C ≥ 1 so that C−1 ≤
||y|| ≤ C if |y| = 1. Given an arbitrary y ∈ Rq with y 6= 0, there is a unique δy > 0
so that |Dδy (y)| = 1, and hence C−1 δ−1

y ≤ ||y|| ≤ C δ−1
y . Now if y = (y1, . . . yq),

δy is the solution of the equation

δ2d1
y |y1|2 + · · ·+ δ2dq

y |yq|2 = 1.

It follows that 
δ2D
y |y|2 ≤ 1 ≤ δ2d

y |y|2 if δy ≤ 1,

δ2d
y |y|2 ≤ 1 ≤ δ2D

y |y|2 if δy ≥ 1.

But these are equivalent to the inequalities
|y|1/D ≤ δ−1

y ≤ |y|1/d if |y| ≥ 1,

|y|1/d ≤ δ−1
y ≤ |y|1/D if |y| ≤ 1,

and this gives the desired estimate. �

1.2. Control systems.

Let Ω ⊂ Rn be a connected open set. We shall always assume that there is a
constant M < +∞ so that for all x, y ∈ Ω there is a continuously differentiable
mapping ϕ : [0, 1]→ Ω with ϕ(0) = x, ϕ(1) = y, and for all t ∈ [0, 1]

|ϕ′(t)| ≤M |y − x|, (1.3)

This is a smoothness assumption on the boundary ∂Ω of Ω, and it is always satisfied
if the closure Ω of Ω is compact and ∂Ω is a smooth hypersurface.
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Definition 1.3. A control system on Ω is a set of smooth real vector fields
Y1, . . . , Yq ∈ T (Ω) and positive integers {d1, . . . , dq} called the formal degrees of the
vector fields such that the following conditions are satisfied:

(H-1) For every x ∈ Ω, the tangent vectors {(Y1)x, . . . , (Yq)x} span the tangent
space Tx.

(H-2) For 1 ≤ k, l,m ≤ q there are functions cmj,k ∈ E(Ω) so that

[Yj , Yk] =
∑

1≤m≤q
dm≤dj+dk

cmj,k Ym.‘ (1.4)

Thus cmk,l(x) ≡ 0 for all x ∈ Ω unless dm ≤ dk + dl. We sometimes refer
to the functions

{
cmj,k
}

as the structure functions for Y..

Because issues of uniformity will be very important, we need a method for
measuring the ‘size’ of a control system Y = {Y1, . . . , Yq; d1, . . . , dq}. We measure
the size of the formal degrees by using notation already introduced in Proposition
1.2:

dY = d = min
1≤j≤q

dj ,

DY = D = max
1≤j≤q

dj .
(1.5)

Next let us write

Yj =
n∑
k=1

bj,k
∂

∂xk
=

n∑
k=1

bj,k ∂xk (1.6)

where bj,k ∈ E(Ω). Then there are three additional quantities we need to control.
We need estimates on the size of derivatives of the coefficient functions

{
bj,k
}

from
equation (1.6), we need estimates on the size of derivatives of the structure functions{
cmj,k
}

from equation (1.4), and we need to quantify the hypothesis (H-1) that the
vectors

{
(Yj)x

}
span the tangent space Tx for each x ∈ Ω.

Definition 1.4.

(1) For any set E ⊂ Ω and every positive integer N , set∣∣∣∣Y ∣∣∣∣
E,N

= sup
x∈E

∑
|α|≤N

∑
j,k

|∂αbj,k(x)|+ sup
x∈E

∑
|α|≤N

∑
k,l,m

|∂αcmk,l(x)|.

Note that if K ⊂ Ω is compact, then
∣∣∣∣Y ∣∣∣∣

K,N
is finite.

(2) For any set E ⊂ Ω, put

νY(E) = ν(E) = inf
x∈E

sup
1≤ii<·<in≤q

∣∣det(Yi1 , . . . , Yin)(x)
∣∣.

Note that hypothesis (H-1) is equivalent to the statement that for every
compact subset K ⊂ Ω we have ν(K) > 0.
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1.3. Carnot-Carathéodory metrics.

Let Y = {Y1, . . . , Yq; d1, . . . , dq} be a control system on a connected open set
Ω ⊂ Rn. Let {Dδ} be the family of non-isotropic dilations on Rq with exponents
{d1, . . . , dq}, and let

∣∣∣∣ · ∣∣∣∣ be a D-homogeneous norm on Rq. In this section we
define the Carnot-Carathéodory metric associated to control system Y and the
norm

∣∣∣∣ · ∣∣∣∣.
To do this we first introduce a class of allowable paths joining two point of Ω.

Definition 1.5. For x, y ∈ Ω and δ > 0, AC(x, y; δ) denotes the set of all
absolutely continuous mappings φ : [0, 1]→ Ω with φ(0) = x and φ(1) = y such that
for almost every t ∈ [0, 1] we can write

φ′(t) =
q∑
j=1

aj(t) (Yj)φ(t) with
∣∣∣∣ (a1(t), . . . , aq(t)

) ∣∣∣∣ < δ.

Next we define the Carnot-Carathéodory distance ρ and the corresponding family
of balls Bρ(x; δ).

Definition 1.6. The Carnot-Carathéodory distance between two points x, y ∈
Ω induced by Y and the homogeneous norm

∣∣∣∣ · ∣∣∣∣ is given by

ρ(x, y) = inf
{
δ > 0

∣∣∣AC(x, y; δ) is not empty
}
.

For x ∈ Ω and δ > 0, the ball with center x and radius δ > 0 is

Bρ(x; δ) =
{
y ∈ Ω

∣∣∣ ρ(x, y) < δ
}
.

Proposition 1.7. Let Y = {Y1, . . . , Yq; d1, . . . dq} be a control system on an
open set Ω ⊂ Rn, let

∣∣∣∣ · ∣∣∣∣ be a homogeneous metric on Rq. Suppose that
∣∣∣∣Y ∣∣∣∣

Ω,1
<

+∞ and νY(Ω) > 0. Then:

(1) There is a constant C ≥ 1 so that for all x, y ∈ Ω,

C−1 min
{
|x− y| 1d , |x− y| 1D

}
≤ ρ(x, y) ≤ C max

{
|x− y| 1d , |x− y| 1D

}
.

(2) ρ is a metric. Explicitly:
(a) For all x, y ∈ Ω, 0 ≤ ρ(x, y) < +∞, and ρ(x, y) = 0 if and only if

x = y;
(b) For all x, y ∈ Ω, ρ(x, y) = ρ(y, x);
(c) For all x, y, z ∈ Ω, ρ(x, z) ≤ ρ(x, y) + ρ(y, z).

(3) The function ρ is jointly continuous on Ω × Ω. In particular, the balls
{Bρ(x, δ)} for x ∈ Ω and δ > 0 are open subsets of Rn.

Proof. We first compare ρ(x, y) with the Euclidean distance |x − y|. It fol-
lows from the hypothesis in equation (1.3) that if x, y ∈ Ω there is a continu-
ously differentiable function φ : [0, 1] → Ω such that φ(0) = x, φ(1) = y, and
|φ′(t)| ≤M |y − x|. Since the vectors {(Y1)φ(t), . . . , (Yq)φ(t)} span Rn, we can write
φ′(t) =

∑q
k=1 ak(t) (Yk)φ(t). Moreover, Cramer’s rule implies that we can choose

the coefficients {ak(t)} so that |ak(t)| ≤ C|ϕ′(t)| ≤ C1M |x− y| where C1 depends
on the measures ||Y||Ω,1 and νY(Ω) given in Definition 1.4. It follows that∣∣(a1(t), . . . , aq(t)

)∣∣ ≤ √q C1M |x− y|,
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and hence by Proposition 1.2 there is a constant C2 depending on C1, M , and the
homogeneous norm, so that∣∣∣∣(a1(t), . . . , aq(t)

)∣∣∣∣ ≤ C2 max{|x− y|1/d, |x− y|1/D}.

It follows that AC(x, y, C2 max{|x− y|1/d, |x− y|1/D}) is not empty, and hence

ρ(x, y) ≤ C2 max
{
|x− y|1/d, |x− y|1/D

}
. (A)

In particular ρ(x, y) <∞ for any two points x, y ∈ Ω.

Suppose next that ρ(x, y) = δ < +∞. Then given any ε > 0, there exists
ψ ∈ AC(x, y, δ + ε). Since ψ is absolutely continuous, it follows that

|y − x| =
∣∣∣∣∫ 1

0

ψ′(t) dt
∣∣∣∣ =

∣∣∣∣∣∣
∫ 1

0

q∑
j=1

aj(t)(Yj)ψ(t) dt

∣∣∣∣∣∣
≤ C3 sup

0≤t≤1

∣∣(a1(t), . . . , aq(t)
)∣∣

≤ C3 sup
0≤t≤1

max{||
(
a1(t), . . . , aq(t)

)
||d, ||

(
a1(t), . . . , aq(t)

)
||D}

< C3 max{(δ + ε)d, (δ + ε)D}

where C3 ≥ 1 depends on
∣∣∣∣Y ∣∣∣∣

1
. Since ε > 0 is arbitrary, it follows that

|x− y| ≤ C3 max{ρ(x, y)d, ρ(x, y)D},

which implies

C
−1/d
3 min{|x− y|1/d, |x− y|1/D} ≤ ρ(x, y). (B)

The two inequalities (A) and (B) give the desired comparison asserted in part (1)
of the Proposition.

Next we show that the function ρ is indeed a metric. It follows from the
comparison with the Euclidean distance that if x, y ∈ Ω, then ρ(x, y) = 0 if and
only if x = y. Also, if ϕ ∈ AC(x, y, δ), then ψ(t) = ϕ(1− t) has the property that
ψ ∈ ACΩ(y, x, δ). It follows that ρ(x, y) = ρ(y, x).

It remains to check the triangle inequality (c). Let x, y, z ∈ Ω. Choose any
δ1, δ2 so that ρ(x, y) < δ1 and ρ(y, z) < δ2. Then we can choose ϕ1 ∈ AC(x, y, δ1)
and ϕ2 ∈ AC(y, z, δ2). For i = 1, 2 we have

ϕ′i(t) =
q∑

k=1

ai,k(t) (Yk)ϕi(t)

where for almost every t we have
∣∣∣∣(ai,1(t), . . . , ai,q(t)

)∣∣∣∣ < δi. Put λ = δ1(δ1 +δ2)−1

so that 0 < λ < 1, and then define

ψ(t) =


ϕ1

(
λ−1t

)
if 0 ≤ t ≤ λ,

ϕ2

(
(1− λ)−1 (t− λ)

)
if λ ≤ t ≤ 1.

Clearly ψ : [0, 1]→ Ω and ψ(0) = x, ψ(1) = z. Moreover, since ϕ1(1) = y = ϕ2(0),
the function ψ is continuous at the point t = λ, and so ψ is absolutely continuous
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on the interval [0, 1]. If 0 ≤ t ≤ λ we have for almost all such t

ψ′(t) = λ−1ϕ′1
(
λ−1t

)
=

q∑
k=1

λ−1a1,k

(
λ−1t

)
Y kψ(t).

But ∣∣∣∣(λ−1a1,1(λ−1t), . . . , λ−1a1,q(λ−1t)
)∣∣∣∣

≤ λ−1
∣∣∣∣ (a1,1

(
λ−1t

)
, . . . , a1,q

(
λ−1t

)) ∣∣∣∣
≤ λ−1 δ1 = (δ1 + δ2)

by property (iv) of homogeneous norms. Similarly, if λ ≤ t ≤ 1 we have

ψ′(t) = (1− λ)−1ϕ2

(
(1− λ)−1 (t− λ)

)
=

q∑
k=1

(1− λ)−1a2,k

(
(1− λ)−1 (t− λ)

)
Y kψ(t),

and∣∣∣∣((1− λ)−1a2,1

(
(1− λ)−1(t− λ)

)
, . . . , (1− λ)−1a2,1

(
(1− λ)−1(t− λ)

))∣∣∣∣
≤ (1− λ)−1

∣∣∣∣(a2,1

(
(1− λ)−1(t− λ)

)
, . . . a2,1

(
(1− λ)−1(t− λ)

))∣∣∣∣
≤ (1− λ)−1δ2 = (δ1 + δ2).

It follows that ψ ∈ AC(x, z, δ1 + δ2), and so ρ(x, z) ≤ δ1 + δ2. But since δ1 was any
number larger than ρ(x, y) and δ2 was any number larger than ρ(y, z), it follows
that ρ(x, z) ≤ ρ(x, y) + ρ(y, z) so ρ is indeed a metric. This completes the proof of
assertion (2).

Finally we show that ρ is jointly continuous. Let x1, x2, y1, y2 ∈ Ω. Then

ρ(x2, y2) ≤ ρ(x2, x1) + ρ(x1, y1) + ρ(y1, y2)

ρ(x1, y1) ≤ ρ(x1, x2) + ρ(x2, y2) + ρ(y2, y1),

and hence∣∣ρ(x1, y1)− ρ(x2, y2)
∣∣ ≤ ρ(x1, x2) + ρ(y1, y2)

≤ C max
{
|x1 − x2|1/d, |x1 − x2|1/D, |y1 − y2|1/d, |y1 − y2|1/D

}
.

This last inequality establishes joint continuity, and completes the proof. �

The metric ρ we have constructed depends both on the control system Y and
on the choice of homogeneous norm

∣∣∣∣ · ∣∣∣∣. We remark that for many applications,
what is important is not one particular choice of metric, but rather a corresponding
equivalence class of metrics, and it turns out that the equivalence class does not
depend on the choice of homogeneous norm. We make this precise as follows.

Definition 1.8. Let Ω ⊂ Rn be an open set.
(i) Two metrics ρ1 and ρ2 are globally equivalent on Ω if there is a constant

C ≥ 1 so that for all x, y ∈ Ω,

C−1 ρ2(x, y) ≤ ρ1(x, y) ≤ C ρ2(x, y).
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(ii) Two metrics ρ1 and ρ2 are locally equivalent on Ω if for every compact
subset K ⊂ Ω there is a constant C(K) ≥ 1 so that for all x, y ∈ K,

C(K)−1 ρ2(x, y) ≤ ρ1(x, y) ≤ C(K) ρ2(x, y).

The notion of local equivalence is appropriate when one is concerned only with local
behavior, and hence small distances.

We now observe that although different choices of homogeneous norm can lead
to different metrics, these metrics are globally equivalent.

Proposition 1.9. Let Y = {Y1, . . . , Yq; d1, . . . , dq} be a control structure on a
connected open set Ω ⊂ Rn. Let

∣∣∣∣ · ∣∣∣∣
a

and
∣∣∣∣ · ∣∣∣∣

b
be two homogeneous norms. Then

the corresponding Carnot-Carathéodory metrics ρa and ρb are globally equivalent.

Proof. There is a constant C ≥ 1 so that C−1
∣∣∣∣ y ∣∣∣∣

b
≤
∣∣∣∣ y ∣∣∣∣

a
≤ C

∣∣∣∣ y ∣∣∣∣
b

for all y ∈ Rq. Suppose that ψ : [0, 1] → Ω and ψ′(t) =
∑q
k=1 ak(t)Y kψ(t). Then

||(a1(t), . . . , aq(t))||b < δ implies ||(a1(t), . . . , aq(t))||a < C δ. It follows that the
space ACb(x, y; δ) of allowable paths for the homogeneous norm || · ||b is con-
tained in the space ACa(x, y;Cδ). This together with the corresponding inclusion
ACa(x, y; δ) ⊂ ACb(x, y;Cδ) show that the two metrics are globally equivalent. �

There are other modifications of a control system which do not change the
equivalence class of the corresponding Carnot-Carathéodory metric. The following
is an illustration.

Proposition 1.10. Let Ω ⊂ Rn be a connected open set, and suppose Y =
{Y1, . . . , Yq; d1, . . . , dq} and Z = {Z1, . . . , Zr; e1, . . . er} are two control systems on
Ω. Suppose

∣∣∣∣Y ∣∣∣∣
Ω,1

< +∞,
∣∣∣∣Z ∣∣∣∣

Ω,1
< ∞, νY(Ω) > 0, and νZ(Ω) > 0. Suppose

that for each 1 ≤ j ≤ q and 1 ≤ k ≤ r we can write

Yj =
r∑
l=1

αj,l Zl and Zk =
q∑

m=1

βk,mYm,

where the coefficients {αj,l} and {βk,m} are bounded on Ω.

(1) If αjl = 0 unless el ≤ dj and βkm = 0 unless dm ≤ ek, the metrics ρY and
ρZ are locally equivalent.

(2) If αjl = 0 unless el = dj and βkm = 0 unless dm = ek, the metrics ρY and
ρZ are globally equivalent.

Proof. Since different homogeneous norms result in globally equivalent met-
rics, we can take the homogeneous norms both metrics to be || · ||∞ as defined in
equation (1.2).

Let K ⊂ Ω be compact, and let δK = supx,y∈K ρY(x, y). Let x, y ∈ K and let
δ ≤ 2δK . Suppose that φ ∈ ACY(x, y; δ) so that for almost all t ∈ [0, 1] we can
write φ′(t) =

∑q
j=1 aj(t)(Yj)φ(t) with |aj(t)| < δdj . It follows that

φ′(t) =
r∑
l=1

[ q∑
j=1

aj(t)αj,l(φ(t))
]

(Zl)φ(t).

Under the hypotheses in (1), since δ ≤ 2δK we have∣∣∣ q∑
j=1

aj(t)αj,l(φ(t))
∣∣∣ ≤ q∑

j=1
el≤dj

δdj sup
x∈Ω

|αj,l(x)| ≤ (C(K) δ)el (1.7)
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where C(K) depends on δK and the supremum of the coefficients {αj,k} on Ω.
It follows that φ ∈ ACZ(x, y;C(K)δ) and hence ρY(x, y) ≤ C(K) ρZ(x, y). The
opposite inequality is proved the same way, so the metrics ρY and ρZ are locally
equivalent.

If the hypotheses in (2) hold, we can repeat the argument for any pair of points
x, y ∈ Ω. If φ ∈ ACY(x, y; δ), write φ′(t) =

∑q
j=1 aj(t)(Yj)φ(t) with |aj(t)| < δdj .

Then inequality (1.7) is replaced by∣∣∣ q∑
j=1

aj(t)αj,l(φ(t))
∣∣∣ ≤ q∑

j=1
el=dj

δdj sup
x∈Ω

|αj,l(x)| ≤ (C δ)el (1.7’)

where C depends only on the supremum of the coefficients {αj,k} on Ω. Thus the
two metrics are globally equivalent. This completes the proof. �

It follows that adding additional vector fields with maximal formal degree does
not change the local behavior of the metric associated to a control system.

Corollary 1.11. Let Ω ⊂ Rn be a connected open set with compact clo-
sure, and suppose Y = {Y1, . . . , Yq; d1, . . . , dq} is a control system on Ω. Let
d = sup{d1, . . . , dq}. Let {Yq+1, . . . , Yr} be vector fields on Ω and suppose that
we can write

Ys =
q∑
j=1

γs,j Yj , q + 1 ≤ s ≤ r,

where the functions γs,j are bounded on Ω. If we set dq+1 = · · · = dr = d, then
Y1 = {Y1, . . . , Y

r; d1, . . . , dr} is a control system on Ω which is locally equivalent to
Y.

1.4. Vector fields of finite type.

In this section we describe a standard method for constructing a control sys-
tem from a collection of vector fields S = {X1, . . . , Xp} satisfying a certain span-
ning hypothesis. Recall that if Ω ⊂ Rn is an open set, then T (Ω) denotes the
space of real-valued infinitely differentiable vector fields on Ω. If x ∈ Ω and if
Y ∈ T (Ω), the value of Y at x is a tangent vector Yx ∈ Tx and . Also recall
from Chapter 2, Definition 1.5, that if X1, . . . , Xp ∈ D(Ω), then L(X1, . . . , Xp)
is the Lie subalgebra of T (Ω) generated by X1, . . . , Xp. As a real vector space,
L(X1, . . . , Xp) is spanned by the vector fields {X1, . . . , Xp} and all iterated com-
mutators {[X1, X2] , . . . , [Xp−1, Xp] , . . . , [Xj , [Xk, Xl]] , . . .}.

Definition 1.12. Let Ω ⊂ Rn be a connected open set. Let X1, . . . , Xp ∈ T (Ω).
Then {X1, . . . , Xp} are of finite type2on Ω if for every x ∈ Ω,

Tx =
{
Yx

∣∣∣Y ∈ L(X1, . . . , Xp)
}
.

If for every x ∈ Ω, Tx is spanned by the values at x of iterated commutators of
{X1, . . . , Xp} of length at most m, then we say that {X1, . . . , Xp} are of finite type
m on Ω.

2This condition is sometimes referred to as Hörmander’s condition. Hörmander made crucial
use of this condition in his study of partial differential operators of the form L = X2

1 + · · ·+X2
p +

X0 in [H6̈7]. However, this condition was previously used by other mathematicians such as

Carathéodory and Chow.
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Suppose that Ω ⊂ Rn is a connected open set, and vector fields {X1, . . . , Xp} are
of finite type m on Ω. We shall write down a list of all possible iterated commutators
of {X1, . . . , Xp} of length at most m. Thus for 1 ≤ r ≤ m let Ir denote the set of
all ordered r-tuples J = (j1, . . . , jr) of positive integers with 1 ≤ jk ≤ p. For each
J ∈ Ir let

Y[J] =
[
Xjr ,

[
Xjr−1 , · · · , [Xj2 , Xj1 ] · · ·

]]
.

It is important to note that in general the vector fields {Y[J]}J∈Ir are not all distinct.
For example, if r ≥ 2 and if j1 = j2, then Y[J] = 0 since already [Xj2 , Xj1 ] = 0..
However, the collection

{
Y[J], J ∈ Ir

}
does give us a collection of pr different

symbols, each of which represents a vector field.
Now let {Y1, . . . , Yq} be a list of all these symbols {Y[J]} where J ∈ Ir and

1 ≤ r ≤ m. We have q = p + p2 + · · · + pm, and this list contains all iterated
commutators of {X1, . . . , Xp} of length at most m. If Yj = Y[J] with J ∈ Ir, we
set the formal degree of the symbol Yj to be dj = r. Thus for example, X1 and X2

have formal degree 1, the vector fields [X1, X1] and [X1, X2] have formal degree 2,
and the vector field [X1, [X1, X2]] has formal degree 3.

Some of the vector fields Yj may be zero (as in the example [X1, X1] above),
and it can happen that the same vector field is represented more than once in the
list {Y1, . . . , Yq}. Thus it is important to note that the formal degree dj is assigned
to a particular representation of the vector field in this list, and not necessarily to
the underlying vector field itself.

Proposition 1.13. The data Y0 of vector fields {Y1, . . . , Yq} and formal degrees
{d1, . . . , dq} described above are a control system on Ω.

Proof. We need to verify condiitions (H-1) and (H-2) of Definition 1.3. But
the vectors {(Y1)x, . . . , (Yq)x} span the tangent space Tx for every x ∈ Ω since
the vectors {X1, . . . , Xp} are assumed to be of finite type m on Ω. Thus (H-1) is
satisfied.

Next one observes that the Jacobi identity in a Lie algebra implies that the
commutator of two iterated commutators, one of length k and one of length l, can
be written as a linear combination of iterated commutators of length k + l. (See
Chapter 7, Proposition 2.1 and Corollary 2.2). Thus since we have defined the
formal degree dk of a vector field Yk to be the length of the commutator in the
given representation for Y k, it follows that (H-2) is also satisfied. �

There are variants of this construction which are also used in applications.
Rather than formulate the most general result, we provide one illustration which
is important in the study of heat equations 4x + ∂t where formally the derivative
with respect to time acts like a second order operator, or more generally, operators
L = X2

1 + · · ·+X2
p +X0 studied by Hörmander in which X0 should be counted as

a second order operator.3. Thus suppose X0, X1, . . . Xp ∈ T (Ω) are of finite type
m. We again let {Y1, . . . , Yq} be a list of all iterated commutators of length at
most m. However, this time we assign formal degree 1 to each of the vector fields
{X1, . . . , Xp}, and assign formal degree 2 to the vector field X0. For any iterated
commutator Yj = YJ we assign formal degree dj which is the sum of the formal
degrees of the vectors {Xk} that are present in the commutator. For example,

3See the discussion in Chapter 5.
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[X1, X2] has formal degree 2, [X0, X2] has formal degree 3, and [X0, [X1, X2]] has
formal degree 4. Let Y1 denote the collection of vector fields {Y1, . . . , Yq} together
with the (new) formal degrees {d1, . . . , dq}. Exactly as in Proposition 1.13 we have:

Corollary 1.14. The data Y1 of vector fields {Y1, . . . , Yq} and formal degrees
{d1, . . . , dq} are a control system on Ω.

2. Examples of metrics and operators

In this section we look at several examples of control systems that arise in the
study of partial differential equations.

2.1. Isotropic Euclidean space.

On the space Rn consider the vector fields{
Y1, . . . , Yn

}
=
{ ∂

∂x1
, . . . ,

∂

∂xn

}
.

Since [Yj , Yk] = 0 for all 1 ≤ j ≤ k, it follows that if we take d1 = · · · = dn = 1,
then Y1 = {Y1, . . . , Y

n; d1, . . . , dn} is a control system. Let || · || be any norm on
Rn. It follows from Proposition 1.7 that the corresponding Carnot-Carathéodory
metric ρY is comparable to the Euclidean metric. As a warm-up exercise, we show
that in fact ρY(x, y) = ||x− y||.

Proof. Suppose that AC(x, y; δ) is not empty. Then there exists an abso-
lutely continuous mapping ψ : [0, 1] → Rn with ψ(0) = x, ψ(1) = y, ψ′(t) =∑n
j=1 aj(t)Y

j
ψ(t) and

∣∣∣∣(a1(t), . . . , an(t)
)∣∣∣∣ < δ for almost all t. Hence

||y − x|| =
∣∣∣∣∣∣ ∫ 1

0

ψ′j(t) dt
∣∣∣∣∣∣ ≤ ∫ 1

0

∣∣∣∣(a1(t), . . . , an(t)
)∣∣∣∣ dt ≤ δ.

Thus ||y − x|| ≤ ρY(x, y). On the other hand, let x, y ∈ Rn and suppose that
||y − x|| = δ > 0. Put ψj(t) = xj + t(yj − xj), and ψ(t) =

(
ψ1(t), . . . , ψn(t)

)
.

Then ||ψ′(t)|| = δ. If ε > 0, it follows that ψ ∈ ACY(x, y; δ + ε), and hence
ρY(x, y) ≤ δ + ε. Since ε is arbitrary, it follows that ρY (x, y) ≤ ||x − y||, and this
completes the proof. �

The Euclidean metric (or any equivalent metric) plays a fundamental role in
the analysis of elliptic operators on Rn. Here we wish to provide a very simple
example. Consider the Laplace operator on Rn, which we can write

4 =
∂2

∂x2
1

+ · · ·+ ∂2

∂x2
n

= (Y1)2 + · · ·+ (Y n)2.

It is well known that when n ≥ 3, the Newtonian potential

N(x, y) =
Γ
(
n
2

)
2(2− n)π

n
2
|x− y|2−n

is a fundamental solution for 4. This means that, in the sense of distributions,
4x[N(x, y)] = δx(y), where δx is the delta function at x. From a more classical
point of view, if ϕ ∈ C∞0 (Rn), and if

u(x) =
∫

Rn
ϕ(y)N(x, y) dy
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then 4u(x) = ϕ(x).
We can relate this fundamental solution for 4 to the Carnot-Carathéodory

metric ρY that we have constructed in the following way. Let {BY(x; δ)} be the
corresponding family of balls. Then it is easy to check that for all multi-indices
α, β, there is a constant C(α, β) so that∣∣∣∂αx ∂βy N(x, y)

∣∣∣ ≤ C(α, β)
ρY(x, y)2−|α|−|β|∣∣B(x; ρY(x, y)

)∣∣ .
As we shall see, this is a very special case of a general theorem dealing with fun-
damental solutions for operators of the form X0 + (X1)2 + · · · + (Xp)2 where the
vector fields {X0, X1, . . . , Xp} are of finite type. Give reference

2.2. Non-isotropic Euclidean space.

Next consider the space Rn with the same set of vector fields{
Y1, . . . , Y

n
}

=
{ ∂

∂x1
, . . . ,

∂

∂xn

}
.

This time, however, assign formal degree dj to the vector field Y j where 1 ≤ d1 ≤
d2 ≤ · · · ≤ dn. Then Y2 = {Y1, . . . , Y

n; d1, . . . , dn} is also a control structure. As a
homogeneous norm, we choose

||(y1, . . . , yn)|| = sup
1≤j≤n

|yj |1/dj .

Proposition 2.1. The Carnot-Carathéodory metric is given by

ρ(x, y) = sup
1≤j≤n

|xj − yj |1/dj ,

and the corresponding family of balls is given by

B(x, δ) =
{
y ∈ Rn

∣∣∣|yj − xj | < δdj
}
.

The proof is a minor modification of the argument given in the isotropic case. If
AC(x, y; δ) is not empty there exists an absolutely continuous mapping ψ : [0, 1]→
Rn with ψ(0) = x, ψ(1) = y, ψ′(t) =

∑n
j=1 aj(t)Y

j
ψ(t) and |aj(t)|1/dj < δ for almost

all t. Hence |yj − xj | =
∣∣∣ ∫ 1

0
aj(t) dt

∣∣∣ ≤ δdj . Thus supj |yj − xj |1/dj ≤ ρY(x, y). On

the other hand, let x, y ∈ Rn and suppose that supj |yj − xj |1/dj = δ > 0. Again
put ψj(t) = xj + t(yj − xj) and ψ(t) =

(
ψ1(t), . . . , ψn(t)

)
. If ε > 0, it follows that

ψ ∈ ACY(x, y; δ + ε), and hence ρY (x, y) ≤ supj |yj − xj |1/dj .
As an example of the role of such metrics in analysis, consider the heat operator

on the space Rn+1 with coordinates (t, x1, . . . , xn). This time we choose vector fields
Y 0 = ∂

∂t and Y j = ∂
∂xj

for 1 ≤ j ≤ n. We assign formal degrees d0 = 2 and dj = 1
for 1 ≤ j ≤ n. The heat operator is then

H =
∂

∂t
−

n∑
j=1

∂2

∂x2
j

= Y 0 − (Y1)2 − · · · (Y n)2.

Again there is a well-know fundamental solution for H given by Give reference

H
(
(t, x), (s, y)

)
=

{
(4π(t− s))−n2 exp

[
|x−y|2
4(t−s)

]
if t− s > 0,

0 if t− s ≤ 0.
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The size of this heat kernel is somewhat difficult to describe using the standard
isotropic Euclidean metric on Rn+1. However if we use a non-isotropic Carnot-
Carathéodory metric , then∣∣∂α1

x ∂α2
y ∂β1

t ∂β2
s H

(
(t, x), (s, y)

)
≤ C(α1, α2, β1, β2)

ρ
(
(x, t), (y, s)

)2−|α1|−|α2|−2|β1|−2|β2|

V
(
(x, t), (y, s)

)
Here V

(
(x, t), (y, s)

)
is the volume of the non-isotropic ball centered at (x, t) and

radius ρ
(
(x, t), (y, s)

)
. Note that differentiation with respect to t or s has the same

effect as two derivatives with respect to x or y. This is one of the reasons for
assigning the formal degree 2 to the vector field Y 0.

2.3. The Heisenberg group.

In the two examples we have considered so far, the Carnot-Carathéodory met-
rics have been invariant under Euclidean translations, reflecting the fact that the
basic vector fields have constant coefficients. In the next example the vector fields
have variable coefficients. Although the resulting metric is no longer translation
invariant, it does have an invariance under a different group of transformations, re-
flecting the fact that the basic vector fields still form a finite dimensional nilpotent
Lie group.

The underlying space in this example is R2n+1 = Rn × Rn × R, and it is
traditional to label the coordinates (x, y, t) = (x1, . . . , xn, y1, . . . , yn, t). Consider
the (2n+ 1) vector fields {X1, . . . , X

n, Y1, . . . , Y
n, T} where

Xj =
∂

∂xj
+ 2yj

∂

∂t
, 1 ≤ j ≤ n;

Y k =
∂

∂yk
− 2xk

∂

∂t
, 1 ≤ k ≤ n;

T =
∂

∂t
.

(2.1)

We assign formal degree 1 to the vector fields {X1, . . . , X
n} and {Y1, . . . , Y

n}, but
we assign degree 2 to the vector field T .

It is clear that the vector fields {X1, . . . , X
n, Y1, . . . , Y

n, T} span the tangent
space at each point of R2n+1 so that hypothesis (H-1) of Definition 1.3 is satisfied.
Moreover, for 1 ≤ j, k ≤ n we have the commutation relationships[

Xj , T
]

=
[
Y k, T

]
= 0,[

Y k, Xj
]

=

{
4T if j = k,

0 if j 6= k.

(2.2)

It follows that hypothesis (H-2) is satisfied as well. Thus the collection of vector
fields and formal degrees Y3 = {X1, . . . , X

n, Y1, . . . , Y
n, T ; 1, . . . , 1, 1, . . . 1, 2} is a
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control structure.4 It is also clear that the (2n + 1)-dimensional real vector sub-
space of D(R2n+1) spanned by {X1, . . . , X

n, Y1, . . . , Y
n, T} is closed under the Lie

bracket, and hence forms a Lie algebra, which we denote hy hn
Before investigating the Carnot-Carathéodory metrics induced by Y3, we define

the Lie group corresponding to the Lie algebra hn. Define5 a product on R2n+1 by
setting

(x, y, t) · (u, v, s) =
(
x+ u, y + v, t+ s+ 2

n∑
j=1

(yjuj − xjvj)
)
. (2.3)

It is a straightforward calculation to check that this product defines a group struc-
ture on R2n+1. This is called the Heisenberg group and is denoted by Hn. The
identity element is (0, 0, 0), the product is associative, and if (x, y, t) ∈ Hn, then
(x, y, t)−1 = (−x,−y,−t). Moreover (x, y, t) · (u, v, s) = (u, v, s) · (x, y, t) f and only
if
∑n
j=1(yjuj − xjvj) = 0. Thus Hn is not an Abelian group.
Define the left translation operator Tx,y,t : Hn → Hn by setting

T(x,y,t)(u, v, s) = (x, y, t)−1 · (u, v, s), (2.4)

and define the corresponding operator L(x,y,t) on functions by

L(x,y,t)f(u, v, s) = f
(
(x, y, t)−1 · (u, v, s)

)
. (2.5)

Thus L(x,y,t)[f ] = f ◦T(x,y,t). As is customary with non-Abelian groups, the inverse
is used on the right hand sides so that

T(x1,y1,t1) ◦ T(x2,y2,t2) = T(x1,y1,t1)·(x2,y2,t2);
L(x1,y1,t1) ◦ L(x2,y2,t2) = L(x1,y1,t1)·(x2,y2,t2).

As we have already indicated, there is an intimate connection between the
group structure Hn and the vector fields {X1, . . . , X

n, Y1, . . . , Y
n, T}. The key to

this connection is invariance under translation.

Definition 2.2. A vector field Z ∈ D(R2n+1) is left-invariant on Hn if it com-
mutes with every left translation operator. This means that for every differentiable
function f and all (x, y, t) ∈ Hn,

Z
[
L(x,y,t)[f ]

]
= L(x,y,t)

[
Z[f ]

]
. (2.6)

The following result then explains the meaning of equation (2.6) and provides
the connection between the group Hn and the Lie algebra hn.

Proposition 2.3. A vector field Z on R2n+1 is left invariant if and only if it
is a real linear combination of the (2n+1) vector fields {Xj , Y k, T}. In particular,
the vector space of left-invariant vector fields on Hn is the same as the Lie algebra
hn.

4Note that equation (??) shows that we would still have a control structure if we assigned
T the formal degree 1. In this case, Lemma 1.7 implies that the resulting metric is equivalent

to the Euclidean metric on any compact set. However, if T is assigned the formal degree 3 then
hypothesis (H-2) no longer holds.

5Using the Campbell-Baker-Hausdorff formula, one can derive the product structure of the
Lie group from the Lie algebra structure. Here however we first define the group multiplication,

and then later show the relationship with hn¿



2. EXAMPLES OF METRICS AND OPERATORS 98

Proof. Let Z =
n∑
j=1

[
aj

∂

∂xj
+ bj

∂

∂yj

]
+ c

∂

∂t
where {aj , bj , c} ∈ E(R2n+1).

Then L(x,y,t)f(u, v, s) = f
(
x+ u, y + v, t+ s+ 2[〈y, u〉 − 〈x, v〉]

)
and hence

Z[L(x,y,t)f ](u, v, s)

=
n∑
j=1

aj(u, v, s)
∂f

∂uj

(
(x, y, t) · (u, v, s)

)
+

n∑
j=1

bj(u, v, s)
∂f

∂vj

(
(x, y, t) · (u, v, s)

)
+
[
c(u, v, s)− 2

n∑
j=1

[
xj bj(u, v, s)− yj aj(u, v, s)

]]∂f
∂s

(
(x, y, t) · (u, v, s)

)
.

On the other hand

L(x,y,t)[Zf ](u, v, s) =
n∑
j=1

aj
(
(x, y, t) · (u, v, s)

) ∂f
∂uj

(
(x, y, t) · (u, v, s)

)
+

n∑
j=1

bj
(
(x, y, t) · (u, v, s)

) ∂f
∂vj

(
(x, y, t) · (u, v, s)

)
+ c
(
(x, y, t) · (u, v, s)

)∂f
∂s

(
(x, y, t) · (u, v, s)

)
Thus if equation (2.6) is to hold for all functions f , we must have

(i) aj(u, v, s) = aj
(
(x, y, t) · (u, v, s)

)
;

(ii) bj(u, v, s) = bj
(
(x, y, t) · (u, v, s)

)
;

(iii) c(u, v, s)−
∑n
j=1 2xjbj(u, v, s)+

∑n
j=1 2yjaj(u, v, s) = c

(
(x, y, t) ·(u, v, s)

)
.

Since these compatibility conditions must hold for all (x, y, t) and in particular for
(u, v, s)−1, the equations (i) and (ii) show that aj(u, v, s) = aj(0, 0, 0) = Aj and
bj(u, v, s) = bj(0, 0, 0) = Bj . Then setting (u, v, s) = (0, 0, 0) and c(0, 0, 0) = C in
equation (iii), we obtain

c(x, y, t) = C −
n∑
j=1

2Bj xj +
n∑
j=1

2Aj yj .

Substituting back in the original definition for Z, we see that a vector field Z is left
invariant if and only if

Z =
n∑
j=1

Aj

[ ∂

∂xj
+ 2yj

∂

∂t

]
+Bj

[ ∂

∂yj
− 2xj

∂

∂t

]
+ C

∂

∂t

=
n∑
j=1

Aj X
j +Bj Y

j + C T.

This completes the proof. �

We now describe the Carnot-Carathéodory metrics ρ associated to the control
system Y3. The associated family of dilations on R2n+1 is given by Dδ(x, y, t) =
(δx, δy, δ2t), and the metric depends on the choice of a D-homogeneous norm on
R2n+1. However, for any choice of norm, we have the following invariance.
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Proposition 2.4. Let ρ be a Carnot-Carathéodory metric on Hn defined using
Y3 and any D-homogeneous norm. Let p0, p1, and p2 be any three points of Hn.
Then

ρ(p1, p2) = ρ
(
Tp0(p1), Tp0(p2)

)
.

Proof. This is a simple consequence of the identity

AC(p1, p2; δ) = AC(Tp0(p1), Tp0(p2)
)
; δ),

which in turn follows directly from the left invariance of the basic vector fields
{X1, . . . , X

n, Y1, . . . , Y
n, T}. �

Next, in order to investigate the actual nature of the metric ρ we choose the
homogeneous norm

||(x1, . . . , xn, y1, . . . , yn, t)|| = max
{
|x1|, . . . |xn|, |y1|, . . . , |yn|, |t|

1
2
}
.

Suppose that p0 = (x, y, t) and p1 = (u, v, s) are two points in Hn. Let ψ : [0, 1]→
Hn be an absolutely continuous mapping with ψ(0) = p0 and ψ(1) = p1. We
begin by unraveling what it means that ψ ∈ AC(p0, p1; δ). Thus write ψ(r) =(
φ1(r), . . . , φn(r), η1(r), . . . , ηn(r), τ(r)

)
. The key point, according to Definition

1.5, is that we must control the sizes of the coefficients of ψ′(r) written as a linear
combination of the vectors {(X1)ψ(r), . . . , X

n
ψ(r), (Y1)ψ(r), . . . , Y

n
ψ(r), Tψ(r)}, rather

than the sizes of the derivatives (φ′1(r), . . . , φ′n(r), η′1(r), . . . , η′n(r), τ ′(r)). If we do
the algebra we obtain

ψ′(t) =
n∑
j=1

φ′j(t)X
j
ψ(t)+

n∑
j=1

η′j(t)Y
j
ψ(t)+

[
τ ′(t)−2

n∑
j=1

(
φ′j(t)ηj(t)−η′j(t)φj(t)

)]
Tψ(t).

Thus ψ ∈ AC(p0, p1; δ) if and only if ψ(j) = pj for j = 0, 1, and if for almost every
t ∈ [0, 1],

|φ′j(t)| < δ, 1 ≤ j ≤ n,
|η′j(t)| < δ, 1 ≤ j ≤ n,∣∣∣τ ′(t)− 2

n∑
j=1

(
φ′j(t)ηj(t)− η′j(t)φj(t)

)∣∣∣ < δ2.

Lemma 2.5. Let ρ be the Carnot-Carathéodory metric associated to the control
system Y3 and the homogeneous norm. If p0 = (x, y, t) and p1 = (u, v, s) then

max
{∣∣xj − uj∣∣, ∣∣yj − vj∣∣, 1√

4n+ 1

∣∣t− s+ 2
n∑
k=1

(ykuk − xkvk)
∣∣ 12} ≤ ρ(p0, p1)

≤ max
{∣∣xj − uj∣∣, ∣∣yj − vj∣∣, ∣∣t− s+ 2

n∑
k=1

(ykuk − xkvk)
∣∣ 12}.

Proof. Suppose first that

max
{∣∣xj − uj∣∣, ∣∣yj − vj∣∣, ∣∣t− s+ 2

n∑
k=1

(ykuk − xkvk)
∣∣ 12} < δ.

Define ψ = (φ1, . . . , φn, η1, . . . , ηn, τ) : [0, 1]→ Hn by setting φj(r) = uj+r(xj−uj),
ηj(r) = vj+r(yj−vj), and τ(r) = s+r(t−s). Then ψ(0) = (u, v, s), ψ(1) = (x, y, t),
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and we have

|φ′j(r)| = |xj − uj | < δ, 1 ≤ j ≤ n
|η′j(r)| = |yj − vj | < δ, 1 ≤ j ≤ n∣∣∣τ ′(r)− 2

n∑
j=1

(
φ′j(r)ηj(r)− η′j(r)φj(r)

)∣∣∣ =
∣∣∣(t− s)− 2

n∑
j=1

(xjvj − yjuj)
∣∣∣ < δ2.

Thus ψ ∈ AC(p0, p1; δ), and it follows that

ρ(p0, p1) ≤ max
{∣∣xj − uj∣∣, ∣∣yj − vj∣∣, ∣∣t− s+ 2

n∑
k=1

(ykuk − xkvk)
∣∣ 12}.

Conversely, suppose that ρ(p0, p1) < δ. Then there exists a mapping ψ ∈
AC(p0, p1; δ). Write ψ = (φ1, . . . , φn, η1, . . . , ηn, τ). For 1 ≤ j ≤ n we have

|xj − uj | =
∣∣∣∣∫ 1

0

φ′j(t) dt
∣∣∣∣ < δ and |yj − vj | =

∣∣∣∣∫ 1

0

η′j(t) dt
∣∣∣∣ < δ.

In addition, we have∣∣t− s+ 2
n∑
k=1

(ykuk − xkvk)
∣∣ =

∣∣t− s− 2
n∑
k=1

(yk(xk − uk)− xk(yk − vk))
∣∣

=

∣∣∣∣∣
∫ 1

0

[
τ ′(t)− 2

n∑
k=1

(
ykφ
′
k(t)− xkη′k(t)

)]
dt

∣∣∣∣∣
≤

∣∣∣∣∣
∫ 1

0

[
τ ′(t)− 2

n∑
k=1

(
ηk(t)φ′k(t)− φk(t)η′k(t)

)]
dt

∣∣∣∣∣
+ 2

∣∣∣∣∣
∫ 1

0

n∑
k=1

(
(yk − ηk(t))φ′k(t)− (xk − φk(t))η′k(t)

)∣∣∣∣∣
< (4n+ 1) δ2.

It follows that

max
{∣∣xj − uj∣∣, ∣∣yj − vj∣∣, 1√

4n+ 1

∣∣t− s+ 2
n∑
k=1

(ykuk − xkvk)
∣∣ 12} ≤ ρ(p0, p1)

which completes the proof. �

As an indication of the role of this metric, consider the second order left-
invariant non-elliptic operator on Hn

Lα = −1
4

n∑
j=1

[
(Xj)2 + (Y j)2

]
+ iαT.

Theorem 2.6 (Folland, Stein[FS74]). Set

φα(x, y, t) = (|x|2 + |y|2 − it)−(n+α)/2) (|x|2 + |y|2 + it)−(n−α)/2

γα =
22−n πn+1

Γ
(
(n+ α)/2

)
Γ
(
(n− α)/2

)
Then Lα = γα δ0. Moreover

|φα(x, y, t)| . ρ((x, y, t), (0, 0, 0))2 |B(0, ρ((x, y, t), (0, 0, 0)))|−1
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with corresponding estimates on the derivatives with respect to {Xj} and {Yk}.

2.4. The Grushin plane.

In our first two examples, the Carnot-Carathéodory metric was invariant under
linear transformations, and in the third, the metric was invariant under the more
complicated Heisenberg group of transformations. In this last example, the Carnot-
Carathéodory balls ‘twist’ as one moves from point to point. Nevertheless, in all
cases, the basic geometry of the Carnot-Carathéodory balls is the same at all points.
This is a reflection of the fact that the linear relationships between the basic vector
fields and their commutators remains the same at all points.

We now consider a class of examples in which the nature of the balls varies
from point to point. We begin with the simplest case in which the underlying space
is R2. Consider the vector fields

X =
∂

∂x
, Y = x

∂

∂y
, T =

∂

∂y
.

The vector fields X and T by themselves span the tangent space at each point, so
the same is true for the triple {X,Y, T}. We assign degree 1 to the vector fields X
and Y , and degree 2 to the vector field T . The commutation relationships between
the vector fields is given by

[X, Y ] = T, [X, T ] = 0, [Y, T ] = 0.

Thus Y4 = {X, Y, T ; 1, 1, 2} is a control system on R2.
There is one clear difference between this example and the three earlier ones.

In the earlier cases, there were the same number of basic vector fields as the dimen-
sion of the underlying space, and these vector fields were linearly independent at
each point. In this case, the number of vector fields is larger than the dimension.
Moreover, the linear relationships between them change from point to point. The
pair {X,Y } is linearly dependent along the y-axis where x = 0 since Y = 0 on that
locus. However at all other points, the pair {X,Y } are linearly dependent.

The Carnot-Carathéodory ball centered at the point (0, 0) of radius δ is essen-
tially {

(x, y)
∣∣ |x| < δ, |y| < δ2

}
.

The CC ball centered at the point (0, a) of radius δ is essentially{
(x, y)

∣∣ |x| < δ, |y| < δ2 + aδ
}
.

3. Local structure of Carnot-Carathéodory metrics

We now return to the general theory of Carnot-Carathéodory metrics. Fix a
connected open set Ω ⊂ Rn and a control system Y = {Y1, . . . , Yq; d1, . . . , dq} on
Ω. Choose the compatible homogeneous norm

||(b1, . . . , bq)|| = sup
1≤j≤q

|bj |
1
dj (3.1)

on Rq. Let ρ be the corresponding Carnot-Carathéodory metric, and let {Bρ(x, δ)}
be the associated family of balls. Our objective in this section is to give an alternate
characterization of these balls in terms of another family of sets

{
BIη(x, δ)

}
, called
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exponential balls, which are defined using appropriately chosen exponential maps
and canonical coordinates. This is primarily based on the paper [NSW85].

Because these new sets are defined explicitly as images of exponential mappings,
it is easier to understand the local geometry of exponential balls than Carnot-
Carathéodory balls. On the other hand, the main structure theorem for Carnot-
Carathéodory balls says, in particular, that for x ∈ Ω and δ > 0 sufficiently small,
there is a choice of I and η so that the balls Bρ(x, δ) and BIη(x, δ) are comparable.

In subsection 3.1 below, introduce some important notation. In subsection 3.2,
we give the definition of exponential balls, and we show that we always have an
inclusion Bρ(x, δ) ⊂ BIη(x, δ). In order to establish the opposite inclusion, we will
need to make a careful choice of I and η for each x and δ. The key to this choice
is the notion that an n-tuple I = (i1, . . . , in) is (x, δ, κ)-dominant, and we give
a precise definition of this concept in subsection 3.3. In subsection 3.4 we state
the main result, Theorem 3.7, about the equivalence of exponential and Carnot-
Carathéodory balls. The proof of this theorem, which is quite long and technical,
is deferred to Section 4.

3.1. Notation.

We begin by reviewing and establishing some notation.

Definition 3.1. Let Y = {Y1, . . . , Yq; d1, . . . , dq} be a control system on a
connected open set Ω ⊂ Rn.

(1) For each positive integer r, let Ir denote the set of all ordered r-tuples of
positive integers I = (i1, . . . , ir) such that 1 ≤ ij ≤ q for 1 ≤ j ≤ r.

(2) If I ∈ Ir set
d(I) = di1 + · · ·+ dir . (3.2)

(3) Put

dY = d = min
1≤j≤q

dj ,

DY = D = max
1≤j≤q

dj ,

N0 = max
I,J∈In

|d(I)− d(J)|,

N1 = inf
{
N ∈ Z+

∣∣Nd ≥ N0 + nD
}
.

(3.3)

(4) For every I = (i1, . . . , in) ∈ In let

λI(x) = det
(
Yi1 , . . . , Yin

)
(x) (3.4)

be the determinant of the vector fields {Yi1 , . . . , Yin} at the point x as
defined in Chapter 2, Definition 1.7.

(5) Set

ΩI =
{
x ∈ Ω

∣∣∣λI(x) 6= 0
}
. (3.5)

Note that since Y is a control system, for each x ∈ Ω there exists I ∈ In
so that λI(x) 6= 0. For such x the vectors {(Yi1)x, . . . , (Yin)x} are linearly
independent and hence are a basis for the tangent space Tx.
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(6) For x ∈ Ω and δ > 0, set

Λ(x, δ) =
∑
I∈In

|λI(x)| δd(I). (3.6)

There are qn elements in In, so this is a finite sum.

Note that Λ(x, δ) is a non-zero polynomial in δ of degree at most nD. For each
x ∈ Ω, each non-vanishing term in Λ(x, δ) is of degree at least nd Moreover

sup
J∈In

∣∣λJ(x)
∣∣ δd(J) ≤ Λ(x, δ) ≤ qn sup

J∈In

∣∣λJ(x)
∣∣ δd(J). (3.7)

3.2. Exponential Balls.

Recall from Chapter 2, equation (5.1), that for each I ∈ In and each x ∈ Ω we
have a mapping

ΘI
x(u) = ΘI

x(u1, . . . , un) = exp
[ n∑
j=1

uj Yij

]
(x) (3.8)

defined for u = (u1, . . . , un) belonging to some neighborhood of the origin in Rn.
It follows from Chapter 2, Lemma 5.1, that if x ∈ ΩI then dΘI

x(0) =
∣∣λI(x)

∣∣ 6= 0,
and hence ΘI

x is a diffeomoprhism from a neighborhood of the origin in Rn to a
neighborhood of x in Ω.

One of our objectives is to obtain a more precise description of these neighbor-
hoods when we make an appropriate choice of I. In order to do this, we introduce
a variant of the mapping ΘI

x.

Definition 3.2. Let I ∈ In, let x ∈ Ω, and let δ and η be positive parameters.
Set

ΘI
x,δ,η(u) = ΘI

x,δ,η(u1, . . . , un) = exp
[
η

n∑
j=1

uj δ
dij Yij

]
(x).

We have

ΘI
x,δ,η(u) = ΘI

x(η δdi1 u1, . . . , η δ
din un),

ΘI
x,δ,η1η2(u) = ΘI

x,δ,η1(η2u),

whenever these expressions are defined. Thus ΘI
x,δ,η is just a re-scalled version of

the mapping ΘI
x. Let us try to give an explanation of the purpose of the various

extra parameters that appear in ΘI
x,δ,η.

(1) Clearly ΘI
x,δ,η(0) = x, and thus x is the ‘center’ of the image of B(0; 1).

(2) When considering a Carnot-Carathéodory ball Bρ(x, δ), the parameter δ is
the radius. For the mapping ΘI

x,δ,η, the parameter δ is the corresponding
‘scale’ at which we are working. Note that the parameter δ appears with
powers reflecting the formal degrees of the vector fields {Yi1 , . . . , Yin}.

(3) For each x ∈ Ω and δ > 0 we need to choose a coordinate system deter-
mined by the canonical coordinates associated to particular ‘dominant’
set of vector fields {Yi1 , . . . , Yin}. This choice is described by the index
I = (i1, . . . , in).
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(4) If we were to eliminate the parameter η in the definition of ΘI
x,δ,η by

setting it equal to 1, then in order to establish good properties of the
mapping u → ΘI

x,δ,1(u) we would need to restrict the mapping to the a
ball in Rn of small radius. The parameter η is introduced in order to
keep the domain of the mapping the unit ball B(0; 1) ⊂ Rn. Thus the
parameter η is just ordinary Euclidean scaling, unlike the non-isotropic
scaling introduced by δ. As we proceed, we shall need to shrink η several
times.

The following result follows from the discussion of existence, uniqueness, and
smooth dependence on parameters of solutions of differential equations in Chapter
2, Section 3.3.

Proposition 3.3. Let K ⊂ K̃ ⊂ Ω and suppose that K and K̃ are compact
and that K is a subset of the interior of K̃. Then there exists 0 < η0 ≤ 1 so that
if x ∈ K, I ∈ In, 0 < δ ≤ 1, and 0 < η ≤ η0 then the mapping u → ΘI

x,δ,η(u) is
defined and infinitely differentiable on the open unit ball B(0; 1) ⊂ Rn. Moreover if
u ∈ B(0; 1) then ΘI

x,δ,η(u) ∈ K̃.

Now fix compact sets K ⊂ K̃ ⊂ Ω and the corresponding constant η0 given
in Proposition 3.3. We use the mappings {ΘI

x,δ,η} from Definition 3.2 to define
exponential balls centered at x ∈ K of radius δ.

Definition 3.4. Let x ∈ K, let I ∈ In, let 0 < δ ≤ 1 and let 0 < η ≤ η0. Then

BIη(x, δ) =
{
y ∈ Ω

∣∣∣ (∃u ∈ B(0; 1)
)(

y = ΘI
x,δ,η(u)

)}
⊂ K̃.

The sets
{
BIη(x, δ)

}
are called exponential balls.

Recall that we have two different families of dilations on Rn. Suppose that
σ > 0 and that u = (u1, . . . , un) ∈ Rn. Then we put

σ u =
(
σu1, . . . , σun

)
Dσ[u] =

(
σdi1u1, . . . , σ

dinun
)
.

Then we have

ΘI
x,δ,ση(u) = ΘI

x,δ,η(σu)

ΘI
x,σδ,η(u) = ΘI

x,δ,η(Dσ[u]).

We have the following easy but important relationship between the Carnot-
Carathéodory balls

{
Bρ(x, δ)

}
and the exponential balls

{
BIη(x, δ)

}
.

Proposition 3.5. Let x ∈ K and 0 < δ ≤ 1. Then for every I ∈ In and
0 < η ≤ η0 we have

BIη(x, δ) ⊂ Bρ(x, δ).

Proof. Let u ∈ B(0; 1), and define ϕ : [0, 1]→ Ω by setting

ϕ(t) = exp
[
t η

n∑
j=1

uj δ
dij Yij

]
(x).
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Then ϕ(0) = x, ϕ(1) = ΘI
x,δ,η(u), and since η

∑n
j=1 ur δ

dij Yij is a smooth vector
field, it follows from Corollary 3.7 in Chapter 2 that

ϕ′(t) =
(
η

n∑
j=1

ur δ
dij Yij

)
ϕ(t)

.

Since each η u ∈ B(0; 1), it follows from our choice of the homogeneous norm in
equation (3.1) that∣∣∣∣ (δd1 η u1, . . . , δ

dn η un)
∣∣∣∣ = δ sup

1≤j≤q
(η|uj |)

1
dj < δ.

Thus according to Definition 1.5, this means that ϕ ∈ AC
(
x,ΘI

x,δ,η(u); δ
)
, and so

AC
(
x,ΘI

x,δ,η(u); δ
)

is not empty. Thus according to Definition 1.6, ρ
(
x,ΘI

x,δ,η(u)
)
<

δ, and so BIη(x, δ) ⊂ Bρ(x, δ), as asserted. �

3.3. (x, δ, η)-dominance.

We want to show that if x ∈ K and if 0 < δ ≤ 1, then for an appropriate choice
of n-tuple I ∈ In and all sufficiently small η, the mapping ΘI

x,δ,η : B(0; 1)→ BIη(x, δ)
is a diffeomorphism, and the exponential ball BIη(x, δ) is comparable to the Carnot-
Carathéodory ball Bρ(x, δ). When this is the case, the inverse mapping (ΘI

x,δ,η)−1

will give a natural set of coordinates on the exponential ball BIη(x, δ), and hence
also on the comparable Carnot-Carathéodory ball. The choice of the n-tuple I
which makes this work depends on the following key concept.

Definition 3.6. Let x ∈ Ω, let δ > 0, and let 0 < κ ≤ 1. Then I ∈ In is
(x, δ, κ)-dominant if

|λI(x)| δd(I) ≥ κ max
J∈In

|λJ(x)| δd(J).

For each x ∈ Ω and δ > 0 there always exists at least one n-tuple I ∈ In so
that

|λI(x)| δd(I) = max
J∈In

|λJ(x)| δd(J),

and thus I is (x, δ, 1)-dominant. However, if I is (x, δ, 1)-dominant, there need not
exist any open neighborhood U of x so that I is (y, δ, 1)-dominant for all y ∈ U .
On the other hand, if I is (x, δ, 1)-dominant and if κ < 1, it follows by continuity
that there will be an open neighborhood U so that I is (y, δ, κ)-dominant for all
y ∈ U . This is one of the reasons for the introduction of the parameter κ.

3.4. The local structure of Carnot-Carathéodory balls.

We now state the main result of this chapter, which describes the local geometry
of the Carnot-Carathéodory balls

{
Bρ(x, δ)

}
by relating them to the exponential

balls
{
BIη(x, δ)

}
defined in Section 3.1. As usual, Ω ⊂ Rn is a connected open set,

and Y = {Y1, . . . , Yq; d1, . . . , dq} is a control system on Ω. The constants d, D, N0,
and N1 are defined in equation (3.3).
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Theorem 3.7. Let K ⊂ K̃ ⊂ Ω be compact subsets with K contained in the
interior of K̃. There exist positive constants 0 < τ < 1 and 0 < η < 1 depending
only on ν(K) and

∣∣∣∣Y ∣∣∣∣ eK,N1
so that if x ∈ K and if 0 < δ ≤ 1, there exists I ∈ In

so that the following statements hold.

(1) If JΘI
x,δ,η is the Jacobian determinant of the mapping ΘI

x,δ,η, then

JΘI
x,δ,η(0) = ηn

∣∣λI(x)
∣∣ δd(I),

and for every u ∈ B(0; 1) we have

ηn

4
|λI(x)| δd(I) ≤ JΘI

x,δ,η(u) ≤ 4 ηn |λI(x)| δd(I). (3.9)

(2) The balls Bρ(x, δ) and BIη(x, δ) are comparable. Precisely, we have

Bρ(x, τ δ) ⊂ BIη(x, δ) ⊂ Bρ(x, δ). (3.10)

(3) The mapping ΘI
x,δ,η : B(0; 1)→ BIη(x, δ) is one-to-one and onto.

(4) Let {Z1, . . . , Zq} be the unique smooth real vector fields on the unit ball
B(0; 1) such that

dΘI
x,δ,η[Zj ] = η δdj Yj . (3.11)

Then Z = {Z1, . . . , Zq; d1, . . . , zq} is a control structure on B(0; 1) uniform
in x and δ. Precisely

||Z||B(0;1),M ≤ ||Y||K,M ,
τ2(Z) ≥ τ2(Y).

(3.12)

Moreover, for the special vector fields {Zi1 , . . . , Zin}, we can write

Zij =
∂

∂uj
+

n∑
k=1

αj,k
∂

∂uk
(3.13)

and

sup
u∈B(0;1)

n∑
j,k=1

|αj,k(u)|2 ≤ 1
4
. (3.14)

An immediate consequence of parts (3) and (1) of Theorem 3.7 is that

ηn

4
cn
∣∣λI(x)

∣∣ δd(I) ≤
∣∣BIη(x, δ)

∣∣ ≤ 4 ηn cn
∣∣λI(x)

∣∣ δd(I)

where
∣∣E∣∣ is the Lebesgue measure of a set E ⊂ Rn, and cn is the volume of the

unit ball in Rn. Thus equation (3.7) gives the following estimate for the volume of
the Carnot-Carathéodory ball Bρ(x, δ).

Corollary 3.8. Let K ⊂ Ω be a compact subset. There exists a constants
η > 0 and C > 0 so that if x ∈ K and if 0 < δ ≤ 1, then

C−1 ηn Λ(x, δ) ≤
∣∣Bρ(x, δ)∣∣ ≤ C ηn Λ(x, δ).
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4. Proof of the main theorem

In this section, we present a proof of Theorem 3.7. Fix a connected open subset
Ω ⊂ Rn, and let Y = {Y1, . . . , Yq; d1, . . . , dq} be a control system on Ω. Fix compact
subsets K ⊂ K̃ ⊂ Ω such that K is contained in the interior of K̃. Let η0 be the
constant given in Proposition 3.3.

The proof is rather long and technical. Subsection 4.1 contains some prelimi-
nary results of an algebraic nature that do not involve any estimates. Subsection
4.2 then uses these algebraic results to obtain estimates at a point x assuming that
an n-tuple I ∈ In is (x, δ, κ)-dominant. Subsection 4.3 uses the theory of Taylor
expansions developed in Chapter 2, along with the results of subsection 4.2, to ob-
tain estimates on the exponential balls

{
BIη(x, δ)

}
. Subsection 4.4 presents some

topological results needed later in the proof. Finally, subsections 4.5, 4.6, 4.7, and
4.8 present the proofs of parts (1), (2), (3), and (4) of Theorem 3.7.

4.1. Algebraic preliminaries.

Recall from (H-2) of Definition 1.3 that there are functions cmj,k ∈ E(Ω) so that
for 1 ≤ l,m ≤ q

[Yj , Yk] =
q∑

m=1

cmj,k Ym (4.1)

and
cmj,k(x) ≡ 0 unless dm ≤ dj + dk. (4.2)

The coefficients {cmj,k} are called the structure functions of the control system Y.
More generally, we have the following.

Proposition 4.1. Let if L = (l1, . . . , lr) ∈ Ir. Then we can write the iterated
commutator

Y[L] =
[
Ylr ,

[
Yir−1 , · · · [Yl2 , Yl1 ]

]]
=

q∑
m=1

cmL Yj (4.3)

where cmL ∈ E(Ω) and

cmL (x) ≡ 0 unless dm ≤ dl1 + · · ·+ dlr = d(L). (4.4)

The coefficients {cjL} are linear combinations of the structure functions and their
Y -derivatives up to order (r − 1).

Proof. We argue by induction on r ≥ 2. The case r = 2 is the hypothesis
(H-2) of Definition 1.3. Let L′ = (l1, . . . , lr, lr+1) ∈ Ir+1 and L = (l1, . . . , lr). Then

Y[L′] =
[
Ylr+1 , [Yir , · · · [Yl2 , Yl1 ]]

]
=
[
Ylr+1 , Y[L]

]
=

q∑
m=1

[
Ylr+1 , c

m
L Ym

]
=

q∑
m=1

Ylr+1 [cmL ]Ym +
q∑

k=1

ckL
[
Ylr+1 , Yk

]
=

q∑
m=1

[
Ylr+1 [cmL ] +

( q∑
k=1

ckL c
m
lr+1,k

) ]
Ym. (4.5)
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Now if Ylr+1 [cmL ] 6= 0, the by induction we have dm ≤ d(L) < d(L′). Also if
ckL c

m
lr+1,k

6= 0 we must have dk ≤ d(L) and dm ≤ dlr+1 + dk. Thus dm ≤ dlr+1 +
d(L) = d(L′). The statement about the structure of the coefficients also follows by
induction and an examination of the formula in equation (4.5). This completes the
proof. �

For the rest of this subsection, fix I ∈ In. We shall suppose that I = (1, . . . , n)
in order to simplify the notational burden6. This can always be achieved by re-
ordering the elements of {Y1, . . . , Yq}. For each point x ∈ ΩI , the tangent vectors
{(Y1)x, . . . , (Yn)x} span the tangent space Tx. Thus there are real numbers7 {akj (x)}
so that for 1 ≤ j ≤ q we can write

(Yj)x =
n∑
k=1

akj (x) (Yk)x. (4.6)

We can now use Cramer’s rule to solve equation (4.6) for the n unknown values
{a1
j (x), . . . , anj (x)}.

Proposition 4.2. For 1 ≤ j ≤ q, for 1 ≤ k ≤ n, and for each x ∈ ΩI

akj (x) =
λJ(x)
λI(x)

(4.7)

where J = (1, . . . , k − 1, j, k + 1, . . . , n) ∈ In is obtained from I = (1, . . . , n) by
replacing k with j.

Note that E(ΩI) is a module over the ring E(Ω). We need to deal with linear
combinations of products of the functions {akj }, with coefficients coming from E(Ω).
It will be convenient to keep track of these expressions in the following way.

Definition 4.3. For every integer m and every positive integer s, Ams is the
E(Ω) submodule of E(ΩI) generated by all products of the form

ak1j1 · a
k2
j2
· · · akrjr (4.8)

where r ≤ s and

m ≤ (dk1 + dk2 + · · ·+ dkr )− (dj1 + dj2 + · · ·+ djr ) = d(K)− d(J). (4.9)

We let A0
1 be the submodule generated by the function 1, so that A0

1 = E(Ω). If
f ∈ Ams , we can write

f =
s∑
r=1

∑
J,K∈Ir

m≤d(K)−d(J)

fK,J a
k1
j1
· ak2j2 · · · a

kr
jr
, (4.10)

although the coefficients fK,J ∈ E(Ω) are not uniquely determined. We have the
inclusions

Am1
s ⊃ Am2

s if m1 ≤ m2,

Ams1 ⊂ A
m
s2 if s1 ≤ s2.

6This simplification is convenient, and we shall do this several times, even though the choice
of n-tuple I may have changed.

7The numbers {a1
j (x), . . . , anj (x)} depend on the choice of n-tuple I, and should perhaps be

written {aI,1j (x), . . . , aI,nj (x)}. As long as I is understood, we suppress the additional parameter.
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We show that the modules {Ams } behave well under differentiation by the vector
fields {Y1, . . . , Yq}. The key is the following calculation.

Proposition 4.4. For 1 ≤ l ≤ q, 1 ≤ k ≤ n, and 1 ≤ j ≤ q we have

Yl[akj ] =
q∑

m=1

cml,j a
k
m +

n∑
i=1

q∑
m=1

cml,i a
i
j a

k
m. (4.11)

In particular, Yl[akj ] ∈ Adk−dj−dl2 .

Proof. Using equations (4.1) and (4.6), it follows that on ΩI we can write

[Yl, Yj ] =
n∑
k=1

[ q∑
m=1

cml,j a
k
m

]
Yk. (4.12)

On the other hand, we can also write

[Yl, Yj ] =
n∑
i=1

[
Yl, a

i
j Yi
]

=
n∑
i=1

(
Yl[aij ]Yi + aij [Yl, Yi]

)
=

n∑
i=1

Yl[aij ]Yi +
n∑
i=1

q∑
m=1

aij c
m
l,i Ym

=
n∑
k=1

Yl[akj ]Yk +
n∑
i=1

q∑
m=1

n∑
k=1

aij c
m
l,i a

k
m Yk

=
n∑
k=1

[
Yl[akj ] +

n∑
i=1

q∑
m=1

cml,i a
i
j a

k
m

]
Yk. (4.13)

Since {(Y1)x, . . . , (Yn)x} is a basis for Tx on ΩI we can equate the coefficients
of Yk in equations (4.12) and (4.13), and we obtain equation (4.11).

In the first sum on the right of equation (4.11) we have cml,j ≡ 0 unless dm ≤
dl + dj , and so dk − dm ≥ dk − dj − dl. Thus the first sum belongs to Adk−dj−dl1 ⊂
Adk−dj−dl2 . In the second sum, we have cml,i ≡ 0 unless dm ≤ dl + di. Thus
(di + dk)− (dj + dm) ≥ di + dk − dj − dl − di = dk − dj − dl. Thus the second sum
belongs to Adk−dj−dl2 , and this completes the proof. �

We can now describe Y -derivatives of elements of Ams . The following follows
easily from the product rule and Proposition 4.4.

Proposition 4.5. Let f ∈ Ams , and suppose f is written as in equation (4.10)
with coefficients {fK,J}. Then

(1) For 1 ≤ l ≤ q,
Yl[f ] ∈ Am−dls+1 ,

with coefficients which can be written as linear combinations of the func-
tions

{
Yl[fK,J ]

}
and products of the functions

{
fK,J

}
and the structure

functions
{
cml,i
}

.
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(2) More generally, if L = (l1, . . . , lr) ∈ Ir then

YL[f ] = YirYir−1 · · ·Yi2Yi1 [f ] ∈ Am−d(L)
s+r

and the coefficients of YL[f ] can be written as linear combinations of prod-
ucts of functions which are up to r-fold derivatives of the functions fK,J
and r− 1-fold derivatives of the coefficient fucntions {cml,i} with respect to
the vector fields {Yi1 , . . . , Yir}.

We next derive formulas for derivatives of the determinants {λJ}, J ∈ In. We
begin with the special determinant λI where I = (1, . . . , n).

Proposition 4.6. For x ∈ ΩI and 1 ≤ l ≤ q we have Yl[λI ] = fl λI where

fl(x) = ∇ · Yl(x) +
n∑
k=1

q∑
j=1

cjl,k(x) akj (x).

In particular, the coefficient fl ∈ A−dl1 , and is a linear combination of derivatives
of the coefficients of the vector field Yl and the structure functions.

Proof. Starting with the formula from Lemma 1.9 in Chapter 2, and then
using equations (4.1) and (4.6), we have

Yl[λI ] = (∇ · Yl)λI +
n∑
k=1

det(Y1, . . . , Yk−1, [Yl, Yk] , Yk+1, . . . , Yn)

= (∇ · Yl)λI +
n∑
k=1

q∑
j=1

cjl,k det(Y1, . . . , Yk−1, Yj , Yk+1, . . . , Yn)

= (∇ · Yl)λI +
n∑
k=1

q∑
j=1

n∑
r=1

cjl,k a
r
j det(Y1, . . . , Yk−1, Yr, Yk+1, . . . , Yn)

= (∇ · Yl)λI +
n∑
k=1

q∑
j=1

cjl,k a
k
j det(Y1, . . . , Yk−1, Yk, Yk+1, . . . , Yn)

=
(
∇ · Yl +

n∑
k=1

q∑
j=1

cjl,k a
k
j

)
λI .

Now ∇ · Yl ∈ A0
1 ⊂ A

−dl
1 . Moreover, since cjl,k(x) ≡ 0 unless dj ≤ dl + dk,

dk − dj ≥ dk − dl − dk = −dl. This completes the proof. �

Corollary 4.7. Let L = (l1, . . . , lr) ∈ In. Then

Yl1 Yl2 · · ·Ylr [λI ] = fL λI ,

where fL ∈ A−d(L)
r . The coefficients of fL can be written as linear combinations of

up to r-fold derivatives of the coefficients of Yj and up to (r− 1)-fold derivatives of
the structure functions.

Proof. This follows easily by induction, using Propositions 4.5 and 4.6. �

Proposition 4.8. Let L = (l1, . . . , lr) ∈ Ir, and let J ∈ In. Then

Yl1 Yl2 · · ·Ylr [λJ ] = fL,J λI



4. PROOF OF THE MAIN THEOREM 111

where fL,J ∈ Ad(I)−d(J)−d(K)
n+r . The coefficients of fL,J can be written as lin-

ear combinations of up to r-fold derivatives of the coefficients of the vector fields
{Y1, . . . , Yq} and up to (r − 1)-fold derivatives of the structure functions.

Proof. Let J = (j1, . . . , jn). Then

λJ = det(Yj1 , . . . , Yjn)

= det

(
n∑

k1=1

ak1j1 Yk1 , . . . ,

n∑
kn=1

aknjn Ykn

)

=
n∑

k1=1

· · ·
n∑

kn=1

ak1j1 · · · a
kn
jn

det(Yk1 , . . . , Ykn)

=
[ ∑
σ∈Sn

(−1)σaσ(1)
j1
· · · aσ(n)

jn

]
λI

= fJ λI ,

where Sn is the group of permutations of {1, . . . , n}. Now if σ ∈ Sn,(
dσ(1) + · · ·+ dσ(n)

)
−
(
dj1 + · · ·+ djn) = d(I)− d(J).

Thus fJ ∈ Ad(I)−d(J)
n . The proposition then follows by using Proposition 4.5 and

Corollary 4.7. �

4.2. Estimates at x using (x, δ, κ)-dominance.

If we assume that an n-tuple I ∈ In is (x, δ, κ)-dominant, we can obtain esti-
mates at x for functions f ∈ Ams and for the determinant functions {λJ}.

Proposition 4.9. Let 0 < κ ≤ 1, let 0 < δ ≤ 1, and let x ∈ Ω. Suppose I ∈ In
is (x, δ, κ)-dominant. We assume, for simplicity of notation, that I = (1, . . . , n),
so we can use the notation introduced in subsection 4.1.

(1) Every generator ak1j1 · · · a
kr
jr

of Ams satisfies∣∣ak1j1 (x) · · · akrjr (x)
∣∣ ≤ κ−s δm. (4.14)

(2) Let L = (l1, . . . , lr) ∈ Ir. Suppose that f ∈ Ams . Then∣∣Yl1 · · ·Ylr [f ](x)
∣∣ ≤ C κ−s−r δm−d(L) (4.15)

where C depends only on the supremum at x of up to r derivatives of the
coefficients of f and up to (r − 1) derivatives of the coefficients of the
vector fields {Yl1 , . . . , Ylr} and the structure functions {cml,j}.

(3) Let L = (l1, . . . , lr) ∈ Ir, and suppose J ∈ In. Then∣∣Yl1 · · ·Ylr [λJ ](x)
∣∣ ≤ C κ−n−r δd(I)−d(J)−d(L)

∣∣λI(x)
∣∣, (4.16)

where C depends only on the supremum at x of up to r derivatives of the
coefficients of the vector fields {Y1, . . . , Yq}, and up to (r − 1) derivatives
of the structure functions.
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Proof. Since I is (x, δ, κ)-dominant and λJ(x) 6= 0 for some J ∈ In, we
certainly have x ∈ ΩI . Thus according to Proposition 4.2, akj (x) = λJ(x)/λI(x)
where J is obtained from I by replacing k by j. However, since I is (x, δ, κ)-
dominant, this implies that∣∣akj (x)

∣∣ ≤ κ−1 δd(I)−d(J) = κ−1 δdk−dj .

Hence ∣∣ak1j1 (x) · · · akrjr (x)
∣∣ ≤ κ−r δ(dk1+···+dkr )−(dj1+···+djr ) ≤ κ−s δm,

and this gives statement (1).
It follows from Proposition 4.5 that if L = (l1, . . . , lr) ∈ Ir and if f ∈ Ams , then

Yl1 · · ·Ylr [f ] ∈ Am−d(L)
s+r where the coefficients can be written as linear combinations

of up to r-fold derivatives of the coefficients of f and up to (r − 1)-fold derivatives
of the structure constants. On the other hand, if f ∈ Ams , it follows from part (1)
of the Proposition that |f(x)| ≤ C κ−s δ−m, where C depends on the number of
generators of Ams and on the supremum at x of the values of the coefficients of f .
This proves statement (2).

Finally, Proposition 4.8 shows that Yl1 Yl2 · · ·Ylr [λJ ] = fL,J λI where fL,J ∈
Ad(I)−d(J)−d(K)
n+r . Thus part (2) implies part (3), and completes the proof. �

The next proposition gives a lower bound for |λI(x)| on compact subsets when
I is (x, δ, η)-dominant. Recall from Definition 1.4 that if K ⊂ Ω is compact, we put
ν(K) = infy∈K maxJ∈In

∣∣λJ(y)
∣∣. The quantity ν(K) is a measure of the linear inde-

pendence of the vector fields in Y, and ν(K) > 0 since the vectors {(Y1)y, . . . , (Yq)y}
span Ty for every y ∈ K. In equation (3.3) we also put N0 = maxI,J∈In |d(I)−d(J)|.

Proposition 4.10. Let K ⊂ Ω be compact. Let x ∈ K, let 0 < δ ≤ 1, let
0 < κ ≤ 1, and suppose I ∈ In is (x, δ, κ)-dominant. Then

δN0 ≤ 1
κ ν(K)

∣∣λI(x)
∣∣. (4.17)

Proof. Since I is (x, δ, κ)-dominant and δ ≤ 1, it follows that for all L ∈ In we
have

∣∣λI(x)
∣∣ ≥ κ ∣∣λL(x)

∣∣ δd(L)−d(I). In particular, if we choose L so that |λL(x)| =
maxJ∈In |λJ(x)| we have∣∣λI(x)

∣∣ ≥ κ ν(K) δd(L)−d(I) ≥ κ ν(K) δN0 ,

which gives the desired result. �

4.3. Estimates on exponential balls.

In this section we use Taylor expansions in canonical coordinates and the es-
timates obtained in Section 4.2 to obtain estimates for determinants {λJ} and
functions f ∈ Ams on an exponential ball BIη(x, δ). As usual, we fix a connected
open set Ω ⊂ Rn and a control system Y = {Y1, . . . , Yq; d1, . . . , dq} on Ω. We also
fix compact sets K ⊂ K̃ ⊂ Ω and the corresponding constant η0 as in Proposition
3.3. The following lemma shows that if I is (x, δ, κ)-dominant, then for η suffi-
ciently small, the determinant λI is essentially constant on BIη(x, δ). Recall that
d = min1≤j≤q dj , D = max1≤j≤q dj , N0 = supJ,L∈In

∣∣d(J) − d(L)
∣∣, and N1 is the

smallest positive integer such that N1d ≥ N0 +D.
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Lemma 4.11. Let 0 < κ ≤ 1. There is a constant 0 < η1 ≤ η0 depending only
on κ and

∣∣∣∣Y ∣∣∣∣ eK,N1
so that if x ∈ K, if 0 < δ ≤ 1, if I ∈ In is (x, δ, κ)-dominant,

and if 0 < η ≤ η1, then for y ∈ BIη(x, δ) we have∣∣λI(y)− λI(x)
∣∣ ≤ 1

2

∣∣λI(x)
∣∣,

and hence
1
2

∣∣λ(x)
∣∣ < ∣∣λ(y)

∣∣ < 3
2

∣∣λ(x)
∣∣.

Proof. For simplicity of notation, we again assume that I = (1, 2, . . . , n).
Write

F (u1, . . . , un) = λI
(
ΘI
x,δ,η(u1, . . . , un)

)
= λI

(
exp

(
η

n∑
k=1

uk δ
dk Yk

)
(x)
)
.

The statement that y ∈ BIη(x, δ) means that y = ΘI
x,δ,η(u) for some |u| < 1. Then

F (0) = λI(x) and λI(y) = F (u).
If u ∈ B(0; 1) ⊂ Rn, Lemma 3.9 in Chapter 2 applied to the function F gives∣∣∣(λI(y)−λI(x)

)
−
N1−1∑
k=1

ηk

k!
(
u1 δ

d1 Y1+· · ·+un δdn Yn
)k[λI ](x)

∣∣∣ ≤ CN1 δ
N1d ηN1 |u|N1

where CN1 depends on the supremum on K̃ of N1 applications of the vector fields
{Y1, . . . , Yn} to the function λI . Thus CN1 depends only on the quantity

∣∣∣∣Y ∣∣∣∣ eK,N1
.

It follows that∣∣λI(y)−λI(x)
∣∣ ≤ N1−1∑

k=1

ηk

k!

∣∣∣(u1 δ
d1 Y1+· · ·+un δdn Yn

)k[λI ](x)
∣∣∣+CN1 δ

N1d ηN1 |u|N1 .

We first estimate the error term CN1 δ
N1d ηN1 |u|N1 . Since |u| ≤ 1 and N1d ≥

N0, it follows from Proposition 4.10 that we have

CN1 δ
N1d ηN1 |u|N1 < CN1 δ

N0 ηN1 ≤ CN1

κ ν(K)

∣∣λI(x)
∣∣ηN1 <

1
4

∣∣λI(x)
∣∣

provided that ηN1 ≤ 1
4 C
−1
N1

κ ν(K).
Thus in order to complete the proof of the lemma, it suffices to show that for

sufficiently small η and |u| ≤ 1 we have

N1−1∑
k=1

ηk

k!

∣∣∣(u1 δ
d1 Y1 + · · ·+ un δ

dn Yn
)k[λI ](x)

∣∣∣ ≤ 1
4

∣∣λI(x)
∣∣. (4.18)

Using (3) from Proposition 4.9, we can estimate a typical term on the left hand
side of the last inequality when |u| ≤ 1 and η < 1 by

ηk

k!
|ul1 | · · · |ulk | δdl1+···+dlk

∣∣Yl1 · · ·Ylk [λI ](x)
∣∣

≤ η δdl1+···+dlk
∣∣∣Yl1 · · ·Ylk [λI ](x)

∣∣∣
≤ Ck η κ−n−k δdl1+···+dlk δ−dl1−···−dlk

∣∣λI(x)
∣∣

≤ Ck η κ−n−N1
∣∣λI(x)

∣∣
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where Ck depends only on
∣∣∣∣Y ∣∣∣∣

K,N1
. Since there are only a fixed finite number of

such terms, we can choose η1 sufficiently small, depending only on κ and
∣∣∣∣Y ∣∣∣∣ eK,N1

,
so that equation (4.18) is satisfied for all 0 < η ≤ η1. This completes the proof. �

It follows from Lemma 4.11 that λI(y) 6= 0 for y ∈ BIη(x, δ). This gives us the
following.

Corollary 4.12. Suppose that 0 < κ ≤ 1, that x ∈ K, that 0 < δ ≤ 1,
and that I ∈ In is (x, δ, κ)-dominant. If η1 is chosen as in Lemma 4.11 and if
0 < η ≤ η1, then BIη(x, δ) ⊂ ΩI .

For any J ∈ In, part (3) of Proposition 4.9 gives an estimate for the value of the
Y -derivatives of λJ at the point x. Using the same kind of argument as in Lemma
4.11, we can obtain essentially the same estimates at any point y = ΘI

x,δ,η(u) if
u ∈ B(0; 1). We restrict our attention to λJ itself. Recall that N1 is the smallest
positive integer such that N1d ≥ N0 + nD.

Proposition 4.13. Let 0 < κ ≤ 1, x ∈ K, 0 < δ ≤ 1, and 0 < η ≤ η1, where η1

is given in Lemma 4.11. Suppose I ∈ In is (x, δ, κ)-dominant (with I = (1, . . . , n)
for notational simplicity). Then for J ∈ In and all y ∈ BIη(x, δ) we have∣∣λJ(y)

∣∣ ≤ C κ−n−N1 δd(I)−d(J)
∣∣λI(x)

∣∣,
where C depends only on κ, ν(K), and

∣∣∣∣Y ∣∣∣∣ eK,N1
.

Proof. Put

G(u1, . . . , un) = λJ

(
exp

(
η

n∑
k=1

uk δ
dk Yk

)
(x)
)
.

Then Lemma 3.9 in Chapter 2 gives∣∣∣G(u)−
N1−1∑
k=0

ηk

k!
(
u1 δ

d1 Y1 + · · ·+ un δ
dn Yn

)k[
λJ
]
(x)
∣∣∣ ≤ CN1 δ

N1d ηN1 |u|N1

where CN1 depends only on
∣∣∣∣Y ∣∣∣∣ eK,N1

. Note that N1d ≥ N0 + d(I)− d(J). Thus
for the the error term we have

CN1δ
N1d ηN1 |u|N1 ≤ CN1δ

N0 δd(I)−d(J) ≤
[ CN1

κ ν(K)

]
δd(I)−d(J)

∣∣λI(x)
∣∣,

where we have used Proposition 4.10. It remains to estimate a finite number of
terms of the form

ηk

k!
|um1 | · · · |umk | δdm1+···+dmk

∣∣Ym1 · · ·Ymk [λJ ](x)
∣∣.

But using part (3) of Proposition 4.9, if all |uj | ≤ 1 this expression is bounded by

Ck κ
−n−k δd(I)−d(J)

∣∣λI(x)
∣∣

where again Ck depends only on
∣∣∣∣Y ∣∣∣∣ eK,N1

. This completes the proof. �

We can also obtain estimates for functions f ∈ Ams . We will need the following
simple version.
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Proposition 4.14. Let 0 < κ ≤ 1, x ∈ K, 0 < δ ≤ 1, and 0 < η ≤ η1, where η1

is given in Lemma 4.11. Suppose I ∈ In is (x, δ, κ)-dominant (with I = (1, . . . , n)
for notational simplicity). If y ∈ BIη(x, δ), then∣∣amk (y)

∣∣ ≤ C κ−n−N1 δdm−dk ,

where C depends only on ν(K̃) and
∣∣∣∣Y ∣∣∣∣ eK,N1

.

Proof. According to Proposition 4.2, we have amk (y) = λM (y)λI(y)−1 where
M ∈ In is obtained from I = (1, . . . , n) by replacing m by k. The result now follows
from Proposition 4.13 and Lemma 4.11. �

4.4. Some topological remarks.

Many of our arguments would be considerably simplified if we knew a priori
that the mapping ΘI

x,δ,η were globally one-to-one on B(0; 1). We will eventually
show that this is true for η sufficiently small, but at first we will only be able to
show that JΘI

x,δ,η(u) 6= 0 for |u| < 1 and η sufficiently small. It will follow from the
open mapping theorem that ΘI

x,δ,η is then locally one-to-one. In this section, we
provide the version of the open mapping theorem and some additional topological
results which we shall need.

Lemma 4.15. Let U ⊂ Rn be open, and let Θ : U → Rn be a C2 mapping.
Suppose that for every u ∈ U , JΘ(u) 6= 0. Let E ⊂ U be a compact, connected,
simply connected subset, and let W = Θ(E) ⊂ Rn. For u ∈ U , let B(u, ε) denote
the open Euclidean ball centered at u with radius ε.

(1) There exists ε1, ε2 > 0 so that:

(a) for every u ∈ E, B(u, ε1) ⊂ U ;

(b) for every u ∈ E, the mapping Θ is globally one-to-one on B(u, ε1);

(c) for every u ∈ E, B(Θ(u), ε2) ⊂ Θ
(
B(u, ε1)

)
.

(2) If [a, b] ⊂ R is an interval, if ϕ : [a, b] → W is continuous and one-
to-one, and if Θ(u0) = a then there exists a unique continuous mapping
θ : [a, b]→ E such that θ(a) = u0 and ϕ(t) = Θ

(
θ(t)

)
for all t ∈ [a, b].

In order to finally prove that ΘI
x,δ,η is globally one-to-one, we will use the

following fact.

Lemma 4.16. Let U ⊂ Rn be open, and let Θ : U → Rn be a C2 mapping.
Suppose that for every u ∈ U , JΘ(u) 6= 0. Suppose E1 ⊂ E2 ⊂ U are compact,
connected, simply connected subsets, and supposet Wj = Θ(Ej). Suppose W1 ⊂
S ⊂W2 where S is simply connected. Then Θ is globally one-to-one on E1.
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4.5. Proof of Theorem 3.7, part (1).

In this subsection we give the proof of part (1) of Theorem 3.7. We fix a
connected open set Ω ⊂ Rn and a control system Y = {Y1, . . . , Yq; d1, . . . , dq} on
Ω. We also fix compact sets K ⊂ K̃ ⊂ Ω with K contained in the interior of K̃,
and the corresponding constant η1 as in Lemma 4.11. Let x ∈ K, let 0 < δ ≤ 1,
and let 0 < κ ≤ 1. Choose I ∈ In which is (x, δ, η)-dominant. As usual, we assume
I = (1, . . . , n). Let 0 < η ≤ η1 where η1 is given in Lemma 4.11.

We start by computing the Jacobian of the mapping

ΘI
x,δ,η(u) = exp

(
η

n∑
k=1

uk δ
dk Yk

)
(x).

To do this, we need to compute dΘI
x,δ,η

[(
∂uj
)
u

]
. It is easy to check that at the

origin, dΘI
x,δ,η

[(
∂uj
)

0

]
= η δdj (Yj)x, and so JΘI

x,δ,η(0) = ηnδd(I)
∣∣λI(0)

∣∣. However,
it is not true in general that dΘx,δ

[(
∂uj
)
u

]
= η δdj (Yj)Θx,δ(u).

According to Corollary 4.12, if y ∈ BIη(x, δ), then λI(y) 6= 0, and so the tangent
vectors {(Y1)y, . . . , (Yn)y} span the tangent space Ty. Thus if η ≤ η1 we can write
dΘI

x,δ,η

[(
∂uj
)
u

]
as a linear combination of these vectors. The following Lemma

gives a more precise result for η sufficiently small. Recall that N1 is the smallest
positive integer such that N1d ≥ N0 + nD.

Lemma 4.17. Let 0 < κ ≤ 1. There exists η2 ≤ η1 depending only on κ, ν(K),
and

∣∣∣∣Y ∣∣∣∣ eK,N1
with the following property. Suppose that x ∈ K, that 0 < δ ≤ 1,

and that I ∈ In is (x, δ, κ)-dominant. If 0 < η ≤ η2, |u| ≤ 1 and y = ΘI
x,δ,η(u), we

have

dΘI
x,δ,η

[
(∂uj )u] = η δdj

[
(Yj)y +

n∑
k=1

bj,k(y) (Yk)y
]

(4.19)

where
|bj,k(y)| ≤ η δdk−dj . (4.20)

Proof. Let us write u ·δ Y =
∑n
k=1 uk δ

dk (Yk)y. Then let WN1
y ∈ Ty be the

vector

WN1
y = η δdj (Yj)y +

N1−1∑
l=2

αk

l-fold iterate︷ ︸︸ ︷[
η u ·δ Y,

[
η u ·δ Y, · · ·

[
η u ·δ Y, η δdj (Yj)y

]]] ]
(4.21)

where the rational numbers {αk} are defined in Chapter 2, Lemma 5.2. This Lemma
shows that when |u| ≤ 1 we have∣∣∣dΘI

x,δ,η

[(
∂uj
)
u

]
−WN1

Y

∣∣∣ ≤ CN1 η
N1 δN1d (4.22)

where CN1 depends only on
∣∣∣∣Y ∣∣∣∣ eK,N1

. Let us also write EN1
Y = dΘI

x,δ,η

[(
∂uj
)
u

]
−

WN1
Y so that

dΘI
x,δ,η

[(
∂uj
)
u

]
= WN1

y + EN1
y . (4.23)

We first deal with the ‘error term’ EN1
y . According to equation (4.22), this is

a vector with length at most CN1 η
N1 δN1d. The tangent vectors {(Y1)y, . . . , (Yn)y}

span Ty, so we can write EN1
y as a linear combinations of these vectors. Cramer’s

rule shows that we can bound the resulting coefficients by a constant C times the
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length of EN1
y divided by |λI(y)|, where C depends only on

∣∣∣∣Y ∣∣∣∣ eK,1. Thus using
Proposition 4.10 and Lemma 4.11, each coefficient is bounded by

CN1η
N1δN1d|λI(y)|−1 ≤ 2CNηN1δN1d |λI(x)|−1 ≤ 2CN

κ ν(K)
ηN1 δN1d−N0 ≤ 1

2
η2 δD

provided that 4CN ηN−2 ≤ κ ν(K). Thus we can write EN1
y = η δdj

∑n
k=1 bk (Yk)y

where |bk| ≤ 1
2 η δ

dk−dj .
Next we deal with the terms in the sum defining WN1

y in equation (4.21). A
typical term in the sum has the form

ηl ui1 · · ·uil−1δ
di1+···+dil−1+dj

[
Yi1 ,

[
Yi2 , · · ·

[
Yil−1 , Yj

]]]
(4.24)

where l ≥ 2. According to Proposition 4.1 with L = (i1, . . . , il−1, j) ∈ Il, we can
write

[
Yi1 ,

[
Yi2 , · · ·

[
Yil−1 , Yj

]]]
=

q∑
k=1

ckL Yk =
n∑

m=1

[ q∑
k=1

ckL a
m
k

]
Ym

where ckL(y) ≡ 0 unless dk ≤ d(L). Thus the term (4.24) can be written

ηl
n∑

m=1

[ q∑
k=1

ui1 · · ·uil−1δ
d(L) ckL a

m
k

]
Ym.

If |u| ≤ 1, we can estimate the coefficient of Ym by

ηl
q∑

k=1

δd(L) |ckL(y)| |amk (y)| ≤ Cm η2

q∑
k=1

δd(L)+dm−dk |ckL(y)| ≤ C ′m q η2δdm

where Cm and C ′m depend only on
∣∣∣∣Y ∣∣∣∣ eK,N1

, and we have used Corollary 4.14 to
estimate |amk (y)|. If we choose η sufficiently small, the sum of the various coefficients
of Ym is bounded by 1

2 η δ
dm , and this completes the proof. �

We now establish part (1) of Theorem 3.7.

Lemma 4.18. Let 0 < κ ≤ 1. There exists 0 < η2 ≤ 1 depending only on κ,
ν(K), and

∣∣∣∣Y ∣∣∣∣ eK,N1
with the following property. Let x ∈ K, let 0 < δ ≤ 1, and

let I ∈ In be (x, δ, κ)-dominant. If 0 < η ≤ η2, then for u ∈ B(0; 1) we have

ηn

4

∣∣λI(x)
∣∣ δd(I) ≤ JΘI

x,δ,η(u) ≤ 4 ηn
∣∣λI(x)

∣∣ δd(I). (3.9)
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Proof. Using Lemma 4.17, we have

JΘI
x,δ,η(u) =

∣∣∣det
(
dΘI

x,δ,η

(
(∂u1)u

)
, . . . , dΘI

x,δ,η

(
(∂u1)u

))∣∣∣
=
∣∣∣det

(
η δd1

[
(Y1)y +

n∑
k=1

b1,k(Yk)y
]
, . . . , η δdn

[
(Yn)y +

n∑
k=1

bn,k(Yk)y
])∣∣∣

=
∣∣∣ηn δd(I)

[
det
(
(Y1)y, . . . , (Yn)y

)
+

+
n∑

k1=1

· · ·
n∑

kn=1

(b1,k1 · · · bn,kn) det
(
(Yk1)y, . . . , (Ykn)y

)]∣∣∣
=
∣∣∣ηn δd(I)

[
det
(
(Y1)y, . . . , (Yn)y

)
+

+
∑
σ∈Sn

(b1,σ(1) · · · bn,σ(n)) det
(
(Yσ(1))y, . . . , (Yσ(n))y

)]∣∣∣
=
∣∣∣ηn δd(I) λI(y)

[
1 +

∑
σ∈Sn

(−1)σ (b1,σ(1) · · · bn,σ(n))
]∣∣∣

since any determinant with a repeated row is zero. However, using Lemma 4.17
again, we have∣∣b1,σ(1) · · · bn,σ(n)

∣∣ ≤ ηn δ(dσ(1)+···+dσ(n))−(d1+···+dn) = ηn

and so ∣∣∣ ∑
σ∈Sn

(−1)σ (b1,σ(1) · · · bn,σ(n))
∣∣∣ ≤ n! ηn . (4.25)

Thus if n! ηn < 1
2 it follows that

ηn

2
δd(I)

∣∣λI(y)
∣∣ ≤ JΘI

x,δ,η(u) ≤ 3ηn

2
δd(I)

∣∣λI(y)
∣∣.

Combining this with the estimate in Lemma 4.11 gives the estimate in equation
(3.9) and completes the proof. �

Since the mapping ΘI
x,δ,η2

has non-vanishing Jacobian determinant on the unit
ball, we can apply Lemma 4.15 to a dilate. If η < η2 we have

ΘI
x,δ,η(u) = ΘI

x,δ,η2

(
η η−1

2 u
)

and thus ΘI
x,δ,η is just the mapping ΘI

x,δ,η2
restricted to the Euclidean ball of radius

η η−1
2 < 1. Thus applying Lemma 4.15, we have the following.

Corollary 4.19. With the notation of Lemma 4.18, let η < η2. There exist
ε > 0 so that

(1) for every u ∈ B(0; 1), the mapping ΘI
x,δ,η is globally one-to-one on the ball

B(u; ε);

(2) if ϕ : [a, b]→ BIη(x, δ) is continuous and one-to-one with ϕ(a) = x, there
exists a unique continuous mapping θ : [a, b] → B(0; 1) so that θ(a) = 0
and ΘI

x,δ,η

(
θ(t)

)
= ϕ(t) for a ≤ t ≤ b.
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We continue our investigation of the images of the vector fields {∂uj} under the
differential of the mapping ΘI

x,δ,η that are described in Lemma 4.17. Let η < η2

and let ε > 0 be as in Corollary 4.19. Let u ∈ B(0; 1), let y = ΘI
a,δ,η(u), and let Vy

be the diffeomorphic image under ΘI
x,δ,η of the ball B(u, ε). Let {W1, . . . ,Wn} be

the vector fields on Vy where Wj = dΘI
x,δ,η

[
∂uj
]
. Lemma 4.17 shows that

(η δdj )−1Wj = Yj +
n∑
k=1

bj,k Yk =
n∑
k=1

(
δj,k + bj,k

)
Yk (4.26)

where bj,k ∈ E(Vy) and supz∈Vy |bj,k(z)| ≤ η δdk−dj . We want to solve this system
for the vector fields {Yk} in terms of the vector fields {Wj}. After possibly shrinking
η again, we can achieve the following.

Lemma 4.20. Let ε > 0. There exists η3 ≤ η2 so that if η < η3, we have

η δdkYk = Wk +
n∑
j=1

βj,kWj

where βj,k ∈ E(Vy) and
sup
z∈Vy

|βj,k(z)| ≤ ε.

Proof. Let B be the n× n complex matrix

B =


b1,1 b1,2 · · · b1,n
b2,1 b2,2 · · · b2,n

...
...

. . .
...

bn,1 bn,2 · · · bn,n

 ,
and let

D =


δd1 0 · · · 0
0 δd2 · · · 0
...

...
. . .

...
0 0 · · · δdn

 so that D−1 =


δ−d1 0 · · · 0

0 δ−d2 · · · 0
...

...
. . .

...
0 0 · · · δ−dn

 .
Then equation (4.26) can be written as

η−1D−1[W ] = (I +B)[Y ].

Hence if (I +B) is invertible, we can solve for the {Yk} by writing

[Y ] = (I +B)−1(η D)−1[W ].

On the other hand, we have

D (I +B)D−1 = I +


b1,1 δd1−d2 b1,2 · · · δd1−d2 b1,n

δd2−d1 b2,1 b2,2 · · · δd2−dn b2,n
...

...
. . .

...
δdn−d1 bn,1 δdn−d2 bn,2 · · · bn,n

 = I +B1,

and now the entries of B1 are all bounded in absolute value by η. If η is sufficiently
small, we can write

(I +B1)−1 = I +
∞∑
j=1

(−1)jBn1 = I + B̃1
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where the entries of B̃1 are all uniformly bounded by 2η. Putting everything to-
gether, and taking η < ε

2 , we have

η D[Y ] = (η D)(I +B)−1 (η D)−1[W ]

= (η D)D−1(I +B1)−1D (η D)−1[W ]

= (I + B̃1)[W ].

This is equivalent to the statement of the Lemma. �

We can interpret Lemma 4.20 in the following way. If |u0| ≤ 1, the map-
ping ΘI

x,δ,η is a diffeomorphism of the open ball B(u0, ε) to its image, which is a
neighborhood Vy0 of y0 = ΘI

x0,δ,η
(u). There is an inverse mapping

Ψ = (ψ1, . . . , ψn) : Vy → B(u0, ε),

so that if u = (u1, . . . , un) ∈ B(u0, ε) we have

uk = ψk
(
ΘI
x,δ,η(u)

)
.

Thus we can regard the functions {ψ1, . . . , ψn} as coordinates near y. Now if
u ∈ B(u0, ε) and y = ΘI

x,δ,η(u) then

Wj [ψk](y) = dΘI
x,δ,η[∂vj ][ψk](y)

= ∂uj
[
ψk ◦ΘI

x,δ,η

]
(u)

= ∂uj
[
uk
]
(u)

= δj,k.

Thus η δdj Yj [ψk](y) = δj,k + βk,j(y). This gives the following.

Corollary 4.21. With η ≤ η3, if Ψ = (ψ1, . . . , ψn) is the inverse to the
mapping ΘI

x,δ,η on the neighborhood Vy0 , then for y ∈ Vy0

∣∣Yj [ψk](y)
∣∣ ≤ {(1 + ε) η−1 δ−dj if j = k

ε η−1 δ−dj if j 6= k.
(4.27)

4.6. Proof of Theorem 3.7, part (2).

We now can prove part (2) of Theroem 3.7.

Lemma 4.22. Let 0 < κ ≤ 1, and let 0 < η ≤ η3 where η3 is given in Lemma
4.20. There is a constant C, depending only on

∣∣∣∣Y ∣∣∣∣ eK,N3
, and constant α > 0

depending only on n, N0, and d, so that if

τ < C κα,

then if x ∈ K, 0 < δ ≤ 1, I ∈ In is (x, δ, κ)-dominant, and 0 < σ ≤ 1, we have

Bρ(x, τ η1/dσ
D
d δ) ⊂ BIη(x, σδ).
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Proof. Let τ > 0 and let y ∈ Bρ(x, τ η
1
d σ

D
d δ). Then there is an absolutely

continuous mapping ϕ = ϕ : [0, 1] → Ω with ϕ(0) = x and ϕ(1) = y such that for
almost all t ∈ [0, 1] we can write

ϕ′y(t) =
q∑
j=1

bj(t)(Yj)ϕy(t) (4.28)

with
sup

1≤j≤q
|bj(t)| ≤ (τ η

1
dσ

D
d δ)dj ≤ η (τ σ

D
d δ)dj . (4.29)

Without loss of generality, we can assume that the mapping ϕ is one-to-one.
Recall that

BIη(x, σδ) =
{
y ∈ Ω

∣∣∣ (∃u ∈ B(0; 1)
)(
y = ΘI

x,δ,η(Dσ[u])
)}
.

Let
E =

{
t ∈ [0, 1]

∣∣∣ϕ(s) ∈ BIη(x, σδ) for all 0 ≤ s ≤ t
}
.

Since BIη(x, σδ) is open and ϕ is continuous, the set E is relatively open in [0, 1].
Our object is to show that if τ is sufficiently small, then 1 ∈ E, and hence y =
ϕ(1) ∈ BIη(x, σδ). This would imply Bρ(x, τ σ

D
d δ) ⊂ BIη(x, σδ).

Now if 1 /∈ E, it follows that E = [0, a) with a ≤ 1. Moreover, ϕ(a) belongs to
the boundary of BIη(x, σδ), and so ϕ(a) = ΘI

x,δ,η(Dσ[u]) with |u| = 1. According to
part (2) of Corollary 4.19, we can lift the mapping ϕ to a mapping θ : [0, a]→ B(0; 1)
so that θ(0) = 0,

∣∣θ(s)∣∣ < 1 for 0 ≤ s < a,
∣∣θ(a)

∣∣ = 1, and for 0 ≤ s ≤ a,

ϕ(s) = exp
(
η

n∑
k=1

σdkθk(s) (δ)dk Yk
)
(x) = ΘI

x,δ,η

(
Dσ[θ(s)]

)
. (4.30)

Since the mapping ΘI
x,δ,η is locally one-to-one and the mapping θ and ϕ are

one-to-one, it follows that ΘI
x,δ,η is actually globally one-to-one on some small

open neighborhood of the image θ
(
[0, a]). If we write the inverse mapping as

Ψ = (ψ1, . . . , ψn), then these components are well-defined functions in some neigh-
borhood of ϕ

(
[0, a]

)
. Thus we can write

Dσ[θ(s)] =
(
ψ1

(
ϕ(s)

)
, . . . , ψn

(
ϕ(s)

) )
.

Since θ(0) = 0, we can use the fundamental theorem of calculus, equation
(4.28), and equation (4.6) to calculate:

σdkθk(a) = σdkθk(a)− σdkθk(0)

= ψk
(
ϕ(a)

)
− ψk

(
ϕ(0)

)
=
∫ a

0

d

ds

[
ψk
(
ϕ(s)

)]
ds

=
∫ a

0

q∑
l=1

bl(s)Yl[ψk]
(
ϕ(s)

)
ds

=
q∑
l=1

n∑
j=1

∫ a

0

bl(s) a
j
l

(
ϕ(s)

)
Yj [ψk]

(
ϕ(s)

)
ds

But for 0 ≤ s ≤ a we have
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∣∣bl(s) ajl (ϕ(s)
)
Yj [ψk]

(
ϕ(s)

)∣∣ ≤ η (τ σ
D
d δ)dl Cκ−n−N0δdj−dl η−1 δ−dj

≤ C κ−n−N0τdl(σ
D
d )dl

≤ C κ−n−N0 τd σdk

< σdk

since Ddl ≥ ddk, provided that C κ−n−N0 τd < 1. Here C depends only on∣∣∣∣Y ∣∣∣∣ eK,N3
. This is a contradiction, and completes the proof. �

4.7. Proof of Theorem 3.7, part (3).

We can now show that for η sufficiently small, the mapping ΘI
x,δ,η is globally

one-to-one. The key is the following comparison of exponential balls.

Lemma 4.23. Suppose that I, J ∈ In, that x ∈ K, that 0 < δ ≤ 1, and that
both I and J are (x, δ, κ)-dominant. Then there exist constants 0 < τ2 < τ1 < 1
depending only on κ, η, and

∣∣∣∣Y ∣∣∣∣ eK,N1
so that

BJη (x, τ2δ) ⊂ BIη(x, τ1δ) ⊂ BJη (x, δ).

Proof. Since I is (x, δ, κ)-dominant, it follows from Lemma 4.22 that if τ1 =
C καη

1
d , we have Bρ(x, τ1δ) ⊂ BIη(d, δ). Here C depends only on

∣∣∣∣Y ∣∣∣∣ eK,N3
. On

the other hand, Proposition 3.5 shows that BJ(x, τ1δ) ⊂ Bρ(x, τ1δ), and so

BJ(x, τ1δ) ⊂ BIη(x, δ). (A)

Next, since J is (x, δ, κ)-dominant, we have

|λJ(x)| (τ1δ)d(J) ≥ κ τd(J)
1 sup

L∈In
|λL(x)| δd(L)

= κ τ
d(J)−d(L)
1 sup

L∈In
|λL(x)| (τ1δ)d(L)

≥ κ τN0
1 |λL(x)| (τ1δ)d(L).

Thus J is also
(
x, (τ1δ), (κτN0

1 )
)
-dominant. Using Lemma 4.22 again, if τ2 =

C (κτN0
1 )α, then we have Bρ(x, τ2δ) ⊂ BJη (x, τ1δ), where C again depends only

on
∣∣∣∣Y ∣∣∣∣ eK,N3

. But then by Proposition 3.5, we have BIη(x, τ2δ) ⊂ Bρ(x, τ2δ). This
gives us

BIη(x, τ2δ) ⊂ BJη (x, τ1δ). (B)
Combining (A) and (B) gives the desired result. �

Lemma 4.24. There exists η > 0 and κ > 0 so that if x ∈ K and 0 < δ ≤ 1
there exists I ∈ In which is (x, δ, κ)-dominant and ΘI

x,δ,η : B(0; 1) → BIη(x, δ) is
globally one-to-one.

Proof. Let x0 ∈ K. Choose I0 ∈ In such that

d(I0) = min
{
d(J)

∣∣ J ∈ In, λJ(x0) 6= 0
}
,∣∣λI0(x0)

∣∣ = max
d(J)=d(I0)

∣∣λJ(x0)
∣∣.
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Then there exists 0 < κ0 ≤ 1
2 depending on the point x0 so that∣∣λI0(x0)

∣∣ ≥ 2κ0 sup
J∈In

∣∣λJ(x0)
∣∣,

and hence, since d(I0) is minimal among indices J with λJ(x0) 6= 0, it follows that∣∣λI0(x0)
∣∣ δd(I0) ≥ 2κ0 sup

J∈In

∣∣λJ(x0)
∣∣ δd(J)

for all 0 ≤ δ ≤ 1. Thus I0 is (x0, δ, 2κ0)-dominant, and hence also (x0, δ, κ0)-
dominant for all 0 < δ ≤ 1.

Choose an open neighborhood W̃ of x0 contained in K̃ such that for x ∈ W̃ we
have ∣∣λI0(x)

∣∣ ≥ κ0 sup
J∈In

∣∣λJ(x)
∣∣.

Thus I0 is (x, 1, κ0)-dominant for all x ∈ W̃ .
Let η3 be the constant from Lemma 4.20. Define a mapping Θ : W̃ ×B(0; 1)→

W̃ × Ω by setting
Θ(x, u) =

(
x,ΘI0

x,1,η3
(u)
)
.

Then the Jacobian determinant of the mapping ΘI
x,1,η3 at the point (x0, 0) is

JΘ(x0, 0) = (η3)n
∣∣λI0(x0)

∣∣ 6= 0, and by the open mapping theorem, it follows
that there is an open neighborhood x0 ∈W ⊂ W̃ and a constant ε > 0 so that the
mapping Θ is globally one-to-one on the set W×B(0, ε). If we let η4 = ε η3, it follows
that the mapping Θ̃(x, u) =

(
x,ΘI0

x,1,η4
(u)
)

is globally one-to-one on W × B(0; 1).

Thus we are in the following situation. For x0 ∈ K, we have found I0 ∈ In,
constants 0 < κ0 ≤ 1

2 and 0 < η4 < 1, and a neighborhood W of x0 in Ω so that

• I0 is (x0, δ, κ0)-dominant for all 0 < δ ≤ 1.

• I0 is (x, 1, κ0)-dominant for x ∈W .

• The mapping ΘI0
x,δ,η : B(0; 1) → BIη(x, δ) is globally one-to-one for all

0 < η ≤ η4, all 0 < δ ≤ 1, and all x ∈W ..

However, it is important to note that it is not necessarily true that I0 is (x, δ, κ0)-
dominant if x 6= x0 and δ < 1. As soon as we move away from x0, there may be
n-tuples J ∈ In with d(J) < d(I0) such that λJ(x0) = 0 but λJ(x) 6= 0. It then
may happen that for δ small we have κ0

∣∣λJ(x)
∣∣δd(J) >>

∣∣λI0(x)
∣∣ δd(I0).

We can, however, proceed as follows. For each x ∈W we can choose a sequence
of n-tuples I0, I1, . . . , IM ∈ In and a sequence of positive numbers 1 = δ0 > δ1 >
· · · > δM > 0 so that∣∣λIj (x)

∣∣ δd(Ij) ≥ κ0

2
sup
J∈In

∣∣λJ(x)
∣∣ δd(J) for 0 ≤ j ≤M − 1 and δj+1 ≤ δ ≤ δj∣∣λIM (x)

∣∣ δd(IM ) ≥ κ0

2
sup
J∈In

∣∣λJ(x)
∣∣ δd(J) for 0 ≤ δ ≤ δM

The number M can depend on x. However, we can assume that d(Ij+1) < d(Ij) for
0 ≤ j ≤ M − 1. In particular, each chosen n-tuple occurs only once, and thus M
is at most the total number of elements of In, and hence is bounded independently
of x.
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In particular, we can apply Lemma 4.23 since I0 and I1 are both (x, δ1, 1
2κ2)-

dominant. It follows that there are constants 0 < τ ′1 < τ1 < 1 so that

BI1η (x, τ ′1δ1) ⊂ BI0η (x, τ1δ1) ⊂ BI1η (x, δ1).

Since the mapping ΘI0
x,1,η is globally one-to-one, the set BI0η (x, τ1δ1) is simply con-

nected. It follows from Lemma 4.16 that the mapping ΘI1
x,δ1,η

is globally one-to-one

on the set
{
u ∈ B(0; 1)

∣∣∣|u| < (τ ′1)D
}

. In particular, BI1η (x, τ ′1δ1) is simply con-
nected.

We repeat the argument. Note that I1 and I2 are both (x, δ2, 1
2κ0)-dominant.

Since τ ′1 < 1, we have for j = 1, 2

|λIj (x)|(τ ′1δ2)d(Ij ≥ τ ′1
d(Ij)−d(L)κ0

2
sup
L∈In

|λ(x)| (τ ′1δ2)d(L)

≥ 1
2
κ0τ
′
1
N0 sup

L∈In
|λ(x)| (τ ′1δ2)d(L)

Thus both I1 and I2 are
(
x, (τ ′1δ2), 1

2κ0(τ ′1)N0
)
-dominant.

It now follows from Lemma 4.23 that there are constants 0 < τ ′2 < τ2 so that

BI2η (x, τ ′2τ
′
1δ2) ⊂ BI1η (x, τ2τ ′1δ2) ⊂ BI2η (x, τ ′1δ2).

Since τ2 ≤ 1 it follows that BI1η (x, τ2τ ′1δ2) ⊂ BI1η (x, τ ′1δ1), which we know is the
image of a globally one-to-one mapping. Then BI1η (x, τ2τ ′1δ2) is simply connected,
and another application of Lemma 4.16 shows that ΘI2

x,δ2,η
is globally one-to-one

on the set
{
u ∈ B(0; 1)

∣∣∣|u| < (τ ′2τ
′
1)D
}

.

We can now repeat this process M times. We find a sequence 1 ≥ ε1 ≥ ε2 · · · ≥
εM > 0 so that ΘIj

x,δj ,η
is globally one to one on the set

{
u ∈ B(0; 1)

∣∣∣|u| < εj
}

.

Then if we put η5 = εM we have shown that θIjx,δj ,η5 is globally one-to-one on the
unit ball B(0; 1).

Let η = η3. The mapping ΘI0
x,1,η is globally one-to-one, and so BI0η (x, ε1δ1) is

simply connected. If ΘI1
x,ε2δ1,η

were not globally one-to-one, there would be a line
segment in B(0; 1) which ΘI1

x,ε2δ1,η
maps to a closed curve in BI1η (x, ε2δ1). But this

curve can be deformed to a point in BI0η (x, εδ1), and hence it can be deformed to a
point in BI1η (x, δ1), which is impossible. Thus ΘI1

x,ε2 δ1,η
is globally one-to-one.

We now repeat this argument N times, and conclude that all the mappings are
globally one-to-one. This completes the proof, since E is compact. �

4.8. Proof of Theorem 3.7, part (4).

Let {Zj} be the vector fields on B(0; 1) such that dΘI
x,δ,η[Zj ] = η δdj Yj on

BIη(x, δ). We want to show that Z =
{
Z1, . . . , Zq; d1, . . . , dq} is a control system

on B(0; 1) and that
∣∣∣∣Z ∣∣∣∣B(0,;1),N

and ν(Z) is bounded independently of x, δ, and
η. According to Lemma 4.17, for 1 ≤ j ≤ n we have

dΘI
x,δ,η[∂uj ] = dΘI

x,δ,η

[
Zj +

n∑
k=1

bj,k Zk

]
,
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and since dΘI
x,δ,η is one-to-one, it follows that

∂uj = Zj +
n∑
k=1

bj,k Zk,

where {|bj,k|} are uniformly bounded Thus arguing as in Lemma 4.20, we can solve
for the vector fields {Zk} and write

η Zk = ∂uk +
n∑
j=1

βj,k ∂uj

for 1 ≤ k ≤ n, where {|βj,k|} are uniformly bounded. For other indices, recall that
for n+ 1 ≤ l ≤ q we have

Yl =
n∑

m=1

aml Ym,

and hence

η δdl Yl =
n∑

m=1

δdl−dm aml (η δdm Ym).

But this means that

Zl =
n∑

m=1

δdl−dm aml Zm,

and {|δdl−dm aml |} are uniformly bounded.

5. Smooth Metrics

We now use the information about the local structure of Carnot-Carathéodory
balls to construct a smooth version of the metric ρ.

5.1. Differentiable metrics.

The key is the construction of local bump functions which behave correctly
under differentiation.

Proposition 5.1. Let u = (u1, . . . , un) ∈ B(0; 1) and suppose |u| < η < 1.

Then there exists v ∈ B(0; 1) with |v| < 1 and uj = η
dj
D vj for 1 ≤ j ≤ n.

Proof. Let w = η−1u, so that |w| < 1 and u = η w. Write

η =
(
η

1
D

)D =
(
η

1
D

)dj (
η
D−dj
D

)
Hence

u = (η w1, . . . , η wn)

=
(
η
d1
D η

D−dj
D w1, . . . , (η

dn
D η

D−dn
D wn

)
=
(
η
d1
D v1, . . . , η

dn
D vn

)
where vj = η

D−dj
D wj .

�
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Corollary 5.2. If u ∈ B(0; 1), with |u| < λ ≤ 1, then

ΘI
x,δ,η(u) ∈ BIη(x, λ

1
D δ) ⊂ Bρ(x, λ

1
D δ
)
.

Proof. Let |u| < λ < 1. Then we have

ΘI
x,δ,η(u) = exp

(
η

n∑
k=1

uj δ
djYj

)
(x)

= exp
(
η

n∑
k=1

vj
(
λ

1
D δ
)dj
Yj

)
(x)

= ΘI

x,λ
1
D δ,η

(v) ∈ BIη(x, λ
1
D δ) ⊂ Bρ

(
x, λ

1
D δ
)

�

Lemma 5.3. Let K ⊂ K̃ ⊂ Ω be a compact sets with K contained in the interior
of K̃. Let η, τ be the corresponding constants from Theorem 3.7. Then for x ∈ K
and 0 < δ ≤ 1 there exists ϕ = ϕx,δ ∈ E(Ω) with the following properties:

(1) 0 ≤ ϕx,δ(y) ≤ 1 for all y ∈ Ω.

(2) We have

ϕx,δ(y) =

{
0 if ρ(x, y) ≥ δ,
1 if ρ(x, y) ≤ τη 1

d τ
D
d δ.

(3) For every J = (j1, . . . , jr) ∈ Ir there is a constant CJ , independent of x
and δ, so that

sup
y∈Ω

∣∣YjrYjr−1 · · ·Yj2Yj1 [ϕx,δ](y)
∣∣ ≤ CJ δ−d(J).

Proof. Given x ∈ K and 0 < δ ≤ 1, let I ∈ In, η, and τ be as in the
conclusions of Theorem 3.7. The mapping ΘI

x,δ,η : B(0; 1) → BIη(x, δ) is a diffeo-
morphism. Let us write Φ : BIη(x, δ) → B(0; 1) be the inverse mapping. Choose a
function φ ∈ C∞0

(
B(0; 1)

)
so that 0 ≤ φ(u) ≤ 1 for all u, φ(u) ≡ 1 for |u| ≤ τD, and

φ(u) ≡ 0 for |u| ≥ 1
2 . Put ϕx,δ(u) = φ

(
Φ(y)

)
. Then clearly ϕx,δ ∈ C∞0 (BIη(x, δ))

and 0 ≤ ϕ(y) ≤ 1 for all y ∈ Ω.
Since BIη(x, δ) ⊂ Bρ(x, δ) and the support of ϕx,δ is contained in BIη(x, δ), it

follows that ϕx,δ(y) = 0 if ρ(x, y) ≥ δ.
If y ∈ BIη(x, τδ), then there exists u ∈ B(0; 1) so that y = ΘI

x,τδ,η(u). This
means that

y = exp
(
η

n∑
k=1

ukτ
dkδdkYk

)
(x) = exp

(
η

n∑
k=1

vkδ
dkYk

)
(x) = ΘI

x,δ,η(v)

where vk = τdk uk. Since τ ≤ 1 it follows that |v| ≤ τd|u| < τd. Thus BIη(x, τδ)
is contained in the image under ΘI

x,δ,η of B(0; τd), which is where we know φ ≡ 1.
Thus ϕx delta ≡ 1 on BIη(x, τδ). But it follows from part 2 of Theorem 3.7 that
Bρ(x, τη

1
d τ

D
d δ) ⊂ BIη(x, τδ). Thus if ρ(x, y) ≤ τη 1

d τ
D
d δ, it follows that ϕx,δ(y) = 1.

This completes part (2), and condition (3) follows from the last part of Theorem
3.7. This completes the proof. �
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Proposition 5.4. Let K ⊂ Ω be compact, and let C > 1. There is a positive
integer M so that if 0 < δ ≤ 1 and if {Bρ(xj , δ)} is a disjoint collection of balls
with centers xj ∈ K, then every point of K is contained in at most M of the dilated
balls {Bρ(xj , Cδ)}.

Proof. Let y ∈ K and suppose that y ∈ Bρ(xj , Cδ) for 1 ≤ j ≤M . Then for
these indices, Bρ(xj , δ) ⊂ Bρ(xj , Cδ) ⊂ Bρ(y, 3Cδ), and Bρ(y, 3Cδ) ⊂ Bρ(xj , 4Cδ).
Since the balls {Bρ(xj , δ)} are disjoint, it follows from the doubling property that

∣∣B(y, 3Cδ)
∣∣ ≥ M∑

j=1

∣∣Bρ(xj , δ)∣∣
≥ A

M∑
j=1

∣∣Bρ(xj , 4Cδ)∣∣
≥ AM

∣∣B(y, 3Cδ)
∣∣

Thus M ≤ A−1. �

Lemma 5.5. Let K ⊂ Ω be compact and let 0 < δ ≤ 1. Then there exists
ω = ωδ ∈ C∞(Ω× Ω) with the following properties:

(1) For all x, y ∈ Ω we have 0 ≤ ωδ(x, y) ≤M .

(2) For all x, y ∈ Ω we have

ωδ(x, y) ≥ 1 if ρ(x, y) ≤ δ
ωδ(x, y) = 0 if ρ(x, y) ≥ Cδ.

(3) For every J = (j1, . . . , jr) ∈ Ir and L = (l1, . . . , ls) ∈ Is there is a constant
CJ,L independent of δ so that

sup
(x,y)∈Ω×Ω

∣∣[Yjr · · ·Yj1 ][Yls · · ·Yl1 ][ωδ](x, y)
∣∣ ≤ CJ,L δ−d(J)−d(L).

Here [Yjr · · ·Yj1 ] acts on the variable x and [Yls · · ·Yl1 ] acts on the variable
y.

Proof. Consider the collection of balls {Bρ(x, δ)} for x ∈ K, and choose
a maximal sub-collection {Bρ(xj , δ) so that Bρ(xj , δ) ∩ Bρ(xk, δ) = ∅ if j 6= k.
For any y ∈ K, the ball Bρ(y, δ) must intersect one of the balls Bρ(xj , δ), and
hence y ∈ Bρ(xj , 2δ) for some j. Thus the collection {Bρ(xj , 2δ)} covers K. By
Proposition 5.4, each point in K belongs to at most M of these larger balls. But
then if x, y ∈ K with ρ(x, y) ≤ δ, there exists an index j so that both x and y
belong to Bρ(xj , 3δ).

Now using Lemma 5.3, for each j there is a function ϕj ∈ C∞0 (Ω) such that
ϕj(x) = 1 if ρ(xj , x) ≤ 3δ, ϕj(x) = 0 if ρ(xj , x) ≥ C δ, and

sup
y∈Ω

∣∣Yjr · · ·Yj1 [ϕj ](y)
∣∣ ≤ CJ δ−d(J)

for every J ∈ Ir. Put
ωδ(x, y) =

∑
j

ϕj(x)ϕj(y).
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Note that each term in this sum is non-negative. if ϕj(x)ϕj(y) 6= 0, then
x, y ∈ Bρ(xj , C δ). There are at most M balls Bρ(xj , Cδ) which contain x. Thus
for x, y ∈ Ω, there are at most M terms in this sum which are non-vanishing. Since
each term is bounded by 1, it follows that for all x, y ∈ Ω,

0 ≤ ωj(x, y) ≤M.

Next, if ρ(x, y) ≥ 2Cδ, it follows that there are no balls Bρ(xj , Cδ) containing
both x and y, and hence each term ϕj(x)ϕj(y) = 0. This shows that

ωj(x, y) = 0 if ρ(x, y) ≥ 2Cδ.

If ρ(x, y) < δ, we have seen that there is an index j so that x, y ∈ Bρ(xj , 3δ).
Hence ϕj(x) = ϕj(y) = 1, and it follows that

ωj(x, y) ≥ 1 if ρ(x, y) < δ.

Finally, we have∣∣[Yjr · · ·Yj1 ][Yls · · ·Yl1 ][ωδ](x, y)
∣∣ ≤∑

j

∣∣Yjr · · ·Yj1 [ϕj ](x)
∣∣ ∣∣[Yls · · ·Yl1 [ϕj ](y)

∣∣
For eachx, y ∈ Ω, here are at mots M non-zero terms in this sum, and by Lemma
5.3, each term term is bounded by CJ,L δ−d(J)−d(L). Thus

sup
x,y∈Ω

∣∣[Yjr · · ·Yj1 ][Yls · · ·Yl1 ][ωδ](x, y)
∣∣ ≤ CJ,LM δ−d(J)−d(L).

This completes the proof. �

Remark: Variants of this a result appear in [Sta93], and in [Koe00] and [Koe02].

Theorem 5.6. Let K ⊂ Ω be a compact set. There is a function ρ̃ : Ω× Ω→
[0,∞0 which is infinitely differentiable away from the diagonal

4 =
{

(x, y) ∈ Ω× Ω
∣∣∣x = y

}
with the following properties.

(1) There is a constant C > 0 so that for all x, y ∈ K with x 6= y we have

C−1 ≤ ρ(x, y)
ρ̃(x, y)

≤ C.

(2) For every J ∈ Ir and L ∈ Is there is a constant CK,L so that for all
x, y ∈ K with x 6= y we have

[Yjr · · ·Yj1 ][Yls · · ·Yl1 ][ρ̃(x, y)] ≤ CJ,L ρ̃(x, y)1−d(J)−d(L).

Proof. There are functions {ωj} defined on Ω× Ω such that

0 ≤ ωj(x, y) ≤M for all x, y ∈ Ω,

ωj(x, y) ≥ 1 when 0 ≤ ρ(x, y) ≤ 2−j ,

ωj(x, y) ≡ 0 when ρ(x, y) ≥ C 2−j .

Now put

ρ̃(x, y) =

0 if x = y[∑∞
j=1 2j ωj(x, y)

]−1

if x 6= y.



5. SMOOTH METRICS 129

Fix x 6= y. Let j0 be the smallest non-negative integer such that C 2−j ≤
ρ(x, y). Then for j ≥ j0 we have ωj(x, y) = 0 and so

∞∑
j=0

2j ωj(x, y) =
j0−1∑
j=0

2j ωj(x, y)

≤M
j0−1∑
j=0

2j

< M 2j0 < 2CM ρ(x, y)−1

since by hypothesis C 2−(j0−1) > ρ(x, y). Next let j1 be the largest integer such
that ρ(x, y) ≤ 2−j1 . Then for 0 ≤ j ≤ j1 we have ωj(x, y) ≥ 1, and so

∞∑
j=0

2j ωj(x, y) ≥
j1∑
j=0

2j ωj(x, y)

≥
j1∑
j=0

2j

> 2j1 >
1
2
ρ(x, y)−1

since by hypothesis 2−j1−1 < ρ(x, y). Thus it follows that for x 6= y we have

1
2CM

ρ(x, y) <
[ ∞∑
j=0

2j ωj(x, y)
]−1

< 2ρ(x, y),

and so ρ̃ is comparable to ρ, proving (1).
The differential inequality in (2) follows in the same way, using the fact that∣∣[Yjr · · ·Yj1 ][Yls · · ·Yl1 ][ωj ](x, y)

∣∣ ≤ CJ,L (2−j)−d(J)−d(L).

�

5.2. Scaled bump functions.



CHAPTER 4

Subelliptic estimates and hypoellipticity

1. Introduction

In this chapter we study of the L2-Sobolev regularity properties of second order
partial differential operators of the form L = X0 −

∑p
j=1X

2
j + iY0 + c, where

{X0, X1, . . . , Xp} and Y0 are smooth real vector fields and c is a smooth complex-
valued function. Under an appropriate finite type hypothesis on the vector fields
{X0, . . . , Xp} and an appropriate assumption about the size of the vector field Y0,
we shall derive what are called subelliptic estimates for L in the scale of L2-Sobolev
spaces Hs(Rn). The definitions and properties of these Sobolev spaces are discussed
in Chapter 10.

2. Subelliptic estimates

2.1. Statement of the main theorem. Let Ω ⊂ Rn be a connected open set.
Let X0, X1, . . . , Xp, Y0 ∈ T (Ω) be smooth real vector fields, and let c ∈ C∞(Ω) be a
(possibly) complex-valued function. We study the second order partial differential
operator

L = X0 −
p∑
j=1

X2
j + i Y0 + c. (2.1)

A subelliptic estimate for L asserts the existence of a constant ε > 0 with the
following property. Suppose ζ ≺ ζ ′ ∈ C∞0 (Ω). (Recall that this means that ζ ′(x) = 1
for all x in the support of ζ). Then for all s ∈ R, there is a constant Cs so that if
u ∈ D′(Ω) is a distribution,∣∣∣∣ ζ u ∣∣∣∣

s+ε
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣
s

+
∣∣∣∣ ζ ′u ∣∣∣∣

s

]
.

Note that the three terms ζ2u, ζ1L[u], and ζ1u are distributions with compact
support in Ω. Part of the content of subellipticity is that if the two terms on the
right hand side are finite, then the left hand side is also finite.

In the operator L, the term i Y0 + c is regarded as a perturbation of the main
term X0 −

∑p
j=1X

2
j . In order to obtain subelliptic1 estimates, we shall assume

the vector fields {X0, . . . , Xp} are of finite type and the vector field Y0 is suitably
dominated by the vector fields {X1, . . . , Xp}. Precisely, we assume:

1The expression ‘subelliptic estimate’ derives from a comparison of the above estimate with
the classical estimates for elliptic operators. Thus if 4 =

Pn
j=1 ∂

2
xj

is the Laplace operator on

Rn and if ζ ≺ ζ′ ∈ C∞0 (Rn), then for every s ∈ Rn there is a constant Cs so that if u ∈ D′(Rn),˛̨˛̨
ζu
˛̨˛̨
s+2
≤ Cs

ˆ˛̨˛̨
ζ′4[u]

˛̨˛̨
s

+
˛̨˛̨
ζ′u
˛̨˛̨
s

˜
.

130
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(H-1) The iterated commutators of length less than or equal to m of the vector
fields {X0, . . . , Xp} uniformly2 span the tangent space Tx(Rn) for every
x ∈ Ω.

(H-2) There exist constants η > 0 and C0, C1 <∞ so that for all ϕ,ψ ∈ C∞0 (Ω)∣∣(Y0[ϕ], ϕ
)

0

∣∣ ≤ (1− η)
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+ C0

∣∣∣∣ϕ ∣∣∣∣2
0
, and (2.2)

∣∣(Y0[ϕ], ψ
)

0

∣∣ ≤ C1

[ p∑
j=1

(∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+
∣∣∣∣Xj [ψ]

∣∣∣∣2
0

)
+
∣∣∣∣ϕ ∣∣∣∣2

0
+
∣∣∣∣ψ ∣∣∣∣2

0

]
. (2.3)

Write the vector fields Xj =
∑n
k=1 aj,k ∂xk and Y0 =

∑n
k=1 bk ∂xk where

{aj,k}, bk ∈ C∞R (Ω). By shrinking the set Ω, we can always assume in addition
that:

(H-3) All derivatives of the functions aj,k, bk, c are bounded on the set Ω.

Before stating the basic subelliptic estimate for L in the Sobolev space Hs, we
need to discuss the nature of the constants that appear in the theorem. For later
application it will be important to see that the bounds we obtain are uniform in
the sense that they only depend on the parameter s, on the size of the coefficients
of the operator L, and on the choice of various cut-off functions {ζj} ⊂ C∞0 (Ω) that
are used in the proof.

Definition 2.1. Fix ζ0, . . . , ζM ∈ C∞0 (Ω). For any non-negative integer N , set

B(N) = sup
x∈V

sup
|α|≤N

[ p∑
j=1

n∑
k=1

∣∣∂αaj,k(x)
∣∣+

n∑
k=1

∣∣∂αbk(x)
∣∣

+
∣∣∂αc(x)

∣∣+
M∑
j=0

n∑
k=1

∣∣∂αζj(x)
∣∣]. (2.4)

If s ∈ R, a constant Cs is allowable if there is an integer Ns so that Cs depends
only on s and on B(Ns).

With this definition in hand, we now state the main result of this chapter.

Theorem 2.2. Let Ω ⊂ Rn be an open set, and let L be the second or-
der partial differential operator given in equation (2.1). Suppose the vector fields
{X0, X1, . . . , Xp, Y0} and the function c satisfy hypotheses (H-1), (H-2), and (H-3).
Set ε = 2 · 4−m, and fix ζ ≺ ζ ′ ∈ C∞0 (Ω). For every s ∈ R there is an allowable
constant Cs so that if u ∈ D′(Ω) and if ζ ′u ∈ Hs(Rn) and ζ ′L[u] ∈ Hs(Rn), then
ζu ∈ Hs+ε(Rn), ζXju ∈ Hs+ 1

2 ε(Rn) for 1 ≤ j ≤ p, and∣∣∣∣ ζu ∣∣∣∣
s+ε

+
p∑
j=1

∣∣∣∣ ζXju
∣∣∣∣
s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣
s

+
∣∣∣∣ ζ ′u ∣∣∣∣

s

]
. (2.5)

2This means that there is a constant η > 0 so that for all x ∈ Ω, there is an n-tuple of
iterated commutators of length at most m whose determinant at x is bounded below in absolute

value by η. This can always be achieved by shrinking Ω.
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2.2. Hypoellipticity of L. The classical Weyl Lemma asserts that if u is a
distribution on Rn and if 4[u] is smooth on an open set U ⊂ Rn, then u itself
is smooth on U . This qualitative property of the Laplace operator 4 and other
elliptic operators is called hypoellipticity.

Definition 2.3. If L is a linear differential operator with C∞-coefficients on
an open set Ω ⊂ Rn, then L is hypoelliptic provided that for every open set U ⊂ Ω,
if u ∈ D′(Ω) is a distribution and if L[u] ∈ C∞(U), then u ∈ C∞(U).

An important consequence of Theorem 2.2 is that the operator L is hypoelliptic.

Corollary 2.4. Suppose that L = X0 +
∑p
j=1X

2
j +iY0 +c, and that the vector

fields {X0, X1, . . . , Xp, Y0} and the function c satisfy hypotheses (H-1), (H-2), and
(H-3). Then L is hypoelliptic.

Proof. Let ϕ ∈ C∞0 (U). Choose ζ0, ζ1, . . . ∈ C∞0 (U) with ϕ ≺ ζj and ζj+1 ≺
ζj for all j. Since ζ0u has compact support, there exists an s ∈ R such that
ζ0u ∈ Hs(Rn). Since by hypothesis ζ0L[u] ∈ Hs(Rn), the inequality then shows
that ζ1u ∈ Hs+ε(Rn). We can then repeat this argument N times to show that
ζNu ∈ Hs+Nε(Rn). It follows that ϕu ∈

⋂
tH

t(Rn) ⊂ C∞(Rn). Since this is true
for any ϕ ∈ C∞0 (U), it follows that u ∈ C∞(U). �

2.3. Commentary on the argument. The proof of Theorem 2.2 uses the
Schwarz inequaltiy, the calculus of pseudodifferential operators, and a long and in-
tricate series of calculations involving integration by parts. The argument proceeds
in two main steps. The first deals with estimates when the distribution u ∈ D′(Ω)
is actually a function ϕ ∈ C∞0 (Ω). Since one is assuming the data is differentiable,
these are called a priori estimates. The second step then deals with the passage
from smooth functions to general distributions u ∈ D′(Ω).

Let us isolate some key elements in the proof of the a priori estimates. The first
is the proof that if ϕ ∈ C∞0 (Ω), then

∑p
j=1

∣∣∣∣Xjϕ
∣∣∣∣2
s

is controlled by <e
(
L[ϕ], ϕ

)
s

and
∣∣∣∣ϕ ∣∣∣∣2

s
. This is the subject of Section 3. In particular, the conclusion of Lemma

3.12 is that
η

8

p∑
j=1

∣∣∣∣Xjϕ
∣∣∣∣2
s
≤ <e

(
L[ϕ], ϕ

)
s

+ Cs
∣∣∣∣ϕ ∣∣∣∣2

s

where η is the constant that appears in hypothesis (H-2), equation (2.2).
For s = 0, this estimates follows easily from an argument involving integration

by parts. The proof is given in Lemma 4.2. In order to pass to a general parameter s,
we write

∣∣∣∣Xjϕ
∣∣∣∣
s

=
∣∣∣∣ΛsXjϕ

∣∣∣∣
0

and <e
(
L[ϕ], ϕ

)
s

= <e
(
ΛsL[ϕ],Λsϕ

)
0
. Roughly

speaking, we would like to replace
∣∣∣∣ΛsXjϕ

∣∣∣∣
0

by
∣∣∣∣XjΛsϕ

∣∣∣∣
0
, and <e

(
ΛsL[ϕ],Λsϕ

)
0

by <e
(
L[Λsϕ],Λsϕ

)
0
, and then apply the case s = 0. Unfortunately, Λsϕ is not

compactly supported, so we introduce additional cut-off functions to deal with this
difficulty. In addition, we need to control the commutators of Xj and L with
pseudodifferential operators As of order s. These manipulations generate a large
number of terms, all of which must be bounded by the right hand side of equation
(2.5).

In dealing with the commutators, note that an error term
∣∣∣∣ [Xj , A

s]ϕ
∣∣∣∣

0
is

dominated by
∣∣∣∣ϕ ∣∣∣∣

s
since [Xj , A

s] is an operator of order s. However an error term∣∣∣∣ [L, As]ϕ
∣∣∣∣

0
cannot be handled so easily since [L, As] is an operator of order s+1.

Thus a second key ingredient in the proof is the observation that such commutators
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are not just an operator of order s+ 1, but can be controlled by operators of order
s composed with the vector fields {X1, . . . , Xp} or their adjoints. In Proposition
3.6 below we see that one can write

[L, As] =
p∑
j=1

Bsj Xj +Bs0

[L, As] =
p∑
j=1

X∗j B
s
j + B̃s0

where {Bsj} and {B̃sj} are pseudodifferential operators of order s. This is used in
Lemmas 3.7 and 3.10 to estimate the commutator [L, As] in terms of the vectors
{Xj}.

If the vectors {X1, . . . , Xp} spanned the tangent space at each point, we could
immediately estimate

∣∣∣∣ϕ ∣∣∣∣2
s+1

in terms of
∑p
j=1

∣∣∣∣Xjϕ
∣∣∣∣2
s
. In order to use the much

weaker finite type hypothesis (H-1) and complete the proof of the a priori estimates,
we need to employ a third key observation: if we have a favorable estimate∣∣∣∣Zϕ ∣∣∣∣

s+a−1
.
∣∣∣∣Lϕ ∣∣∣∣

s
+
∣∣∣∣ϕ ∣∣∣∣

s

for a vector field Z and some a > 0, then we get a possibly less good but still
favorable estimate ∣∣∣∣ [Xj , Z]ϕ

∣∣∣∣
s+b−1

.
∣∣∣∣Lϕ ∣∣∣∣

s
+
∣∣∣∣ϕ ∣∣∣∣

s

for all 0 ≤ j ≤ p and some 0 < b ≤ a. This is the content of Lemma 4.5 below.
More generally, in Section 4 we study spaces of subelliptic multipliers, which are
pseudodifferential operators A such that∣∣∣∣Aϕ ∣∣∣∣

s+a−1
.
∣∣∣∣Lϕ ∣∣∣∣

s
+
∣∣∣∣ϕ ∣∣∣∣

s

for some a > 0.

In order to pass from a priori estimates of smooth functions to estimates for
general distributions u ∈ D′(Ω), we multiply u by a cut-off function ζ ∈ C∞0 (Ω),
and then consider the ‘mollifier’ or convolution Tt[ζ u] = ζ u∗χt where χ ∈ C∞0 (Rn),
and χt(x) = t−nχ(t−1x). For t > 0 sufficiently small, Tt[ζ u] ∈ C∞0 (Ω), and so we
obtain ∣∣∣∣Tt[ζ u]

∣∣∣∣
s+ 1

2 ε
.
∣∣∣∣L[Tt[ζ u]

] ∣∣∣∣
s

+
∣∣∣∣Tt[ζ u]

∣∣∣∣
s

from the a priori estimate. To complete the proof of Theorem 2.2, we then need to
control the commutator [L, Ttζ]. This is done in Section 5. Finally in Section 6,
we give examples of vector fields Y0 which satisfy hypothesis (H-2).

3. Estimates for
∑p
j=1

∣∣∣∣Xjϕ
∣∣∣∣2
s

In this section we prove that for every s ∈ R there is an allowable constant Cs
so that

p∑
j=1

∣∣∣∣Xjϕ
∣∣∣∣2
s
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣2
s

+
∣∣∣∣ϕ ∣∣∣∣2

s

]
for every ϕ ∈ C∞0 (Ω).
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3.1. Integration by parts. Recall that the inner product of two functions
f, g ∈ L2(Ω) is given by (

f, g
)

0
=
∫

Ω

f(x) g(x) dx,

and the norm of f ∈ L2(Ω) is denoted by
∣∣∣∣ f ∣∣∣∣

0
=
√(

f, f
)

0
. If X =

∑n
k=1 ak ∂xk

is a smooth real vector field, the divergence of X is the smooth function

∇·X(x) =
n∑
k=1

∂ak
∂xk

(x).

The formal adjoint of the vector field X is the operator X∗ whose action on a
function ϕ is given by

X∗[ϕ](x) = −X[ϕ](x)−∇·X(x)ϕ(x).

The following proposition summarizes the elementary properties of formal adjoints
that arise in integration by parts.

Proposition 3.1. Let X, Y be smooth real vector fields on an open set Ω ⊂ Rn,
let f ∈ C∞R (Ω) be a smooth real-valued function, and let ϕ,ψ ∈ C∞0 (Ω) be (possibly)
complex-valued functions with compact support. Then(

X[ϕ], ψ
)

0
=

(
ϕ,X∗[ψ]

)
0

= −
(
ϕ,X[ψ]

)
0
−
(
ϕ,∇·X ψ

)
0
; (3.1)(

X[ϕ], f ψ
)

0
= −(ϕ, f X[ψ]

)
0

+
(
ϕ,X∗[f ]ψ

)
0
; (3.2)(

XY [ϕ], ψ
)

0
= −

(
Y [ϕ], X[ψ]

)
0
−
(
Y [ϕ],∇·Xψ

)
0
; (3.3)

<e
(
X[ϕ], ϕ

)
0

= −1
2

(ϕ,∇·X ϕ
)

0
; (3.4)

<e
(
X[ϕ], f ϕ

)
0

=
1
2
(
ϕ,X∗[f ]ϕ

)
0
; (3.5)

<e
(
X2[ϕ], ϕ

)
0

= −
∣∣∣∣X[ϕ]

∣∣∣∣2
0
−
(
ϕ,X∗

[
∇·X

]
ϕ
)

0
. (3.6)

Proof. Let X =
∑n
j=1 aj ∂xj be a smooth real vector field on Ω, and suppose

that ϕ,ψ ∈ C∞0 (Ω) are complex-valued functions. The function ajϕψ has compact
support in Ω, and so

∫
Ω
∂xj (ajϕψ) dx = 0 by the fundamental theorem of calculus.

Thus integration by parts gives(
X[ϕ], ψ

)
0

=
n∑
j=1

∫
Ω

aj(x)∂xj (x)ψ(x) dx

=
n∑
j=1

∫
Ω

∂xj (aj ϕψ)(x) dx−
n∑
j=1

∫
Ω

ϕ(x) ∂xj (aj ψ)(x) dx

= −
∫

Ω

ϕ(x)
[ n∑
j=1

aj(x) ∂xjψ(x)
]
dx−

∫
Ω

ϕ(x)
[ n∑
j=1

∂xjaj(x)
]
ψ(x) dx

= −
(
ϕ,X[ψ]

)
0
−
(
ϕ,∇·X ψ

)
0
.

This gives equation (4.1). Equations (3.2) through (3.6) follow from repeated ap-
plications of this identity. �

We can now calculate the formal adjoint of the operator L.



3. ESTIMATES FOR
Pp
j=1

˛̨˛̨
Xjϕ

˛̨˛̨2
s

135

Proposition 3.2. Let L = −
∑p
j=1X

2
j +X0 + iY0 + c be a second order partial

differential operator on an open set Ω ⊂ Rn as given in equation (2.1). If ϕ,ψ ∈
C∞0 (Ω), then

(
L[ϕ], ψ

)
0

=
(
ϕ,L∗[ψ]

)
0

where

L∗ = −
p∑
j=1

X2
j −X0 +

p∑
j=1

2∇·Xj Xj + iY0 + c̃, (3.7)

and c̃(x) = c(x)− div[X0](x) + idiv[Y0](x)−
p∑
j=1

[
Xj

[
∇·Xj

]
+ (∇·Xj)2

]
(x).

Proof. Using equation (3.3) we have(
X2
j [ϕ], ψ

)
0

= −
(
Xj [ϕ], Xj [ψ]

)
0
−
(
Xj [ϕ],∇·Xjψ

)
0

=
(
ϕ,X2

j [ψ]
)

0
+
(
ϕ,∇·XjXj [ψ]

)
0

+
(
ϕ,Xj

[
∇·Xjψ

])
0

+
(
ϕ, (∇·Xj)2ψ)0

=
(
ϕ,X2

j [ψ]
)

0
+
(
ϕ, 2∇·XjXj [ψ]

)
0

+
(
ϕ,
[
Xj

[
∇·Xj

]
+ (∇·Xj)2

]
ψ)0

Summing and using equation (4.1) gives the desired formula. �

Remark 3.3. If we set X̃0 = −X0 + 2
∑p
j=1∇·Xj Xj, then

L∗ = −
p∑
j=1

X2
j + X̃0 + iY0 + c̃,

and so has L∗ has essentially the same form as L. Note that the linear span of the
vector fields {X0, X1, . . . , Xp} is the same as the linear span of {X̃0, X1, . . . , Xp}.

3.2. The basic L2-identity and L2-inequality. The key first step in deriv-
ing L2-estimates for the operator L is to observe that the quadratic form

(
L[ϕ], ϕ

)
0

can be rewritten in terms of the vector fields X0, X1, . . . , Xp, Y0. We have the
following basic identity.

Lemma 3.4. For ϕ ∈ C∞0 (Ω),

<e
(
L[ϕ], ϕ

)
0

=
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
−=m

(
Y0[ϕ], ϕ

)
0

+
1
2

p∑
j=1

(
ϕ,X∗j

[
∇·Xj

]
ϕ
)

0
− 1

2
(
ϕ, div[X0]ϕ

)
0

+ <e
(
cϕ, ϕ

)
0

(3.8)

Proof. We have(
L[ϕ], ϕ

)
0

= −
p∑
j=1

(
X2
j [ϕ], ϕ

)
0

+
(
X0[ϕ], ϕ

)
0

+ i
(
Y0[ϕ], ϕ

)
0

+
(
cϕ, ϕ

)
0

It follows from equation (3.6) that

−
(
X2
j [ϕ], ϕ

)
0

=
∣∣∣∣Xj [ϕ]

∣∣∣∣2
0

+
(
Xj [ϕ],div(Xj)ϕ

)
0
,
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so that (
L[ϕ], ϕ

)
0

=
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+

p∑
j=1

(
Xj [ϕ],∇·Xjϕ

)
0

+
(
X0[ϕ], ϕ

)
0

+ i
(
Y0[ϕ], ϕ

)
0

+
(
cϕ, ϕ

)
0
.

Taking real parts and using equations (3.4) and (3.5) gives the equality stated in
(3.8). �

Note that the last three terms in equation (3.8) do not involve any differentia-
tion of the function ϕ. Thus these terms can be estimated in terms of

∣∣∣∣ϕ ∣∣∣∣2
0

and
are usually viewed as error terms while the first two terms in (3.8) are the main
terms. We now use the first hypothesis on the vector field Y0; recall we assume that
for all ϕ ∈ C∞0 (Ω),∣∣=m (Y0[ϕ], ϕ

)
0

∣∣ ≤ (1− η)
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+ C0

∣∣∣∣ϕ ∣∣∣∣2
0
. (2.2)

This leads to the following basic estimate.

Lemma 3.5. Suppose that the vector field Y0 satisfies (2.2). Then for all ϕ ∈
C∞0 (Ω)

η

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
≤ <e

(
L[ϕ], ϕ

)
0

+ C1

∣∣∣∣ϕ ∣∣∣∣2
0

(3.9)

where C1 = C0 + sup
x∈Ω

[1
2
|div[X0](x)|+ 1

2

p∑
j=1

|X∗j
[
∇·Xj

]
(x)|+ |c(x)|

]
.

Proof. Using equations (3.8) and (2.2), if ϕ ∈ C∞0 (U) we have
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
≤ <e

(
L[ϕ], ϕ

)
0

+ (1− η)
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+ C0

∣∣∣∣ϕ ∣∣∣∣2
0

− 1
2

p∑
j=1

(
ϕ,X∗j

[
∇·Xj

]
ϕ
)

0
+

1
2
(
ϕ,div[X0]ϕ

)
0

+ <e
(
cϕ, ϕ

)
0

≤ <e
(
L[ϕ], ϕ

)
0

+ (1− η)
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+ C1

∣∣∣∣ϕ ∣∣∣∣2
0
,

and this is equivalent to equation (4.3). �

3.3. Commutators. In this section we collect the statements and proofs of
several estimates for commutators of pseudodifferential operators. In practice one
needs to deal with a large number of commutators, and this can make it difficult
to keep track of the allowable constants that arise in the estimates. We attempt to
balance the need for precise descriptions of the allowable constants with the need
for conceptually concise statements by using the following procedure. The first time
we make an estimate, we write an explicit formula for the constant that shows it
is allowable, but after this first appearance, we replace the explicit formula with a
generic symbol C or Cs.
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Recall that if As and Bt are operators of order s and t then the commutator
[As, Bt] is a pseudodifferential operator of order s+ t− 1. In particular, when we
commute a pseudodifferential operator As of order s with the second order operator
L, the commutator [L, As] is of order s + 1. However, because L has the special
form given in equation (2.1), we can say more about the form of [L, As]. This is
based on the following elementary observation.

Proposition 3.6. Let L = −
∑p
j=1X

2
j + X0 + iY0 + c, and let As be a pseu-

dodifferential operator of order s. Then we can write

[L, As] =
p∑
j=1

Bsj Xj +Bs0 (3.10)

[L, As] =
p∑
j=1

X∗j B
s
j + B̃s0 (3.11)

where

Bsj = −2 [Xj , A
s] ,

Bs0 = −
p∑
j=1

[Xj , [Xj , A
s]] + [X0, A

s] + i [Y0, A
s] + [g, As] ,

B̃sj = 2 [Xj , A
s]

B̃s0 =
p∑
j=1

(
[Xj , [Xj , A

s]] + 2∇·Xj [Xj , A
s]
)

+ [X0, A
s] + i [Y0, A

s] + [g, As] .

The pseudodifferential operators {Bs0, B̃s0, Bs1, . . . , Bsp} have order s. If As is prop-
erly supported, so are these operators.

Proof. Since L = −
∑p
j=1X

2
j +X0 + iY0 + c, we have

[L, As] = −
p∑
j=1

[
X2
j , A

s
]

+ [X0, A
s] + i [Y0, A

s] + [c, As] .

But

[
X2
j , A

s
]

= Xj [Xj , A
s] + [Xj , A

s] Xj =


2 [Xj , A

s] Xj + [Xj , [Xj , A
s]] ,

2Xj [Xj , A
s]− [Xj , [Xj , A

s]] ,

and this gives the desired formulas. �

We now establish two important consequences.

Lemma 3.7. Let As be a pseudodifferential operator of order s, let U b Ω be a
relatively compact open subset, and assume that ϕ ∈ C∞0 (U) implies As[ϕ] ∈ C∞0 (Ω).
There is an allowable constant Cs so that for all ϕ ∈ C∞0 (U)∣∣∣∣ [L, As] [ϕ]

∣∣∣∣
0
≤ Cs

[ p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
, (3.12)
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and consequently∣∣∣∣LAs[ϕ]
∣∣∣∣

0
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
. (3.13)

Proof. Use Proposition 3.6 to write [L, As] =
∑p
j=1B

s
jXj +Bs0. Then

∣∣∣∣ [L, As] [ϕ]
∣∣∣∣

0
≤

p∑
j=1

∣∣∣∣BsjXj [ϕ]
∣∣∣∣

0
+
∣∣∣∣Bs0[ϕ]

∣∣∣∣
0

≤
p∑
j=1

∣∣∣∣BsjΛ−s ∣∣∣∣ ∣∣∣∣Xj [ϕ]
∣∣∣∣
s

+
∣∣∣∣Bs0Λ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣
s
,

and this give inequality (3.12). But then∣∣∣∣LAs[ϕ]
∣∣∣∣

0
≤
∣∣∣∣AsL[ϕ]

∣∣∣∣
0

+
∣∣∣∣ [L, As] [ϕ]

∣∣∣∣
0

≤
∣∣∣∣AsΛ−s ∣∣∣∣ ∣∣∣∣L[ϕ]

∣∣∣∣
s

+
∣∣∣∣ [L, As] [ϕ]

∣∣∣∣
0
.

Combining this with inequality (3.12) gives inequality (3.13). �

Remark 3.8. We will see below in Corollary 3.13 that
∑p
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s
≤

Cs

[∣∣∣∣Lϕ ∣∣∣∣
s
+
∣∣∣∣ϕ ∣∣∣∣

s

]
. Hence it follows from equations (3.12) and (3.13) in Lemma

3.7 that in fact we have∣∣∣∣ [L, As]
∣∣∣∣

0
≤ Cs

[∣∣∣∣Lϕ ∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
(3.12’)∣∣∣∣LAs[ϕ]

∣∣∣∣
0
≤ Cs

[∣∣∣∣Lϕ ∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
(3.13’)

Remark 3.9. We will later need to commute L with two special kinds of oper-
ators of order zero. We take this opportunity to indicate the nature of the operators
B0
j in these cases.

(1) If M [ϕ](x) = ζ(x)ϕ(x) where ζ ∈ C∞0 (Ω), then M is a pseudodifferential
operator of order zero. If X is a vector field and c is multiplication by a
function, then

[c, M ] [ϕ] = 0

[X, M ] [ϕ] = X[ζ]ϕ

[X, [X, M ]] = X2[ζ]ϕ.

(2) If χ ∈ C∞0 (Rn) and if T [f ](x) = χ ∗ f(x) =
∫

Rn f(y)χ(x− y) dy, then T is
a pseudodifferential operator of order zero. If X is a vector field and c is
multiplication by a function, then

[c, T ] [ϕ](x) =
∫ (

c(x)− c(y)
)
ϕ(y)χ(x− y) dy

[X, T ] [ϕ] = T [∇·Xϕ]

[X, [X, T ]] = T [∇·X2ϕ]
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If we have an inner product rather than a norm in Lemma 3.7, we can obtain
an improved estimate involving an arbitrarily small multiple of

∑p
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s
.

This will be important, for example, in the proof of Lemma 3.12 below.

Lemma 3.10. Let As be a pseudodifferential operator of order s, let U b Ω be a
relatively compact open subset, and assume that ϕ ∈ C∞0 (U) implies As[ϕ] ∈ C∞0 (Ω).
There is an allowable constant Cs so that for every δ > 0 and every ϕ ∈ C∞0 (U)∣∣∣( [L, As] [ϕ], As[ϕ]

)∣∣∣ ≤ δ p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s
, (3.14)

and consequently

<e
(
LAs[ϕ], As[ϕ]

)
≤ <e

(
AsL[ϕ], As[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s
.

(3.15)

Proof. Again use Proposition 3.6 to write [L, As] [ϕ] =
∑p
j=1B

s
jXj [ϕ]+Bs0[ϕ]

where {Bs0, Bs1, . . . , Bsp} are pseudodifferential operators of order s and carry C∞0 (U)
to C∞0 (Ω). Using the inequality∣∣∣ p∑

j=1

ajbj

∣∣∣ ≤ δ p∑
j=1

|aj |2 +
1
4δ

p∑
j=1

|bj |2,

it follows that∣∣∣( [L, As] [ϕ], As[ϕ]
)∣∣ ≤ ∣∣∣(Bs0[ϕ], As[ϕ]

)∣∣∣+
p∑
j=1

∣∣∣(BsjXj [ϕ], As[ϕ]
)∣∣∣

≤
∣∣∣∣Λ−s(Bs0)∗AsΛ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2
s

+
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s

∣∣∣∣Λ−s(Bsj )∗AsΛ−s ∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣s
≤ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s

This completes the proof. �

We shall need one additional technical lemma whose proof involves estimates
of commutators.

Lemma 3.11. Suppose that T is a properly supported pseudodifferential operator
of order 2s− 1 and that Y is a vector field on Ω such that∣∣∣∣Y [ϕ]

∣∣∣∣
4s−1

≤ C
[∣∣∣∣L[ϕ]

∣∣∣∣
0

+
∣∣∣∣ϕ ∣∣∣∣

0

]
. (3.16)

Then there is an allowable constant Cs so that
p∑
j=1

∣∣∣(X2
j Y [ϕ], T [ϕ]

)∣∣∣ ≤ Cs[∣∣∣∣L[ϕ]
∣∣∣∣

0
+
∣∣∣∣ϕ ∣∣∣∣

0

]
. (3.17)
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Proof. We have(
X2
j Y [ϕ], T [ϕ]

)
=
(
XjY [ϕ], X∗j T [ϕ]

)
=
(
XjY [ϕ], TX∗j [ϕ]

)
+
(
XjY [ϕ],

[
X∗j , T

]
[ϕ]
)

=
(
T ∗XjY [ϕ], X∗j [ϕ]

)
+
(
Y [ϕ], X∗j

[
X∗j , T

]
[ϕ]
)

=
(
XjT

∗Y [ϕ], X∗j [ϕ]
)

+
(

[T ∗, Xj ]Y [ϕ], X∗j [ϕ]
)

+
(
Y [ϕ],

[
X∗j , T

]
X∗j [ϕ]

)
+
(
Y [ϕ],

[
X∗j ,

[
X∗j , T

]]
[ϕ]
)
.

Note that [T ∗, Xj ],
[
X∗j , T

]
, and

[
X∗j ,

[
X∗j , T

]]
are also properly supported pseu-

dodifferential operators of order 2s− 1. Thus for the last three terms we have∣∣∣( [T ∗, Xj ]Y [ϕ], X∗j [ϕ]
)∣∣∣ ≤ ∣∣∣∣ [T ∗, Xj ] Λ−2s+1

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1

∣∣∣∣X∗j [ϕ]
∣∣∣∣

0∣∣∣(Y [ϕ],
[
X∗j , T

]
X∗j [ϕ]

)∣∣∣ ≤ ∣∣∣∣Λ−2s+1 [T ∗, Xj ]
∣∣∣∣ ∣∣∣∣Y [ϕ]

∣∣∣∣
2s−1

∣∣∣∣X∗j [ϕ]
∣∣∣∣

0∣∣∣(Y [ϕ],
[
X∗j ,

[
X∗j , T

]]
[ϕ]
)∣∣∣ ≤ ∣∣∣∣Λ−2s+1

[
X∗j ,

[
X∗j , T

]] ∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1

∣∣∣∣ϕ ∣∣∣∣
0
.

For the first term, we have∣∣∣(XjT
∗Y [ϕ], X∗j [ϕ]

)∣∣∣ ≤ ∣∣∣∣XjT
∗Y [ϕ]

∣∣∣∣
0

∣∣∣∣X∗j [ϕ]
∣∣∣∣

0
.

But ∣∣∣∣XjT
∗Y [ϕ]

∣∣∣∣2
0
≤ C

[
<e
(
L[T ∗Y [ϕ]], T ∗Y [ϕ]

)
+
∣∣∣∣T ∗Y [ϕ]

∣∣∣∣2
0

]
Now ∣∣∣∣T ∗Y [ϕ]

∣∣∣∣
0
≤
∣∣∣∣T ∗Λ−2s+1

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1
,

and(
L[T ∗Y [ϕ]], T ∗Y [ϕ]

)
=
(
T ∗Y L[ϕ], T ∗Y [ϕ]

)
+
(

[L, T ∗Y ] [ϕ], T ∗Y [ϕ]
)

=
(
L[ϕ], Y ∗TT ∗Y [ϕ]

)
+

p∑
j=1

(
B2s
j Xj [ϕ], T ∗Y [ϕ]

)
+
(
B2s

0 [ϕ], T ∗Y [ϕ]
)

=
(
L[ϕ], Y ∗TT ∗Y [ϕ]

)
+

p∑
j=1

(
Xj [ϕ], (B2s

j )∗T ∗Y [ϕ]
)

+
(
ϕ, (B2s

0 )∗T ∗Y [ϕ]
)

where the operators B2s
j are properly supported of order 2s. It follows that all the

operators
{
Y ∗TT ∗, (B2s

0 )∗T ∗, . . . , (B2s
p )∗T ∗} are of order 4s− 1. Hence∣∣∣(L[T ∗Y [ϕ]], T ∗Y [ϕ]

)∣∣∣ ≤ Cs[∣∣∣∣L[ϕ]
∣∣∣∣

0
+

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣

0
+
∣∣∣∣ϕ ∣∣∣∣

0

]∣∣∣∣Y [ϕ]
∣∣∣∣

4s−1
.

Putting all the estimates together, we obtain the desired estimate (3.17). �
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3.4. The passage from L2 to Hs. An important ingredient in the proof of
sub-elliptic estimates for L is the fact that an estimate in the space L2(Rn) can
often be ‘bootstrapped’ into estimates in all Sobolev spaces Hs(Rn). The key to
such arguments is the ability to control commutators and to localize the operator
Λs. Let us try to understand the structure of these arguments.

Suppose A and B are operators and there is an estimate which says that for
all ϕ ∈ C∞0 (Ω) we have

∣∣∣∣A[ϕ]
∣∣∣∣

0
≤ C

∣∣∣∣B[ϕ]
∣∣∣∣

0
. We want to use this to establish

a Sobolev space version
∣∣∣∣A[ϕ]

∣∣∣∣
s
≤ Cs

∣∣∣∣B[ϕ]
∣∣∣∣
s
. If it were true that:

(i) the operator Λs carries the space C∞0 (Ω) to itself, and
(ii) the operator Λs commutes with the operators A and B,

then we could simply write∣∣∣∣A[ϕ]
∣∣∣∣
s

=
∣∣∣∣ΛsA[ϕ]

∣∣∣∣
0

=
∣∣∣∣A[Λs[ϕ]

] ∣∣∣∣
0

≤ C
∣∣∣∣B[Λs[ϕ]

] ∣∣∣∣
0

= C
∣∣∣∣ΛsB[ϕ]

∣∣∣∣
0

= C
∣∣∣∣B[ϕ]

∣∣∣∣
s
.

Of course, (i) is false unless s is a non-negative even integer, and (ii) is rarely true.
To deal with the fact that (ii) may be false, we must use the various estimates

for commutators that were established in Section 3.3. To correct statement (i), let
U b Ω be a relatively compact open set, and choose ζ1 ≺ ζ2 ∈ C∞0 (Ω) such that
ζ1(x) = ζ2(x) = 1 for all x ∈ U . If ϕ ∈ C∞0 (U), then ϕ = ζ1ϕ and hence

Λs[ϕ] = ζ2Λsζ1ϕ+ (1− ζ2)Λsζ1ϕ

Note that ζ2Λsζ1ϕ ∈ C∞0 (Ω), and so we can apply the L2-estimate to this term.
On the other hand, ζ1 and (1 − ζ2) have disjoint supports. Thus the operator
(1− ζ2)Λsζ1 is infinitely smoothing and hence extends to a bounded operator from
Hs(Rn) to Ht(Rn) for any s and t.

With this background discussion out of the way, we now state and prove the two
main bootstrap results. We first obtain an extension of the ‘basic estimate’ from
Lemma 4.2. Recall that this asserts that if the vector field Y0 satisfies hypothesis
(H-2), then for all ϕ ∈ C∞0 (Ω),

η

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
≤ <e

(
L[ϕ], ϕ

)
0

+ C1

∣∣∣∣ϕ ∣∣∣∣2
0
. (4.3)

Lemma 3.12. Suppose that the vector field Y0 satisfies condition (2.2). Let
U b Ω be a relatively compact open subset. For every s ∈ R there is an allowable
constant Cs so that for all ϕ ∈ C∞0 (Ω),

η

8

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s
≤ <e

(
L[ϕ], ϕ

)
s

+ Cs
∣∣∣∣ϕ ∣∣∣∣2

s
. (3.18)

Proof. Choose ζ1 ≺ ζ2 ∈ C∞0 (Ω) such that ζ1(x) = 1 for all x ∈ U . We
will sometimes simplify notation by writing T s = ζ2Λsζ1. If ϕ ∈ C∞0 (U), we have
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ζ1Xj [ϕ] = Xj [ϕ] and so

η

4

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

=
η

4

p∑
j=1

∣∣∣∣ΛsXj [ϕ]
∣∣∣∣2

0

≤ η

2

p∑
j=1

∣∣∣∣ ζ2Λsζ1Xjϕ
∣∣∣∣2

0
+
η

2

p∑
j=1

∣∣∣∣ (1− ζ2)Λsζ1Xjϕ
∣∣∣∣2

0

≤ η
p∑
j=1

∣∣∣∣XjT
s[ϕ]

∣∣∣∣2
0

+ η

p∑
j=1

∣∣∣∣ [T s, Xj ] [ϕ]
∣∣∣∣2

0

+
η

2

p∑
j=1

∣∣∣∣ (1− ζ2)Λsζ1Xjϕ
∣∣∣∣2

0

= I + II + III.

To estimate the terms II and III, note that [T s, Xj ] is a pseudodifferential operator
of order s, and so

∣∣∣∣ [T s, Xj ] [ϕ]
∣∣∣∣

0
≤
∣∣∣∣ [T s, Xj ] Λ−s

∣∣∣∣| ∣∣∣∣ϕ ∣∣∣∣
s
. Also, since ζ1 and

(1− ζ2) have disjoint supports, the operator (1− ζ2)Λsζ1Xj is infinitely smoothing,
and hence

∣∣∣∣ (1− ζ2)Λsζ1Xjϕ
∣∣∣∣

0
≤
∣∣∣∣ (1− ζ2)Λsζ1XjΛ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣
s
. Thus we have

II + III ≤ Cs
∣∣∣∣ϕ ∣∣∣∣2

s
.

To deal with the main term I = η
∑p
j=1

∣∣∣∣XjT
s[ϕ]

∣∣∣∣2
0
, note that T sϕ ∈ C∞0 (Ω),

and so we can apply Lemma 4.2 to obtain

η

p∑
j=1

∣∣∣∣XjT
s[ϕ]

∣∣∣∣2
0
≤ <e

(
L
[
T s[ϕ]

]
, T s[ϕ]

)
+ C1

∣∣∣∣T s[ϕ]
∣∣∣∣2

0

≤ <e
(
L
[
T s[ϕ]

]
, T s[ϕ]

)
+ C1

∣∣∣∣T sΛ−s ∣∣∣∣2 ∣∣∣∣ϕ ∣∣∣∣2
s

But now we use Lemma 3.10 to conclude that for any δ > 0,

I ≤ <e
(
T sL[ϕ], T s[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s

= <e
(
ζ2ΛsL[ϕ], ζ2Λs[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s

= <e
(

ΛsL[ϕ], ζ2
2Λs[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s

= <e
(

ΛsL[ϕ],Λs[ϕ]
)

+ <e
(

ΛsL[ϕ], (ζ2
2 − 1)Λsζ1[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s

= <e
(
L[ϕ], ϕ

)
s

+ <e
(

ΛsL[ϕ], (ζ2
2 − 1)Λsζ1[ϕ]

)
+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s
.
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Again using the fact that the functions ζ1 and 1 − ζ2 have disjoint supports, it
follows that the operator (ζ2

2 − 1)Λsζ1 is infinitely smoothing, so∣∣<e(ΛsL[ϕ], (ζ2
2 − 1)Λsζ1[ϕ]

)∣∣∣ ≤ ∣∣∣∣Λ−sζ1Λs(ζ2
2 − 1)ΛsLΛ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2
s

so that

η

p∑
j=1

∣∣∣∣XjT
s[ϕ]

∣∣∣∣2
0
≤ <e

(
L[ϕ], ϕ

)
s

+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s
.

Putting the estimates for I, II, and III together, we see that

η

4

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s
≤ <e

(
L[ϕ], ϕ

)
s

+ δ

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ϕ ∣∣∣∣2

s
.

Thus if we let δ = η
8 we obtain the estimate in (3.20), and this completes the

proof. �

Corollary 3.13. Suppose that Y0 satisfies the condition (2.2). Let U b Ω be
a relatively compact subset. Then for every s ∈ R there is an allowable constant Cs
so that for all ϕ ∈ C∞0 (U)

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣2
s

+
∣∣∣∣ϕ ∣∣∣∣2

s

]
. (3.19)

Our next result shows that we can obtain results for more general pseudodif-
ferential operator A1 of order 1 which are analogous to the estimate in (3.19). This
will be used in the discussion of subelliptic multipliers in Section 4.2.

Lemma 3.14. Suppose that A1 is a properly supported pseudodifferential oper-
ator of order 1, and suppose there are constants 0 < a ≤ 1 and C <∞ so that for
all ϕ ∈ C∞0 (Ω) ∣∣∣∣A1[ϕ]

∣∣∣∣
a−1
≤ C

[∣∣∣∣L[ϕ]
∣∣∣∣

0
+
∣∣∣∣ϕ ∣∣∣∣

0

]
. (3.20)

Let U b Ω be a relatively compact subset. Then for every s ∈ R there is an allowable
constant Cs so that for all ϕ ∈ C∞0 (U)∣∣∣∣A1[ϕ]

∣∣∣∣
a−1+s

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
. (3.21)

Proof. Choose ζ1 ≺ ζ2 ≺ ζ3 ∈ C∞0 (Ω) with ζ1 ≡ 1 on U and |ζj(x)| ≤ 1 for
all x ∈ Ω. Then∣∣∣∣A1[ϕ]

∣∣∣∣
s+a−1

=
∣∣∣∣Λs+a−1A1ζ1[ϕ]

∣∣∣∣
0

≤
∣∣∣∣Λs+a−1ζ2A

1ζ1[ϕ]
∣∣∣∣

0
+
∣∣∣∣Λs+a−1(1− ζ2)A1ζ1[ϕ]

∣∣∣∣
0

≤
∣∣∣∣Λa−1ζ3Λsζ2A1ζ1[ϕ]

∣∣∣∣
0

+
∣∣∣∣Λa−1(1− ζ3)Λsζ2A1ζ1[ϕ]

∣∣∣∣
0

+
∣∣∣∣Λs+a−1(1− ζ2)A1ζ1[ϕ]

∣∣∣∣
0

= I + II + III.

Because of the disjoint supports, the two operators Λa−1(1 − ζ3)Λsζ2A1ζ1 and
Λs+a−1(1− ζ2)A1ζ1 are infinitely smoothing, and so

II ≤
∣∣∣∣ (1− ζ3)Λs+a−1ζ2A

1ζ1Λ−s
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣

s

III ≤
∣∣∣∣Λs+a−1(1− ζ2)A1ζ1Λ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣
s
.
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To deal with the term I =
∣∣∣∣Λa−1ζ3Λsζ2A1ζ1[ϕ]

∣∣∣∣
0

write

I ≤
∣∣∣∣Λa−1A1ζ3Λsζ2ζ1[ϕ]

∣∣∣∣
0

+
∣∣∣∣Λa−1

[
ζ3Λsζ2, A1

]
ζ1[ϕ]

∣∣∣∣
0

= Ia + Ib.

Since A1 is of order 1, the operator Λa−1
[
ζ3Λsζ2, A1

]
ζ1 has order s + a − 1 ≤ s.

Hence

Ib ≤
∣∣∣∣ [ζ3Λs+a−1ζ2, A

1
]
ζ1Λ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣
s
.

Finally, using the hypothesis (3.20) on A1 we have

Ia =
∣∣∣∣Λa−1A1ζ3Λsζ2ζ1[ϕ]

∣∣∣∣
0

=
∣∣∣∣A1ζ3Λsζ2ζ1[ϕ]

∣∣∣∣
a−1

≤ C
[∣∣∣∣L[ζ3Λsζ2ϕ]

∣∣∣∣
s

+
∣∣∣∣ ζ3Λsζ2[ϕ]

∣∣∣∣
s

]
≤ C

[∣∣∣∣L[ζ3Λsζ2ϕ]
∣∣∣∣
s

+
∣∣∣∣ ζ3Λsζ2Λ−s

∣∣∣∣ ∣∣∣∣ [ϕ]
∣∣∣∣
s

]
But using Lemma 3.7 with As = ζ3Λsζ2, and then Corollary 3.13 we have∣∣∣∣L[ζ3Λsζ2ϕ]

∣∣∣∣
s
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
.

Putting all the estimates together yields the estimate in equation (3.21) and com-
pletes the proof. �

4. Estimates for smooth functions

Our objective in this section is to establish a preliminary version of Theorem
2.2 where the distribution u is taken to be a compactly supported smooth function
ϕ, and cut-off functions ζ0 and ζ1 are not needed. In Theorem 2.2, one of the
main results is that the compactly supported distribution ζ1u belongs to the space
Hs+ 1

2 ε(Rn). In this preliminary version, ϕ is assumed to be smooth with com-
pact support, and the corresponding result is often called an a priori sub-elliptic
estimate.

Theorem 4.1. Suppose that hypotheses (H-1) and (H-2) are satisfied. Set
1
2ε = 2 · 4−m. Let U b Ω be a relatively compact open set. Then for all s ∈ R there
is an allowable constant Cs such that for all ϕ ∈ C∞0 (U) we have∣∣∣∣ϕ ∣∣∣∣

s+ 1
2 ε
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
. (4.1)

4.1. Introduction. Despite its apparent simplicity, the proof of the estimate
in (4.1) is quite intricate. Before starting on the details we begin with an overview
of the argument. Note that if ϕ ∈ C∞0 (U) then∣∣∣∣ϕ ∣∣∣∣

s+ 1
2 ε
≈

n∑
k=1

∣∣∣∣ ∂xk [ϕ]
∣∣∣∣
s+ 1

2 ε−1
.

Thus to establish the inequality (4.1) it suffices to show that for all ϕ ∈ C∞0 (U),∣∣∣∣ ∂xk [ϕ]
∣∣∣∣
s+ 1

2 ε−1
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
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for 1 ≤ k ≤ n. A fruitful approach to this problem is to consider the collection
M(s, 1

2ε, U) of all real vector fields Y on Ω such that for all ϕ ∈ C∞0 (U),∣∣∣∣Y [ϕ]
∣∣∣∣
s+ 1

2 ε−1
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
.

for some allowable constant Cs. The collection of spaces of sub-elliptic multipliers
{M(s, 1

2ε, U)} of order 1
2ε turns out to have unexpected Lie-theoretic properties.

In particular, the commutator of two vector fields, each of which is a sub-elliptic
multiplier, is again a subelliptic multiplier but of smaller order. The objective, of
course, is to show that for some 1

2ε > 0, each operator ∂xk ∈ M(s, 1
2ε, U), and

these Lie-theoretic properties allow one to use the hypothesis (H-1). There are
three critical steps in the argument.

(a) We show that the vector fields {X1, . . . , Xp} belong toM(0, 1, U) and the
vector field X0 belongs to M(0, 1

2 , U).

(b) We show that if Y ∈ M(0, 1
2ε, U) then [X0, Y ] ∈ M(0, 1

4
1
2ε, U) and

[Xj , Y ] ∈M(0, 1
2ε, U) for 1 ≤ j ≤ p.

(c) We show that if Y ∈M(0, 1
2ε, U), then Y ∈M(s, 1

2ε, U) for every s ∈ R.

Suppose these facts are established. It then follows by induction from (a) and
(b) that any iterated commutator of length k of the vector fields {X0, X1, . . . , Xp}
belongs to the spaceM(0, 2 · 4−k, U). Then (c) shows that every such commutator
belongs to M(s, 2 · 4−k, U). On the other hand, hypothesis (H-1) says that every
partial derivative ∂xk can be written as a linear combination of commutators of
length at most m, and hence ∂xk ∈ M(s, 2 · 4−m, U). This then gives the desired
estimate with 1

2ε = 2 · 4−m.

4.2. The space of sub-elliptic multipliers. The Sobolev norms
∣∣∣∣ϕ ∣∣∣∣

s
are

defined through the use of the pseudodifferential operator Λs. For this reason,
in the definition of the space of sub-elliptic multipliers, it is convenient to allow
appropriate pseudodifferential operators of order 1 rather than just vector fields.

Definition 4.2. For every relatively compact open subset U b Ω and every 0 <
a ≤ 1, let M(s, a, U) denote the space of all properly supported pseudodifferential
operators A ∈ OP 1(Rn) with the property that there exists an allowable constant
Cs <∞ so that for all ϕ ∈ C∞0 (U),∣∣∣∣A[ϕ]

∣∣∣∣
s+a−1

≤ C
[∣∣∣∣L[ϕ]

∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
. (4.2)

Let
∣∣∣∣A ∣∣∣∣

s,a,U
denote the optimal constant Cs so that∣∣∣∣A ∣∣∣∣

s,a,U
= sup

{∣∣∣∣A[ϕ]
∣∣∣∣
s+a−1

∣∣∣ ∣∣∣∣L[ϕ]
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s
≤ 1
}
. (4.3)

We begin by establishing two basic properties of M(s, a, U). The first deals
with compositions.

Proposition 4.3. If A ∈ OP 1−a(Rn) ⊂ OP 1(Rn) is properly supported, then
A ∈M(s, a, U) for every s ∈ R, and∣∣∣∣A ∣∣∣∣

s,a,U
≤
∣∣∣∣Λs+a−1AΛ−s

∣∣∣∣. (4.4)
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If B ∈ OP a−b(Rn) is properly supported and if A ∈ M(s, a, U), the composition
BA ∈M(s, b, U), and∣∣∣∣BA ∣∣∣∣

s,b,U
≤
∣∣∣∣Λs+b−1BΛ−s−a+1

∣∣∣∣ ∣∣∣∣A ∣∣∣∣
s,a,U

. (4.5)

In particular, the spaceM(s, a, U) is a module over the algebra of properly supported
pseudodifferential operators of order zero.

Proof. If A ∈ OP 1−a
p (Rn), then Λs+a−1AΛ−s is a pseudodifferential operator

of order zero. We have∣∣∣∣A[ϕ]
∣∣∣∣
s+a−1

=
∣∣∣∣Λs+a−1AΛ−sΛs[ϕ]

∣∣∣∣
0
≤
∣∣∣∣Λs+a−1AΛ−s

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣
s
,

and this gives inequality (4.4). Next, since B is properly supported, the same is
true of BA. Note that Λs+b−1BΛ−s−a+1 is a pseudodifferential operator of order
zero. Let ϕ ∈ C∞0 (U). Then∣∣∣∣BA[ϕ]

∣∣∣∣
s+b−1

=
∣∣∣∣Λs+b−1BA[ϕ]

∣∣∣∣
0

≤
∣∣∣∣Λs+b−1BΛ−s−a+1

∣∣∣∣ ∣∣∣∣A[ϕ]
∣∣∣∣
s+a−1

≤
∣∣∣∣Λs+b−1BΛ−s−a+1

∣∣∣∣ ∣∣∣∣A ∣∣∣∣
s,a,U

[∣∣∣∣L[ϕ
∣∣∣∣
s

+
∣∣∣∣ϕ ∣∣∣∣

s

]
,

and this gives inequality (4.5). �

The second results shows that for a ≤ 1
2 , the space M(s, a, U) is closed under

taking adjoints.

Proposition 4.4. If A ∈M(s, a, U) and if a ≤ 1
2 , then A∗ ∈M(s, a, U).

Proof. The proof is another exercise in moving an operators around an inner
product, and keeping track of the commutators. Write T = Λ2s+2a−2. Then∣∣∣∣A∗[ϕ]

∣∣∣∣2
s+a−1

=
(
Λs+a−1A∗[ϕ],Λs+a−1A∗[ϕ]

)
=
(
A∗[ϕ], TA∗[ϕ]

)
=
(
AA∗[ϕ], T [ϕ]

)
+
(
A∗[ϕ], [T, A∗] [ϕ]

)
=
(
A∗A[ϕ], T [ϕ]

)
+
(

[A, A∗] [ϕ], T [ϕ]
)

+
(
A∗[ϕ], [T, A∗] [ϕ]

)
=
(
A[ϕ], TA[ϕ]

)
+
(
A[ϕ], [A, T ] [ϕ]

)
+
(

[A, A∗] [ϕ], T [ϕ]
)

+
(
A∗[ϕ], [T, A∗] [ϕ]

)
=
∣∣∣∣A[ϕ]

∣∣∣∣2
s+a−1

+
(
A[ϕ], [A, T ] [ϕ]

)
+
(

[A, A∗] [ϕ], T [ϕ]
)

+
(
A∗[ϕ], [T, A∗] [ϕ]

)
=
∣∣∣∣A[ϕ]

∣∣∣∣2
s+a−1

+ I + II + III.

Now we make estimates of the last three terms. First

I =
∣∣(Λs+a−1A[ϕ],Λ−s−a+1 [A, T ] [ϕ]

)∣∣
≤ 1

2

∣∣∣∣A[ϕ]
∣∣∣∣2
s+a−1

+
1
2

∣∣∣∣Λ−2s−a+1 [A, T ] [ϕ]
∣∣∣∣2
s

≤ 1
2

∣∣∣∣A[ϕ]
∣∣∣∣2
s+a−1

+
∣∣∣∣Λ−s−a+1 [A, T ] Λ−s

∣∣∣∣2 ∣∣∣∣ϕ ∣∣∣∣2
s
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since the order of Λ−s−a+1 [A, T ] Λ−s is a− 2 + o(A) ≤ 0. Next

II =
∣∣(Λs+2a−2 [A, A∗] [ϕ],Λs[ϕ]

)∣∣
≤ 1

2

∣∣∣∣Λ2a−2 [A, A∗] [ϕ]
∣∣∣∣2
s

+
1
2

∣∣∣∣ϕ ∣∣∣∣2
s

≤ 1
2

[∣∣∣∣Λs+2a−2 [A, A∗] Λ−s
∣∣∣∣2 + 1

]∣∣∣∣ϕ ∣∣∣∣2
s

since the order of Λs+2a−2 [A, A∗] Λ−s is 2a− 3 + 2 o(A) ≤ 0. Finally∣∣(A∗[ϕ], [T, A∗] [ϕ]
)∣∣ =

(
Λs+a−1A∗[ϕ],Λ−s−a+1 [T, A∗] [ϕ]

)∣∣
≤ 1

2

∣∣∣∣A∗[ϕ]
∣∣∣∣2
s+a−1

+
1
2

∣∣∣∣Λ−2s−a+1 [T, A∗] [ϕ]
∣∣∣∣2
s

≤ 1
2

∣∣∣∣A∗[ϕ]
∣∣∣∣2
s+a−1

+
∣∣∣∣Λ−s−a+1 [T, A∗] Λ−s

∣∣∣∣2 ∣∣∣∣ϕ ∣∣∣∣2
s

since the order of Λ−s−a+1 [T, A∗] Λ−s is a− 2 + o(A∗) ≤ 0. Putting these inequal-
ities together, we get

1
2

∣∣∣∣A∗[ϕ]
∣∣∣∣2
s+a−1

≤ 3
2

∣∣∣∣A[ϕ]
∣∣∣∣2
s+a−1

+ C2
s

∣∣∣∣ϕ ∣∣∣∣2
s

where

C2
s =

∣∣∣∣Λ−s−a+1 [A, T ] Λ−s
∣∣∣∣2 +

∣∣∣∣Λ−s−a+1 [T, A∗] Λ−s
∣∣∣∣2

+
1
2

[∣∣∣∣Λs+2a−2 [A, A∗] Λ−s
∣∣∣∣2 + 1

]
is an allowable constant. �

4.3. The main theorem on sub-elliptic multipliers. As outlined in Sec-
tion 4.1, the proof of Theorem 4.1 follows from the following statements about the
spaces of subelliptic multipliers M(s, 1

2ε, U).

Lemma 4.5. Let U b Ω be a relatively compact open subset. Choose ζ1 ≺ ζ2 ∈
C∞0 (Ω) such that ζ1(x) = 1 for all x ∈ U , and |ζj(x)| ≤ 1 for all x ∈ Ω and j = 1, 2.
Then:

(1) For each s ∈ R there is an allowable constant Cs < ∞ so that for all
ϕ ∈ C∞0 (U)

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2
s
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣2
s

+
∣∣∣∣ϕ ∣∣∣∣2

s

]
. (4.6)

Thus the vector fields X1, . . . , Xp ∈M(s, 1, U) for all s ∈ R.

(2) For each s ∈ R there is an allowable constant Cs < ∞ such that for all
ϕ ∈ C∞0 (U)∣∣∣∣X0[ϕ]

∣∣∣∣
s
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣
s+ 1

2
+
∣∣∣∣ϕ ∣∣∣∣

s+ 1
2

]
. (4.7)

Thus the vector field X0 ∈M(s, 1
2 , U) for all s ∈ R.

(3) If A ∈ M(0, a, U) then A ∈ M(s, a, U) for all s ∈ R, and
∣∣∣∣A ∣∣∣∣

s,a,U
≤

Cs,a,U
∣∣∣∣A ∣∣∣∣

0,a,U
.
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(4) Suppose that Y1 and Y2 are smooth real vector fields on Ω and that Yj ∈
M(0, aj , U). Then the commutator [Y1, Y2] ∈ M(0, a, U) provided that
0 < a ≤ min

{
1
2a1,

1
2a2,

1
2 (a1 + a2 − 1)

}
.

(5) If a vector field Y ∈ M(0, a, U), then for 1 ≤ j ≤ p, each commutator
[Xj , Y ] ∈M(0, a2 , U).

(6) If a vector field Y ∈M(0, a, U), then [X0, Y ] ∈M(0, a4 , U).

Note that we have already established conclusion (1) in Corollary 3.13, and conclu-
sion (3) in Lemma 3.14.

Proof of (2). If ϕ ∈ C∞0 (U) we have∣∣∣∣X0[ϕ]
∣∣∣∣2
s

=
(
X0[ϕ],Λ2sX0[ϕ]

)
=
(
X0[ϕ], ζ2Λ2sX0[ζ1ϕ]

)
=
(
X0[ϕ], A2s+1[ϕ]

)
where A2s+1 = ζ2Λ2sX0ζ1. Since we have X0 = L+

∑p
j=1X

2
j − iY0− c, this shows

that ∣∣∣∣X0[ϕ]
∣∣∣∣2
s

=
(
L[ϕ], A2s+1[ϕ]

)
+

p∑
j=1

(
X2
j [ϕ], A2s+1[ϕ]

)
− i
(
Y0[ϕ], A2s+1[ϕ]

)
−
(
cϕ,A2s+1[ϕ]

)
= I + II + III + IV.

We deal separately with each of these four terms. First

|I| =
∣∣∣(L[ϕ], A2s+1[ϕ]

)∣∣ =
∣∣∣(Λs+

1
2L[ϕ],Λ−s−

1
2A2s+1[ϕ]

)∣∣
≤
∣∣∣∣Λ−s− 1

2A2s+1Λ−s−
1
2
∣∣∣∣ ∣∣∣∣L[ϕ]

∣∣∣∣
s+ 1

2

∣∣∣∣ϕ ∣∣∣∣
s+ 1

2

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
s+ 1

2
+
∣∣∣∣ϕ ∣∣∣∣2

s+ 1
2

]
.

Next we deal with the term II. We have

|II| ≤
p∑
j=1

∣∣∣(X2
j [ϕ], A2s+1[ϕ]

)∣∣∣ =
p∑
j=1

∣∣∣(Xj [ϕ], X∗jA
2s+1[ϕ]

)∣∣∣
≤

p∑
j=1

∣∣∣(Xj [ϕ], A2s+1X∗j [ϕ]
)∣∣∣+

p∑
j=1

∣∣∣(Xj [ϕ],
[
X∗j , A

2s+1
]

[ϕ]
)∣∣∣

≤
p∑
j=1

∣∣∣∣Λ−s− 1
2A2s+1Λ−s−

1
2
∣∣∣∣ ∣∣∣∣Xj [ϕ]

∣∣∣∣
s+ 1

2

∣∣∣∣X∗j [ϕ]
∣∣∣∣
s+ 1

2

+
p∑
j=1

∣∣∣∣Λ−s− 1
2
[
X∗j , A

2s+1
]

Λ−s−
1
2
∣∣∣∣ ∣∣∣∣Xj [ϕ]

∣∣∣∣
s+ 1

2

∣∣∣∣ϕ ∣∣∣∣
s+ 1

2

≤ Cs
[ p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣
s+ 1

2
+

p∑
j=1

∣∣∣∣X∗j [ϕ]
∣∣∣∣
s+ 1

2
+
∣∣∣∣ϕ ∣∣∣∣

s+ 1
2

]
.

Each vector field Xj ∈ M(s + 1
2 , 1, U), and since X∗j = −Xj + div(Xj) it follows

that X∗j ∈M(s+ 1
2 , 1, U). Thus |II| ≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣2
s+ 1

2
+
∣∣∣∣ϕ ∣∣∣∣2

s+ 1
2

]
.
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The term IV is easy to deal with since

|IV | =
∣∣∣(Λs+

1
2ϕ,Λ−s−

1
2 cA2s+1[ϕ]

)∣∣∣ ≤ ∣∣∣∣Λ−s− 1
2 cA2s+1Λ−s−

1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2

s+ 1
2
.

To deal with the term III, write

|III| =
∣∣∣(Y0[ϕ], A2s+1[ϕ]

)∣∣∣ =
∣∣∣(Λs+

1
2 ζ1Y0[ϕ],Λs−

1
2X0[ϕ]

)∣∣∣
≤
∣∣∣(ζ2Λs+

1
2 ζ1Y0[ϕ], ζ3Λs−

1
2X0[ϕ]

)∣∣∣+
∣∣∣((1− ζ2)Λs+

1
2 ζ1Y0[ϕ],Λs−

1
2X0[ϕ]

)∣∣∣
= IIIa + IIIb.

Since (1 − ζ2) and ζ1 have disjoint supports, the operator (1 − ζ2)Λs+
1
2 ζ1Y0 is

infinitely smoothing,

IIIb ≤
∣∣∣∣ (1− ζ2)Λs+

1
2 ζ1Y0Λ−s−

1
2
∣∣∣∣ ∣∣∣∣Λs− 1

2X0Λ−s−
1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2

s+ 1
2
.

On the other hand, we have

IIIa ≤
∣∣∣(Y0[ζ2Λs+

1
2 ζ1ϕ], ζ3Λs−

1
2X0[ϕ]

)∣∣∣+
∣∣∣( [ζ2Λs+

1
2 ζ1, Y0

]
[ϕ], ζ3Λs−

1
2X0[ϕ]

)∣∣∣
= IIIa,1 + IIIa,2.

Since the order of the operators
[
ζ2Λs+

1
2 ζ1, Y0

]
and Λs−

1
2X0 is s+ 1

2 , we have

IIIa,2 ≤
∣∣∣∣ [ζ2Λs+

1
2 ζ1, Y0

]
Λ−s−

1
2
∣∣∣∣ ∣∣∣∣Λs− 1

2X0Λ−s−
1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2

s+ 1
2
.

Finally, using the hypothesis on the vector field Y0 given in equation (2.3) with
ϕ = ζ2Λs+

1
2 ζ1[ϕ] and ψ = ζ3Λs−

1
2X0[ϕ],

IIIa,1 ≤
∣∣∣∣ ζ2Λs+

1
2 ζ1ϕ

∣∣∣∣
0

+
∣∣∣∣ ζ3Λs−

1
2X0[ϕ]

∣∣∣∣
0

+
p∑
j=1

∣∣∣∣Xj [ζ2Λs+
1
2 ζ1ϕ]

∣∣∣∣
0

+
p∑
j=1

∣∣∣∣Xj [ζ3Λs−
1
2X0ϕ]

∣∣∣∣
0

Now ∣∣∣∣ ζ2Λs+
1
2 ζ1ϕ

∣∣∣∣
0
≤
∣∣∣∣ ζ2Λs+

1
2 ζ1λ

−s− 1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣

s+ 1
2∣∣∣∣ ζ3Λs−

1
2X0[ϕ]

∣∣∣∣
0
≤
∣∣∣∣ ζ3Λs−

1
2X0Λ−s−

1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣

s+ 1
2

and∣∣∣∣Xj(ζ2Λs+
1
2 ζ1)[ϕ]

∣∣∣∣
0
≤
∣∣∣∣ (ζ2Λs+

1
2 ζ1)Xj [ϕ]

∣∣∣∣
0

+
∣∣∣∣ [Xj , (ζ2Λs+

1
2 ζ1)

]
[ϕ]
∣∣∣∣

0

≤
∣∣∣∣ ζ2Λs+

1
2 ζ1Λ−s−

1
2
∣∣∣∣ ∣∣∣∣Xj [ϕ]

∣∣∣∣
s+ 1

2

+
∣∣∣∣ [Xj , (ζ2Λs+

1
2 ζ1)

]
Λ−s−

1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣

s+ 1
2

while∣∣∣∣Xj(ζ3Λs−
1
2X0)[ϕ]

∣∣∣∣
0
≤
∣∣∣∣ (ζ3Λs−

1
2X0)Xj [ϕ]

∣∣∣∣
0

+
∣∣∣∣ [Xj , (ζ3Λs−

1
2X0)

]
[ϕ]
∣∣∣∣

0

≤
∣∣∣∣ (ζ3Λs−

1
2 Λ−s−

1
2
∣∣∣∣ ∣∣∣∣Xj [ϕ]

∣∣∣∣
s+ 1

2

+
∣∣∣∣ [Xj , (ζ3Λs−

1
2X0)

]
Λ−s−

1
2
∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣

s+ 1
2
.

Since we already know that each Xj ∈M(s+ 1
2 , 1, U), the completes the proof. �
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Proof of (4). Suppose that Yj ∈ M(0, aj , U) for j = 1, 2, and suppose that
0 < 1

2ε ≤ min
{

1
2a1,

1
2a2,

1
2 (a1 + a2 − 1)

}
. For ϕ ∈ C∞0 (U),∣∣∣∣ [Y1, Y2] [ϕ]

∣∣∣∣2
1
2 ε−1

≤
∣∣∣(Y1Y2[ϕ], ζ2Λ2 1

2 ε−2 [Y1, Y2] ζ1[ϕ]
)∣∣∣

+
∣∣∣(Y2Y1[ϕ], ζ2Λ2 1

2 ε−2 [Y1, Y2] ζ1[ϕ]
)∣∣∣.

We deal with both terms the same way. Write ζ2Λ2 1
2 ε−2 [Y1, Y2] ζ1 = A2 1

2 ε−1. Then∣∣∣(Y1Y2[ϕ],A2 1
2 ε−1[ϕ]

)∣∣∣ =
∣∣∣(Y2[ϕ], Y ∗1 A

2 1
2 ε−1[ϕ]

)∣∣∣
≤
∣∣∣(Y2[ϕ], A2 1

2 ε−1Y ∗1 [ϕ]
)∣∣∣

+
∣∣∣(Y2[ϕ],

[
Y ∗1 , A

2 1
2 ε−1

]
[ϕ]
)∣∣∣

≤
∣∣∣∣Λ−a2+1A2 1

2 ε−1Λ−a1+1
∣∣∣∣ ∣∣∣∣Y1[ϕ]

∣∣∣∣
a1−1

∣∣∣∣Y2[ϕ]
∣∣∣∣
a2−1

+
∣∣∣∣Λ−a2+1,

[
Y ∗1 , A

2 1
2 ε−1

] ∣∣∣∣ ∣∣∣∣Y2[ϕ]
∣∣∣∣
a2−1

∣∣∣∣ϕ ∣∣∣∣
0

≤ C
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
because of our assumptions on 1

2ε. Thus [Y1, Y2] ∈M(0, 1
2ε, U). �

Proof of (5). Suppose that a smooth real vector field Y ∈M(0, a, U). Each
vector field Xj ∈M(0, 1, U). Using part (4), it follows that [Xj , Y ] ∈M(0, 1

2ε, U)
if 1

2ε ≤ min
{

1
2 ,

a
2 ,

1
2 (1 + a− 1)

}
= a

2 , and this is what we want to show. �

Proof of (6). Let Y be a smooth real vector field on Ω and suppose for all
ϕ ∈ C∞0 (U) we have ∣∣∣∣Y [ϕ]

∣∣∣∣
1
2 ε−1

≤ C
[∣∣∣∣L[ϕ]

∣∣∣∣
0

+
∣∣∣∣ϕ ∣∣∣∣

0

]
.

We must show that∣∣∣∣ [X0, Y ] [ϕ]
∣∣∣∣
s−1
≤ Cs

[∣∣∣∣L[ϕ]
∣∣∣∣

0
+
∣∣∣∣ϕ ∣∣∣∣

0

]
provided that s ≤ min

{ 1
2 ε

4 ,
1
2

}
. Set T 2s−1 = ζ2Λ2s−2 [X0, Y ] ζ1. Then

∣∣∣∣ [X0, Y ] [ϕ]
∣∣∣∣2
s−1

=
(

[X0, Y ] [ϕ],Λ2s−2 [X0, Y ] [ϕ]
)

=
(

[X0, Y ] [ϕ],
(
ζ2Λ2s−2 [X0, Y ] ζ1

)
[ϕ]
)

=
(

[X0, Y ] [ϕ], T 2s−1[ϕ]
)

=
(
X0Y [ϕ], T 2s−1[ϕ]

)
−
(
Y X0[ϕ], T 2s−1[ϕ]

)
= I − II.
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These two terms are handled slightly differently. To deal with term II, write
X0 = L+

∑p
j=1X

2
j − iY0 − c. Then

II =
(
Y L[ϕ], T 2s−1[ϕ]

)
+

p∑
j=1

(
Y X2

j [ϕ], T 2s−1[ϕ]
)

− i
(
Y Y0[ϕ], T 2s−1[ϕ]

)
−
(
Y [cϕ], T 2s−1[ϕ]

)
= IIa + IIb + IIc + IId.

Now ∣∣IIa∣∣ ≤ ∣∣∣(L[ϕ], T 2s−1Y [ϕ]
)∣∣∣+

∣∣∣(L[ϕ].
[
Y, T 2s−1

]
[ϕ]
)∣∣∣

≤
∣∣∣∣T 2s−1Λ−2s+1

∣∣∣∣ ∣∣∣∣L[ϕ]
∣∣∣∣

0

∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
since 2s− 1 < 1

2ε− 1. Similarly∣∣IIc∣∣ ≤ ∣∣∣(Y0[ϕ], T 2s−1Y [ϕ]
)∣∣∣+

∣∣∣(Y0[ϕ],
[
Y, T 2s−1

]
[ϕ]
)∣∣∣

≤
∣∣∣∣T 2s−1Λ−2s+1

∣∣∣∣ ∣∣∣∣Y0[ϕ]
∣∣∣∣

0

∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
because of our assumptions on the vector field Y0. We also have∣∣IId∣∣ ≤ ∣∣∣(Y [c]ϕ, T 2s−1[ϕ]

)∣∣∣+
∣∣∣(c Y [ϕ], T 2s−1[ϕ]

)∣∣∣
≤
∣∣∣∣Y [c]T 2s−1

∣∣∣∣ ∣∣∣∣ϕ ∣∣∣∣2
0

+
∣∣∣∣Λ−2s+1c T 2s−1

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

2s−1

∣∣∣∣ϕ ∣∣∣∣
0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
.

Finally, to deal with the therm IIb, note that

Y X2
j = X2

j Y + [Y, Xj ]Xj +Xj [Y, Xj ] .

Thus

IIb =
p∑
j=1

(
X2
j Y [ϕ], T 2s−1[ϕ]

)
+

p∑
j=1

(
[Y, Xj ]Xj [ϕ], T 2s−1[ϕ]

)
+

p∑
j=1

(
Xj [Y, Xj ] [ϕ], T 2s−1[ϕ]

)
= IIb,1 + IIb,2 + IIb,3.

The bounds for IIb,1 follow from Lemma 3.11.
To deal with the terms in IIb,2 write(

[Y, Xj ]Xj [ϕ], T 2s−1[ϕ]
)

=
(
Xj [ϕ], T 2s−1 [Y, Xj ]

∗ [ϕ]
)

+
(
Xj [ϕ],

[
[Y, Xj ] , T 2s−1

]
[ϕ]
)
.
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We have∣∣∣(Xj [ϕ],
[
[Y, Xj ] , T 2s−1

]
[ϕ]
)∣∣∣ ≤ ∣∣∣∣ [[Y, Xj ] , T 2s−1

] ∣∣∣∣ ∣∣∣∣Xj [ϕ]
∣∣∣∣

0

∣∣∣∣ϕ ∣∣∣∣
0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
since s ≤ 1

2 . Also, since Y ∈ M(0, 1
2ε, U), it follows from part (5) of the Theorem

that [Y, Xj ] ∈ M(0, 1
2ε, U), and hence by Proposition 4.4, [Y, Xj ]

∗ ∈ M(0, 1
2ε, U).

Thus ∣∣∣(Xj [ϕ], T 2s−1 [Y, Xj ]
∗ [ϕ]

)∣∣∣ ≤ ∣∣∣∣T 2s−1Λ−
1
2 ε+1

∣∣∣∣ ∣∣∣∣ [Y, Xj ]
∗ [ϕ]

∣∣∣∣
1
2 ε−1

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
since s ≤ 1

4
1
2ε.

We deal with the terms in IIb,3 in a similar way. Write(
Xj [Y, Xj ] [ϕ], T 2s−1[ϕ]

)
=
(

[Y, Xj ] [ϕ], T 2s−1X∗j [ϕ]
)

+
(

[Y, Xj ] [ϕ],
[
X∗j , T

2s−1
]

[ϕ]
)
.

Then as before(
[Y, Xj ] [ϕ], T 2s−1X∗j [ϕ]

)
≤
∣∣∣∣Λ− 1

2 ε+1T 2s−1
∣∣∣∣ ∣∣∣∣ [Y, Xj ] [ϕ]

∣∣∣∣
1
2 ε−1

∣∣∣∣X∗j [ϕ]
∣∣∣∣

0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
and∣∣∣( [Y, Xj ] [ϕ],

[
X∗j , T

2s−1
]
[ϕ]
)∣∣∣|
≤
∣∣∣∣Λ− 1

2 ε+1
[
X∗j , T

2s−1
] ∣∣∣∣ ∣∣∣∣ [Y, Xj ] [ϕ]

∣∣∣∣
1
2 ε−1

∣∣∣∣ϕ ∣∣∣∣
0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣2
0

+
∣∣∣∣ϕ ∣∣∣∣2

0

]
.

Now we turn to the term I. This time we write X0 in terms of L∗. Thus we
have

X0 = −L∗ +
p∑
j=1

X2
j +

p∑
j=1

ψjXj − iY0 − c̃

where the functions {ψj} and c̃ belong to C∞(Ω). Thus we can write

I = −
(
L∗Y [ϕ], T 2s−1[ϕ]

)
+

p∑
j=1

(
X2
j Y [ϕ], T 2s−1[ϕ]

)
+

p∑
j=1

(
ψjXjY [ϕ], T 2s−1[ϕ]

)
− i
(
Y0Y [ϕ], T 2s−1[ϕ]

)
−
(
c̃ Y [ϕ], T 2s−1[ϕ]

)
= −Ia + Ib + Ic + Id + Ie.

We write

Ia =
(
Y [ϕ], T 2s−1L[ϕ]

)
+
(
Y [ϕ],

[
L, T 2s−1

]
[ϕ]
)

=
(
Y [ϕ], T 2s−1L[ϕ]

)
+

p∑
j=1

(
Y [ϕ], B2s−1

j Xj [ϕ]
)

+
(
Y [ϕ], B2s−1

0 [ϕ]
)
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Thus ∣∣Ia∣∣ ≤ ∣∣∣∣Λ− 1
2 ε+1T 2s−1

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

1
2 ε−1

∣∣∣∣L[ϕ]
∣∣∣∣

0

+
p∑
j=1

∣∣∣∣Λ− 1
2 ε+1B2s−1

j

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

1
2 ε−1

∣∣∣∣Xj [ϕ]
∣∣∣∣

0

+
∣∣∣∣Λ− 1

2 ε+1B2s−1
0

∣∣∣∣ ∣∣∣∣Y [ϕ]
∣∣∣∣

1
2 ε−1

∣∣∣∣ϕ ∣∣∣∣
0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣
0

+
∣∣∣∣ϕ ∣∣∣∣

0

]
.

The corresponding estimate for the term Ib follows from Lemma 3.11. To deal with
the term Ic write∣∣Ic∣∣ ≤ p∑

j=1

∣∣∣(Y [ϕ], ψjT 2s−1X∗j [ϕ]
)∣∣∣+

p∑
j=1

∣∣∣(Y [ϕ],
[
X∗j , ψjT

2s−1
]

[ϕ]
)∣∣∣

≤
p∑
j=1

∣∣∣∣Λ− 1
2 ε+1ψjT

2s−1
∣∣∣∣ ∣∣∣∣Y [ϕ]

∣∣∣∣
1
2 ε−1

+
p∑
j=1

∣∣∣∣Λ− 1
2 ε+1

[
X∗j , T

2s−1
] ∣∣∣∣ ∣∣∣∣Y [ϕ]

∣∣∣∣
1
2 ε−1

∣∣∣∣ϕ ∣∣∣∣
0

≤ Cs
[∣∣∣∣L[ϕ]

∣∣∣∣
0

+
∣∣∣∣ϕ ∣∣∣∣

0

]
.

The terms Id and Ie are estimated exactly as are the corresponding terms in term
II. This completes the proof. �

5. The theorem for distributions

5.1. Mollifiers. Choose χ ∈ C∞0 (Rn) such that χ(−y) = χ(y),
∫
χ(y) dy = 1

and suppt(χ) ⊂ {y ∈ Rn
∣∣ |y| < 1}. For t > 0 set

χt(x) = t−n χ(t−1x).

Then suppt(χt) ⊂ {y ∈ Rn
∣∣ |y| < t}. For f ∈ S(Rn) define

Tt[f ](x) = f ∗ χt(x) =
∫

Rn
f(y)χt(x− y) dy,

or equivalently

Tt[f ](x) =
∫

Rn
e2πi<x,ξ> ψ̂t(ξ) f̂(ξ) dξ =

∫
Rn
e2πi<x,ξ> ψ̂(tξ) f̂(ξ) dξ..

Then {Tt} : S(Rn)→ S(Rn) is a family of pseudodifferential operators in OP 0(Rn)
with uniformly bounded norms, and

lim
t→0

Tt[f ](x) = f(x).

Note that since χt(x− y) = χt(y − x),∫
Rn
Tt[f ](x) g(x) dx =

∫
Rn
f(y)(χt ∗ g)(y) dy.
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By duality, the operators {Tt} extend to the space S ′(Rn) of tempered dis-
tributions on Rn. If u ∈ S ′(Rn), then Tt[u] is the distribution whose action on
f ∈ S(Rn) is given by 〈

Tt[u], f
〉

=
〈
u, χt ∗ f

〉
.

If we write τyχt(x) = χt(x− y), then χt ∗ f is a limit in S(Rn) of sums of the form∑
f(yj)τyj (x). Since u is a continuous linear functional, it follows that〈

Tt[u], f
〉

=
∫

Rn
f(y)

〈
u, τy[χt]

〉
dy.

Thus the distribution Tt[u] is given by integration against the function ut(y) =〈
u, τy[χt]

〉
. Moreover, it is easy to check that ut is infinitely differentiable. In fact

∂αut(y) = (−1)|α|
〈
u, τy[∂αχt]

〉
.

Lemma 5.1. Let u ∈ E ′(Ω) be a distribution with compact support K ⊂ Ω.
Let η be the distance from K to the complement of Ω, and let ut = Tt[u]. Then
ut ∈ C∞0 (Ω) for 0 < t < η. Moreover,

(1) If u ∈ Hs(Rn), then
∣∣∣∣ut ∣∣∣∣s ≤ ∣∣∣∣u ∣∣∣∣s, and limt→0

∣∣∣∣u− ut ∣∣∣∣s = 0.
(2) If supt>0

∣∣∣∣ut ∣∣∣∣s = C <∞, then u ∈ Hs(Rn) and
∣∣∣∣u ∣∣∣∣

s
≤ C.

5.2. The main result. Our object is to finally prove

Theorem 2.2 Let Ω ⊂ Rn be an open set, and let L be the second or-
der partial differential operator given in equation (2.1). Suppose the vector fields
{X0, X1, . . . , Xp, Y0} and c satisfy hypotheses (H-1), (H-2), and (H-3). Set ε =
2 · 4−m, and fix ζ1 ≺ ζ0 ∈ C∞0 (Ω). For every s ∈ R there is an allowable con-
stant Cs so that if u ∈ D′(Ω) is a distribtuion on Ω and if ζ0L[u] ∈ Hs(Rn) and
ζ0u ∈ Hs(Rn), then ζ1u ∈ Hs+ε(Rn), ζ1Xju ∈ Hs+ 1

2 ε(Rn), and∣∣∣∣ ζ1u ∣∣∣∣s+ε +
p∑
j=1

∣∣∣∣ ζ1Xju
∣∣∣∣
s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ0L[u]
∣∣∣∣
s

+
∣∣∣∣ ζ0u ∣∣∣∣s]. (2.5)

6. Examples of vector fields Y0 satisfying hypothesis (H-2)

In many applications the vector field Y0 has the form

Y0 =
p∑
j=1

bjXj +
1
2

p∑
k,l=1

ck,l [Xk, Xl] (6.1)

where bj , ck,l ∈ C∞(Ω) are real-valued. The Lie bracket is anti-symmetric, and
hence

p∑
k,l=1

ck,l [Xk, Xl] =
1
2

p∑
k,l=1

ck,l [Xk, Xl]−
1
2

∑
k,l

ck,l [Xl, Xk]

=
p∑

k,l=1

(ck,l − cl,k)
2

[Xk, Xl] .

Thus there is no loss in assuming ck,l = −cl,k. We will show that if the matrix
{ck,l} is sufficiently small, the operator Y0 given in (6.1) satisfies the hypotheses



6. EXAMPLES OF VECTOR FIELDS Y0 SATISFYING HYPOTHESIS (H-2) 155

given in equations (2.2) and (2.3). Note that no size assumptions are needed on
the coefficients {bj}.

Lemma 6.1. Let Y0 =
∑p
j=1 bjXj + 1

2

∑p
k,l=1 ck,l [Xk, Xl] where bj , ck,l ∈

C∞R (Ω) and ck,l = −cl,k. Suppose there exists η > 0 so that for all x ∈ Ω∣∣∣ p∑
k,l=1

ck,l(x)ξk ξl
∣∣∣ ≤ (1− 2η)

p∑
j=1

|ξj |2. (6.2)

Then there are allowable constants C0 and C1 so that for all ϕ, ψ ∈ C∞0 (U),∣∣∣=m (Y0[ϕ], ϕ
)

0

∣∣∣ ≤ (1− η)
( p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

)
+ η−1C0

∣∣∣∣ϕ ∣∣∣∣2
0
; (2.2)

∣∣∣(Y0[ϕ], ψ
)∣∣∣ ≤ C1

[ p∑
j=1

(∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+
∣∣∣∣Xj [ψ]

∣∣∣∣2
0

)
+
∣∣∣∣ϕ ∣∣∣∣2

0
+
∣∣∣∣ψ ∣∣∣∣2

0

]
. (2.3)

Proof. It follows from equation (3.4) that for any vector field Y0,∣∣<e(Y0[ϕ], ϕ
)

0

∣∣ =
∣∣(ϕ,∇·Y0 ϕ

)
0

∣∣ ≤ C∣∣∣∣ϕ ∣∣∣∣2
0

where C = supx∈U |div[Y0](x)|. Thus to establish equation (2.2) it suffices to esti-
mate

∣∣(Y0[ϕ], ϕ
)

0

∣∣. We have(
Y0[ϕ], ϕ

)
0

=
p∑
j=1

(
bjXj [ϕ], ϕ

)
0

+
1
2

∑
k,l

(
ck,l [Xk, Xl] [ϕ], ϕ

)
0

= I + II.

We deal with the term I as follows. If ϕ ∈ C∞0 (U), then for any η > 0 we have

I ≤
∣∣∣∣ϕ ∣∣∣∣

0

p∑
j=1

∣∣∣∣ bj ∣∣∣∣L∞(U)

∣∣∣∣Xj [ϕ]
∣∣∣∣

0

≤
∣∣∣∣ϕ ∣∣∣∣

0

( p∑
j=1

∣∣∣∣ bj ∣∣∣∣2L∞(U)

) 1
2
( p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

) 1
2

≤ η

2

( p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

)
+
( 1

2η

p∑
j=1

∣∣∣∣ bj ∣∣∣∣2L∞(U)

) ∣∣∣∣ϕ ∣∣∣∣2
0
.

To deal with II, use equation (3.5) and the fact that ck,l is real valued to obtain(
ck,l [Xk, Xl] [ϕ], ϕ

)
0

=
(
XkXl[ϕ], ck,lϕ

)
0
−
(
XlXk[ϕ], ck,lϕ

)
0

= −
(
Xl[ϕ], ck,lXk[ϕ]

)
0

+
(
Xl[ϕ], X∗k [ck,l]ϕ

)
0

+
(
Xk[ϕ], ck,lXl[ϕ]

)
0
−
(
Xk[ϕ], X∗l [ck,l]ϕ

)
0

Since ck,l = −cl,k it follows that

II =
p∑

k,l=1

(
ck,lXk[ϕ], Xl[ϕ]

)
0
−

p∑
k,l=1

(
Xk[ϕ], X∗l [ck,l]ϕ

)
0
,

and thus∣∣II∣∣ ≤ ∣∣∣ p∑
k,l=1

(
ck,lXk[ϕ], Xl[ϕ]

)
0

∣∣∣+
p∑

k,l=1

∣∣∣(Xk[ϕ],
p∑
l=1

X∗l [ck,l]ϕ
)

0

∣∣∣.
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As above, for any η > 0 we have∣∣∣(Xk[ϕ],
p∑
l=1

X∗l [ck,l]ϕ
)

0

∣∣∣ ≤ η

2

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

+
[ 1

2η

p∑
k=1

∣∣∣∣∣∣ p∑
l=1

X∗l [ck,l]
∣∣∣∣∣∣2
L∞(U)

] ∣∣∣∣ϕ ∣∣∣∣2
0

Putting the two estimates together, it follows that there is a constant C0 <∞
depending only on the supremums of {|bj |(x)} and {|X∗l [ck,l](x)|} on Ω so that∣∣(Y0[ϕ], ϕ

)
0

∣∣ ≤ ∣∣∣ p∑
k,l=1

(
ck,lXk[ϕ], Xl[ϕ]

)
0

∣∣∣+ η
( p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

)
+ η−1C0

∣∣∣∣ϕ ∣∣∣∣2
0
.

However by hypothesis∣∣∣ p∑
k,l=1

(
ck,lXk[ϕ], Xl[ϕ]

)
0

∣∣∣ ≤ ∫
Rn

∣∣∣ p∑
k,l=1

ck,l(x)Xk[ϕ](x)Xl[ϕ](x)
∣∣∣ dx

≤ (1− 2η)
∫

Rn

p∑
j=1

∣∣Xj [ϕ](x)
∣∣2 dx = (1− 2η)

p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
,

and so we have∣∣(Y0[ϕ], ϕ
)

0

∣∣ ≤ (1− η)
( p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2

0

)
+ η−1C0

∣∣∣∣ϕ ∣∣∣∣2
0
.

This establishes estimate (2.2).
The proof of the estimate (2.3) is even easier. Using the same calculations as

before we see that∣∣(Y0[ϕ], ψ
)∣∣ ≤ p∑

k,l=1

∣∣(ck,lXk[ϕ], Xl[ψ]
)∣∣+

p∑
k,l=1

∣∣(Xk[ϕ], X∗l [ck,l]ψ
)∣∣

+
p∑
j=1

∣∣(bjXj [ϕ], ψ
)∣∣

≤ C1

[ p∑
j=1

(∣∣∣∣Xj [ϕ]
∣∣∣∣2

0
+
∣∣∣∣Xj [ψ]

∣∣∣∣2
0

)
+
∣∣∣∣ϕ ∣∣∣∣2

0
+
∣∣∣∣ψ ∣∣∣∣2

0

]
,

where C1 depends on the supremums of |ck,l(x)|, |X∗l [ck,l](x)|, and |bj(x)| for x ∈ Ω.
This completes the proof. �

Suppose u ∈ D′(Ω) and that u and L[u] are locally in Hs(Rn). This means
that if ϕ ∈ C∞0 (Ω), then both ϕu and ϕL[u] belong to Hs(Rn).

Proposition 6.2. Let ζ ∈ C∞0 (Ω), let Tt[f ] = f ∗ χt, and let X be a vector
field. There exists ζ ′ ∈ C∞0 (Ω) with ζ ≺ ζ ′ so that for all s ∈ R there is an allowable
constant Cs so that for all distributions u ∈ D′(Ω)∣∣∣∣Ttζu ∣∣∣∣s ≤ Cs∣∣∣∣ ζ ′u ∣∣∣∣s∣∣∣∣ [Ttϕ, X] [u]

∣∣∣∣
s
≤ Cs

∣∣∣∣ ζ ′u ∣∣∣∣
s
.
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Proposition 6.3. Xju is locally in Hs(Rn). If ζ ∈ C∞0 (Ω) there exists ζ ′ ∈
C∞0 (Ω) with ζ ≺ ζ ′ so that∣∣∣∣ ζXju

∣∣∣∣2
s
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s

]
. (6.3)

Proof. We need to show that if ζ ∈ C∞0 (Ω), then ζXju ∈ Hs(Rn), and it thus
suffices to show that

∣∣∣∣TtζXju
∣∣∣∣
s

is uniformly bounded for small t. Let the support
of ζ be the compact set K ⊂ Ω. We have∣∣∣∣TtζXju

∣∣∣∣
s
≤
∣∣∣∣XjTtζu

∣∣∣∣
s

+
∣∣∣∣ [Ttζ, Xj ]u

∣∣∣∣
s
≤
∣∣∣∣XjTtζu

∣∣∣∣
s

+ Cs
∣∣∣∣ ζ ′u ∣∣∣∣

s

by Proposition 6.2. Since Ttζu ∈ C∞0 (Ω) for 0 < t < dK we can apply Lemma 3.12
and write

η

8

p∑
j=1

∣∣∣∣XjTtζu
∣∣∣∣2
s
≤ <e

(
LTtζu, Ttζu

)
s

+ Cs
∣∣∣∣Ttζu ∣∣∣∣2s

=
∣∣∣(TtζLu, Ttζu)

s

∣∣∣+
∣∣∣( [L, Ttζ]u, Ttζu

)
s

∣∣∣+ Cs
∣∣∣∣Ttζu ∣∣∣∣2s

≤
∣∣∣( [L, Ttζ]u, Ttζu

)
s

∣∣∣+
∣∣∣∣TtζLu ∣∣∣∣s∣∣∣∣Ttζu ∣∣∣∣s + Cs

∣∣∣∣Ttζu ∣∣∣∣2s
≤
∣∣∣( [L, Ttζ]u, Ttζu

)
s

∣∣∣+ Cs

[∣∣∣∣ ζ ′Lu ∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s

]
.

Now use Proposition 3.6 to write [L, Ttζ] = B̃0 +
∑p
j=1X

∗
j B̃j . Then

∣∣∣( [L, Ttζ]u, Ttζu
)
s

∣∣∣ ≤ +
p∑
j=1

∣∣∣(Λ2sX∗j B̃ju, Ttζu
)

0

∣∣∣+
∣∣∣(Λ2sB̃0u, Ttζu

)
0

∣∣∣
≤

p∑
j=1

∣∣∣(X∗j Λ2sB̃ju, Ttζu
)

0

∣∣∣+
p∑
j=1

∣∣∣(Λ−s
[
Λ2s, X∗j

]
B̃ju,ΛsTtζu

)
0

∣∣∣
+
∣∣∣(Λ2sB̃0u, Ttζu

)
0

∣∣∣
=

p∑
j=1

∣∣∣(B̃ju,XjTtζu
)
s

∣∣∣+
p∑
j=1

∣∣∣∣Λ−2s
[
Λ2s, X∗j

]
B̃ju

∣∣∣∣
s

∣∣∣∣Ttζu ∣∣∣∣s
+
∣∣∣∣ B̃0u

∣∣∣∣
s

∣∣∣∣Ttζu ∣∣∣∣s
≤ δ

p∑
j=1

∣∣∣∣XjTtζu
∣∣∣∣2
s

+ Cs(1 + δ−1)
∣∣∣∣ ζ ′u ∣∣∣∣2

s
.

Choosing δ = η
16 it follows that

p∑
j=1

∣∣∣∣TtζXju
∣∣∣∣2
s
≤ Cs

[∣∣∣∣ ζ ′Lu ∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s

]
which completes the proof. �

Lemma 6.4. Let 1
2ε = 2·4−m. Let u ∈ D′(Ω) be a distribution, and suppose that

for all ζ ∈ C∞0 (Ω), ζ u ∈ Hs(Rn) and ζ L[u] ∈ Hs(Rn). Then ζ u ∈ Hs+ 1
2 ε(Rn),

and there is an allowable constant Cs such that∣∣∣∣ ζ u ∣∣∣∣
s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣
s

+
∣∣∣∣ ζ ′u ∣∣∣∣

s

]
. (6.4)
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Proof. Suppose the support of ζ is the compact set K ⊂ Ω. For 0 < t < dK ,
Ttζ u ∈ C∞0 (Ω), so we can apply Theorem 4.1 to conclude that∣∣∣∣Ttζ u ∣∣∣∣s+ 1

2 ε
≤ Cs

[∣∣∣∣LTtζ u ∣∣∣∣s +
∣∣∣∣Ttζ u ∣∣∣∣s].

As usual, we commute L and Ttζ to obtain∣∣∣∣LTtζ u ∣∣∣∣s ≤ ∣∣∣∣Ttζ L[u]
∣∣∣∣
s

+
∣∣∣∣ [L, Ttζ ]u

∣∣∣∣
s
.

Again using Proposition 3.6, we can write [L, Ttζ ] = B0 +
∑p
j=1Bj Xj where

{B0, . . . , Bp} are pseudodifferential operators of order zero with∣∣∣∣Bjv ∣∣∣∣s ≤ Cs∣∣∣∣ ζ ′v ∣∣∣∣s
for any distribution v ∈ D′(Ω). Thus by Proposition ??,∣∣∣∣ [L, Ttζ ]u

∣∣∣∣
s
≤
∣∣∣∣B0u

∣∣∣∣
s

+
p∑
j=1

∣∣∣∣BjXju
∣∣∣∣
s

≤
∣∣∣∣ ζ ′u ∣∣∣∣

s
+

p∑
j=1

∣∣∣∣ ζ ′Xju
∣∣∣∣
s

≤ Cs
[∣∣∣∣ ζ ′′L[u]

∣∣∣∣
s

+
∣∣∣∣ ζ ′′u ∣∣∣∣

s

]
.

It follows that
∣∣∣∣Ttζ u ∣∣∣∣2s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ ′′L[u]
∣∣∣∣
s
+
∣∣∣∣ ζ ′′u ∣∣∣∣

s

]
, and the Lemma follows.

�

The last step is to derive an improvement of Proposition 6.3.

Lemma 6.5. Let ε = 2 · 4−m. Let u ∈ D′(Ω) be a distribution, and suppose that
for all ζ ∈ C∞0 (Ω), ζ u ∈ Hs(Rn) and ζ L[u] ∈ Hs(Rn). Then Xj [u] ∈ Hs+ 1

2 ε(Rn)
for 1 ≤ j ≤ p, and

p∑
j=1

∣∣∣∣ ζ Xju
∣∣∣∣2
s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s

]
. (6.5)

Proof. The proof consists of repeating the argument for Proposition 6.3, ex-
cept that we now can replace

∣∣∣∣ ζ u ∣∣∣∣
s

by
∣∣∣∣ ζ u ∣∣∣∣

s+ε
. We have Ttζ u ∈ C∞0 (Ω) for

0 < t < dK , and we so can use Lemma 3.12 to conclude that

η

8

p∑
j=1

∣∣∣∣XjTtζ u
∣∣∣∣2
s+ 1

2 ε
≤ <e

(
L[Ttζ u], Ttζ u

)
s

+ Cs
∣∣∣∣Ttζ u ∣∣∣∣2s+ 1

2 ε

= <e
(
Ttζ L[u], Ttu

)
s+ 1

2 ε
+ <e

(
[L, Ttζ]u, Ttζ u

)
s+ 1

2 ε

+ Cs
∣∣∣∣Ttζ u ∣∣∣∣2s+ 1

2 ε

But

<e
(
Ttζ L[u], Ttu

)
s+ 1

2 ε
≤
∣∣∣∣Ttζ L[u]

∣∣∣∣
s

∣∣∣∣Ttζ u ∣∣∣∣s+ε
≤ 1

2

∣∣∣∣ ζ L[u]
∣∣∣∣2
s

+
1
2

∣∣∣∣ ζ u ∣∣∣∣2
s+ε

,

and (
[L, Ttζ] [u], Ttu

)
s+ 1

2 ε
=
(

Λ2s+ε [L, Ttζ] [u], Ttu
)

0
.
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According to Proposition 3.6, we can write [L, Ttζ ] = B̃0 +
∑p
j=1X

∗
j B̃j where

{B̃0, . . . , B̃p} are pseudodifferential operators of order zero, and hence

Λ2s [L, Ttζ ] =
p∑
j=1

X∗j Λ2sB̃j +
p∑
j=1

[
Λ2s, X∗j

]
B̃j + Λ2sB̃0.

Hence for any δ > 0 we have(
[L, Ttζ ] [u], Ttζ u

)
s+ 1

2 ε
=

p∑
j=1

(
B̃j [u], Xj [Ttζ u]

)
s+ 1

2 ε
+ Cs

∣∣∣∣ ζ u ∣∣∣∣2
s+ 1

2 ε

≤ δ
p∑
j=1

∣∣∣∣XjTtζ u
∣∣∣∣2
s+ 1

2 ε
+ Cs(1 + δ−1)

∣∣∣∣ ζ u ∣∣∣∣2
s+ 1

2 ε
.

Putting these inequalities together, we get

η

8

p∑
j=1

∣∣∣∣Xj [Ttζ u]
∣∣∣∣2
s+ 1

2 ε
≤ δ

p∑
j=1

∣∣∣∣Xj [Ttζ u]
∣∣∣∣2
s+ 1

2 ε

+ Cs

[∣∣∣∣Ttζ L[u]
∣∣∣∣2
s

+
∣∣∣∣Ttζ u ∣∣∣∣2s+ 1

2 ε

]
.

If we choose δ = η
16 , it follows that

p∑
j=1

∣∣∣∣Xj [Ttζ u]
∣∣∣∣2
s+ 1

2 ε
≤ Cs

[∣∣∣∣ ζ ′L[u]
∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s+ 1
2 ε

]
.

Finally,
p∑
j=1

∣∣∣∣Ttζ Xju
∣∣∣∣2
s+ 1

2 ε
≤ 2

p∑
j=1

∣∣∣∣Xj [Ttζ u]
∣∣∣∣2
s+ 1

2 ε
+ 2

p∑
j=1

∣∣∣∣ [Ttζ , Xj ] [u]
∣∣∣∣2
s+ 1

2 ε

≤ Cs
[∣∣∣∣ ζ ′L[u]

∣∣∣∣2
s

+
∣∣∣∣ ζ ′u ∣∣∣∣2

s+ε

]
which by Lemma 6.4 is

≤ Cs
[∣∣∣∣ ζ ′′L[u]

∣∣∣∣2
s

+
∣∣∣∣ ζ ′′u ∣∣∣∣2

s

]
.

This shows that ζ Xju ∈ Hs+ 1
2 ε(Rn) with the correct estimate for the sum of the

norms. �



CHAPTER 5

Estimates for fundamental solutions

1. Introduction

Let Ω ⊂ Rn be a connected open set, and let {X1, . . . , Xp} be smooth real
vector fields on Ω of finite type m. In this chapter, we construct a fundamental
solution K for the second order partial differential operator

L =
p∑
j=1

X∗jXj = −
p∑
j=1

X2
j −

p∑
j=1

(∇·Xj)Xj (1.1)

and obtain size estimates for K and its derivatives in terms of the control metric
ρ : Ω×Ω→ [0,∞) induced by the given vector fields. These estimates provide the
first hint of the deep connection between the geometry of control metrics developed
in Chapter A and analytic problems that arise in certain non-elliptic problems.
And just as the properties of the Newtonian potential N(x) = cn|x|2−n, which is
a fundamental solution for the elliptic Laplace operator 4, play an important role
in the development of the calculus of pseudodifferential operators, in Chapter B
we will use the estimates for the fundamental solution K to develop a calculus of
non-isotropic smoothing (NIS) operators that are useful in the study of non-elliptic
by still hypoelliptic operators such as L.

Our construction of the fundamental solution for L proceeds in roughly four
steps. We begin by studying the initial value problem for the heat operator associ-
ated to L,

H = ∂t + Lx = ∂t −
p∑
j=1

X2
j −

p∑
j=1

(∇·Xj)Xj , (1.2)

which acts on functions and distributions on R× Ω. Given g ∈ L2(Ω), we want to
find u ∈ C∞

(
(0,∞)× Ω

)
such that

∂tu(t, x) + Lx[u](t, x) = 0 for (t, x) ∈ (0,∞)× Ω, and (1.3)

lim
t→0+

u(t, ·) = g( · ) with convergence in L2(Ω). (1.4)

We show that the partial differential operator L, defined initially on C∞0 (Ω), has
an extension to a self-adjoint (unbounded) operator on L2(Ω). We then obtain
a solution to (1.3) and (1.4) by setting u(t, x) = e−tL[f ](x) where the bounded
operator e−tL : L2(Ω) → L2(Ω) is defined by the spectral theorem. At least
formally, the function u will satisfy both conditions (1.3) and (1.4), since

∂tu =
∂

∂t

(
e−tL[g]

)
= −Lx

(
e−tL[g]

)
= −Lx[u],

and
lim
t→0+

u = lim
t→0+

(
e−tL[g]

)
= e0L[g] = g.

160
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The family of operators
{
e−tL

}
t≥0

form a strongly continuous semigroup of
bounded operators on L2(Ω), called the heat semigroup for L. The second step of
our program is to show that there is a function H ∈ C

(
(0,∞) × Ω × Ω

)
so that if

g ∈ L2(Ω),

e−tL[g](x) =
∫

Ω

H(t, x, y) g(y) dy. (1.5)

Our proof of the existence and smoothness of H relies on the subelliptic estimates
established for the operator L in Chapter A. The function H is called the heat
kernel for L. Moreover, we show that if H is extended to R × Ω × Ω by setting
H(t, x, y) = 0 for t ≤ 0, then H̃

(
(t, x), (s, y)

)
= H(s + t, x, y) is a fundamental

solution for the heat operator ∂t +Lx on R×Ω. We now observe that the operator
∂t+Lx is hypoelliptic, and since [∂s+Ly]H̃ = δt⊗δx, it follows that H̃ is infinitely
differentiable on (R× Ω)× (R× Ω) except when t = s and x = y.

The third step is to obtain pointwise estimates for the function H and its
derivatives in terms of the control metric ρ. For example, we show that for any
integer N ≥ 0 there is a constant CN so that

H(t, x, y) ≤ CN


|B
(
x, ρ(x, y)

)
|−1

(
t

ρ(x,y)2

)N
if t ≤ ρ(x, y)2,

|B
(
x,
√
t
)
|−1 if t ≥ ρ(x, y)2.

The proof uses a scaling argument and the fact that the operators e−tL are con-
tractions on L2(Ω).

The final step is to show that we can make sense of the integral
∫∞

0
e−tL dt

(which formally equals L−1), and that the resulting operator is indeed a fundamen-
tal solution K for L. Explicitly,

K(x, y) =
∫ ∞

0

H(t, x, y) dt. (1.6)

We can then use the estimates obtained for H to derive estimates for K. For
example, we show that there is a constant C so that

|K(x, y)| ≤ C ρ(x, y)2

|B
(
x, ρ(x, y)

)
|
.

2. Unbounded operators on Hilbert space

Hilbert space techniques are frequently used to reduce problems about the exis-
tence of solutions to linear partial differential operators to problems of establishing
estimates. The basic idea is very simple. Let T : V →W be a linear operator from
a Hilbert space V to a Hilbert space W , and suppose we want to show that for
every y0 ∈W , we can solve

T [x] = y0 (2.1)
with x ∈ V . Let T ∗ denote the adjoint operator, and suppose we can prove that
for all z ∈W , ∣∣∣∣ z ∣∣∣∣

W
≤ C

∣∣∣∣T ∗[z] ∣∣∣∣
V
. (2.2)

It follows from equation (2.2) that T ∗ is one-to-one. Define a linear function Ly0
on the range of T ∗ by setting Ly0

[
T ∗[z]

]
= (z, y0)W . Then∣∣Ly0[T ∗[z]]∣∣ ≤ ∣∣∣∣ y0

∣∣∣∣
W

∣∣∣∣ z ∣∣∣∣
W
≤ C

∣∣∣∣ y0

∣∣∣∣
W

∣∣∣∣T ∗[z] ∣∣∣∣
V
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and so Ly0 is bounded. Using the Hahn-Banach theorem1, we can extend Ly0 to a
bounded linear functional on all of V (with no increase in norm), and by the Riesz
representation theorem2, there exists x0 ∈ V so that Ly0 [z] = (z, x0)V . But this
means that for all z ∈ H we have

(z, y0)W = Ly0
[
T ∗[z]

]
= (T ∗[z], x0)V = (z, T [x0])W ,

and hence T [x0] = y0. The the estimate (2.2) implies the existence of a solution3

to the equation (2.1).
Unfortunately, a linear differential operator T on a set Ω ⊂ Rn will generally

not be defined for all functions in the natural Hilbert space L2(Ω) and will not be
bounded on those functions for which it is defined. In particular, the symbol T ∗

in the inequality (2.2) is not defined. Thus in applying Hilbert space techniques to
problems involving differential equations, it is important to consider operators on
a Hilbert space H which are not bounded. To do this, it is convenient to consider
linear mappings which are only defined on some (usually dense) subspace of H and
which is not bounded on this subspace.

In contrast with the theory of bounded linear operators on a Hilbert space, it
is a critical and often delicate issue to specify the domain of an unbounded linear
operator such as a differential operator. As we will see, the choice of this subspace
often encodes the appropriate boundary conditions for the differential operator.
Different subspaces correspond to different boundary conditions. Although we do
assume familiarity with the elementary aspects of the theory of bounded operators
on Hilbert spaces, in this section we develop the theory of unbounded operators to
the point where we can quote the spectral theorem for self-adjoint operators. We
begin with the formal definition.

Definition 2.1. An unbounded operator T from a Hilbert space V to a Hilbert
space W is a pair (T,Dom(T )) where the subspace Dom(T ) ⊂ V is the domain of
the operator, and T : Dom(T )→W is a linear mapping. An operator (S,Dom(S))
is an extension of the operator (T,Dom(T )) if Dom(T ) ⊂ Dom(S) and T [x] = S[x]
for every x ∈ Dom(T ).

2.1. Closed, densely defined operators and their adjoints.

For our purposes, the most important unbounded operators are densely defined
and closed. These concepts are defined as follows. First, the operator (T,Dom(T ))
is densely defined if Dom(T ) is a dense subspace of V . Next, recall that V ⊕W is
a Hilbert space with inner product given by(

(x1, y1), (x2, y2)
)
V⊕W = (x1, x2)V + (y1, y2)W .

Then the operator (T,Dom(T )) is closed if the graph

GT =
{

(x, y) ∈ V ⊕W
∣∣∣x ∈ Dom(T ) and y = T [x]

}
1Hahn-Banach Theorem: Let X be a complex normed vector space, let Y ⊂ X be a sub-

space, and let ` : Y → C be a linear functional such that |`(y)| ≤ C
˛̨˛̨
y
˛̨˛̨

for all y ∈ Y . Then there

exists a linear functional L : X → C such that L[y] = `[y] for all y ∈ Y , and |L[x]| ≤ C
˛̨˛̨
x
˛̨˛̨

for

all x ∈ X. (See, for example, [Fol84], page 150.)
2 Riesz Representation Theorem: If L is a bounded linear functional on a Hilbert space

H, there exists a unique element x ∈ H so that L[y] = (y, x)H for all y ∈ H. (See, for example,

[Fol84], page 166.)
3We shall use a variant of this argument in Theorem 3.1 below. See Remark 3.3.
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is a closed subspace of V ⊕W . Equivalently, (T,Dom(T )) is closed if whenever
{xn} is a sequence in Dom(T ) such that limn→∞ xn = x0 and limn→∞ T [xn] = y0,
it then follows that x0 ∈ Dom(T ) and T [x0] = y0.

If (T,Dom(T )) is a closed, densely defined operator on H, we can define the
Hilbert space adjoint (T ∗,Dom(T ∗). This is intended to extend the concept of
the adjoint B∗ of a bounded operator B : V →W for which we have (B[x], y)W =
(x,B∗[y])V . To motivate the definition, note that if x ∈ Dom(T ) and y ∈ Dom(T ∗),
it is reasonable to expect that we should have∣∣(T [x], y

)
W

∣∣ =
∣∣(x, T ∗[y]

)
V

∣∣ ≤ ∣∣∣∣T ∗[y]
∣∣∣∣
V

∣∣∣∣x ∣∣∣∣
V

= Cy
∣∣∣∣x ∣∣∣∣

V
.

In particular, the linear functional Ly[x] =
(
T [x], y

)
defined on Dom(T ) should be

bounded.

Definition 2.2. Set

Dom(T ∗) =
{
y ∈W

∣∣∣ (∃Cy) (∀x ∈ Dom(T )
) (∣∣(T [x], y)W

∣∣ ≤ Cy∣∣∣∣x ∣∣∣∣V )} .
The linear functional Ly[x] =

(
T [x], y

)
defined for x ∈ Dom(T ) extends by con-

tinuity to V which is the closure of Dom(T ). If y ∈ Dom(T ∗), then T ∗[y] is
the unique element of V (given by the Riesz representation theorem) such that(
T [x], y

)
W

= Ly[x] =
(
x, T ∗[y]

)
V

.

Put slightly differently, if x ∈ Dom(T ) and y ∈ Dom(T ∗), then

(T [x], y)W = (x, T ∗[y])V ,

and if y, z ∈W have the property that (T [x], y)W = (x, z)V for every x ∈ Dom(T ),
it follows that y ∈ Dom(T ∗) and T ∗[y] = z.

Remark 2.3. It follows immediately from this last characterization of the ad-
joint that if V = W = H and I : H → H is the identity operator, the stan-
dard formula (T + λI)∗ = T ∗ + λ̄I continues to be true. Precisely, suppose that
(T,Dom(T )) is a closed, densely defined operator on a Hilbert space H and that
λ ∈ C. Then (T + λI,Dom(T )) is a closed, densely defined operator with adjoint
(T ∗ + λ̄I,Dom(T ∗)).

The basic properties of adjoints follow easily from a study of the graphs of the
operators. We first introduce the following notation. Define J, R : W⊕V → V ⊕W
and J∗, R∗ : V ⊕W →W ⊕ V by setting

J(x, y) = (−y, x) R(x, y) = (y, x),

J∗(y, x) = (x,−y) R(y, x) = (x, y).

The following is then the basic result about adjoints.

Lemma 2.4. Let (T,Dom(T )) be a closed, densely defined operator on a Hilbert
space H. Then

(1) The graphs of T and T ∗ are related by

GT∗ =
(
J(GT )

)⊥ = J
(
(GT )⊥

)
;

GT =
(
J∗(GT∗)

)⊥ = J∗
(
(GT∗)⊥

)
.

(2) The operator
(
T ∗,Dom(T ∗)

)
is closed and densely defined.
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(3) The Hilbert space adjoint of the operator
(
T ∗,Dom(T ∗)

)
is the operator

(T,Dom(T )).

Proof. Let
(
− T [x], x

)
∈ J

(
GT
)

and
(
y, T ∗[y]

)
∈ GT∗ . Then(

(−T [x], x), (y, T ∗[y]),
)
W⊕V = −(T [x], y)W + (x, T ∗[y])V = 0,

so GT∗ ⊂
(
J
(
GT
))⊥. On the other hand, if (z, y) ∈

(
J
(
GT
))⊥, then for every

x ∈ Dom(T ) we have 0 =
(
(z, y), (x,−T [x])

)
W⊕V =

(
z, x
)
V
−
(
y, T [x]

)
+W

, or
(T [x], y)W = (x, z)V . It follows that y ∈ Dom(T ∗), and T ∗[y] = z. Thus GT∗ =(
J
(
GT
))⊥.

In a Hilbert space, the orthogonal complement of any set is closed. Since GT∗ is
the orthogonal complement of J(GT ) in W ⊕V , GT∗ is closed, and so T ∗ is a closed
operator. Next, suppose that z ∈W is orthogonal to Dom(T ∗). Then the pair (z, 0)
is clearly orthogonal in W ⊕ V to every pair

(
y, T ∗[y]

)
where y ∈ Dom(T ∗). Thus

(z, 0) ∈ (GT∗)⊥ = J
(
GT
)
. Thus (0, z) ∈ GT , and so z = T (0) = 0. It follows that

Dom(T ∗) is dense in H.
Finally, applying the first part of the lemma twice, we have

G(T∗)∗ = J∗
(
(GT∗)⊥

)
= J∗

(
J
(
GT
))

= GT .

It follows that
(
(T ∗)∗, D(T∗)∗

)
= (T,Dom(T )). This completes the proof. �

If (T,Dom(T )) is a closed, densely defined operator from V to W , the null
space and range are denoted by

N(T ) =
{
x ∈ Dom(T )

∣∣∣T [x] = 0
}

;

R(T ) =
{
y ∈W

∣∣∣ (∃x ∈ Dom(T )
)(

T [x] = y
)}

.

Note that since (T,Dom(T )) is closed, it follows that N(T ) is a closed subspace
of V . There are the usual relationships between the null space and range of an
operator and its adjoint.

Proposition 2.5. Let (T,Dom(T )) be a closed, densely defined operator. Then

R(T )⊥ = N(T ∗) and R(T ∗)⊥ = N(T ).

Proof. A vector y ∈ R(T )⊥ if and only if the linear functional on Dom(T )
given by Ly[x] = (Tx, y) is identically zero and hence bounded. But this is equiv-
alent to the condition that y ∈ Dom(T ∗) and T ∗[y] = 0. This establishes the first
equality, and the second follows in the same way. �

We shall also need the following result.

Lemma 2.6. Let T : V → W be a closed, densely defined operator. Then the
following statements are equivalent.

(1) There is a constant C > 0 so that for all x ∈ Dom(T ) ∩N(T )⊥ we have∣∣∣∣x ∣∣∣∣
V
≤ C

∣∣∣∣T (x)
∣∣∣∣
W
.

(2) The range of T is a closed subspace of W .
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(3) There is a constant C > 0 so that for all y ∈ Dom(T ∗)∩N(T ∗)⊥ we have∣∣∣∣ y ∣∣∣∣
W
≤ C

∣∣∣∣T ∗(y)
∣∣∣∣
V
.

(4) The range of T ∗ is a closed subspace of V .

Proof. Suppose that (1) holds, and let {yn} be a sequence in R(T ) which
converges to a point y0 ∈ W . For each n there exists xn ∈ Dom(T ) ∩N(T )⊥ with
yn = T (xn). Then by hypothesis,

∣∣∣∣xm − xn ∣∣∣∣V ≤ C
∣∣∣∣ ym − yn ∣∣∣∣, and so {xn} is

a Cauchy sequence in V , which converges to a point x0 ∈ V . Since T is a closed
operator, y0 = T [x0] ∈ R(T ), which shows that R(T ) is closed. Thus (1) implies
(2), and a similar argument shows that (3) implies (4).

Next, suppose that (2) holds, so that R(T ) = N(T ∗)⊥ is a Hilbert space. Let

E =
{
y ∈ R(T )

∣∣∣ y ∈ Dom(T ∗) and
∣∣∣∣T ∗(y)

∣∣∣∣
V
≤ 1
}
.

Then statement (3) is equivalent to the statement that E is a bounded subset of
R(T ). For any z ∈ R(T ) we can write z = T [x], and so if y ∈ E we have

|(z, y)W | = |(T [x], y)W | = |(x, T ∗[y])V | ≤
∣∣∣∣x ∣∣∣∣

V

∣∣∣∣T ∗[y]
∣∣∣∣
V
≤
∣∣∣∣x ∣∣∣∣

V
. (2.3)

Let

VN =
{
z ∈ R(T )

∣∣∣ sup
y∈E
|(z, y)W | ≤ N

∣∣∣∣ z ∣∣∣∣
W

}
Then VN is closed, and (2.3) shows that z ∈ VN as soon as

∣∣∣∣x ∣∣∣∣
V
≤ N

∣∣∣∣ z ∣∣∣∣
W

.
Thus R(T ) =

⋃∞
N=1 VN . By the Baire category theorem, there exists an integer N ,

a point z0 ∈ VN , and a constant ε > 0 so that
∣∣∣∣ z− z0

∣∣∣∣
W
≤ ε implies z ∈ VN . But

then if
∣∣∣∣ z ∣∣∣∣

W
≤ ε and y ∈ E, both z0 and z − z0 belong to VN so we have

|(z, y)W | ≤ |(z0, y)W |+ |(z − z0, y)W |
≤ N

∣∣∣∣ z0

∣∣∣∣
W

+N
∣∣∣∣ z − z0

∣∣∣∣
W

≤ N
(∣∣∣∣ z0

∣∣∣∣
W

+ ε
)
.

But then if y ∈ E, we have∣∣∣∣ y ∣∣∣∣
W

= sup
{∣∣(z, y)W

∣∣ ∣∣∣ ∣∣∣∣ z ∣∣∣∣
W
≤ 1
}

= ε−1 sup
{∣∣(z, y)W

∣∣ ∣∣∣ ∣∣∣∣ z ∣∣∣∣
W
≤ ε
}

≤ ε−1N
(∣∣∣∣ z0

∣∣∣∣
W

+ ε
)
.

Thus E is bounded, and assertion (3) is established. The proof that assertion (4)
implies assertion (1) is done the same way, and this completes the proof. �

2.2. The spectrum of an operator.

We now suppose that T is a linear transformation which maps a Hilbert space
H to itself.

Definition 2.7. Let (T,Dom(T )) be a closed, densely defined operator on a
Hilbert space H. The spectrum of T , denoted by σ(T ), is the complement in C of
the set of numbers λ such that the operator T − λI : Dom(T ) → H is one-to-one
and onto, and such that the inverse operator (T − λI)−1 is a bounded operator.

Remark 2.8. It follows from the definition that for all λ /∈ σ(T ), the range of
the bounded operator (T − λI)−1 is the domain Dom(T ) of the operator T .
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Proposition 2.9. Let (T,Dom(T )) be a closed, densely defined operator on
a Hilbert space H. Suppose that λ /∈ σ(T ). If |µ − λ| <

∣∣∣∣ (T − λI)−1
∣∣∣∣−1, then

µ /∈ σ(T ). More generally, if neither λ nor µ belong to the spectrum of T then

(T − λI)−1(T − µI)−1 = (T − µI)−1(T − λI)−1

(T − λI)−1 − (T − µI)−1 = −(λ− µ) (T − λI)−1 (T − µI)−1

Proof. We have the following identity of linear mappings on the domain
Dom(T ):

T − µI = T − λI − (µ− λ)I =
[
I − (µ− λ)(T − λI)−1

]
(T − λI).

Our hypothesis is that (T − λI) : Dom(T ) → H is one-to-one and onto, with
bounded inverse. The operator

[
I − (µ− λ)(T − λI)−1

]
is defined on all of H and

is bounded. If this operator is invertible, it follows that T − µI : Dom(T ) → H

is one-to-one and onto, with inverse (T − λI)−1
[
I − (µ− λ)(T − λI)−1

]−1. But if
|µ−λ| <

∣∣∣∣ (T −λI)−1
∣∣∣∣−1, it follows in the usual way that

[
I− (µ−λ)(T −λI)−1

]
is invertible, with the inverse given by the Neuman series[

I − (µ− λ)(T − λI)−1
]−1 =

∞∑
j=0

(µ− λ)j [(T − λI)−1]j .

We leave the verification of the two algebraic identities as an exercise. �

Corollary 2.10. If (T,Dom(T )) is a closed, densely defined operator on a
Hilbert space H, then the spectrum σ(T ) is a closed subset of C.

2.3. Self-adjoint operators.

Definition 2.11. A closed, densely defined operator (T,Dom(T )) on the Hilbert
space H is self-adjoint if (T,Dom(T )) = (T ∗,Dom(T ∗).

Proposition 2.12. Suppose that (T,Dom(T )) is a closed, densely defined self-
adjoint operator on a Hilbert space H.

(1) If x ∈ Dom(T ), it follows that (Tx, x) ∈ R.

(2) The spectrum σ(T ) ⊂ R, and
∣∣∣∣ (T − λI)−1

∣∣∣∣ ≤ =m[λ]−1.

(3) If (Tx, x) ≥ λ0

∣∣∣∣x ∣∣∣∣2 for all x ∈ Dom(T ), then σ(T ) ⊂ [λ0,∞). If λ < λ0,∣∣∣∣ (T − λI)
∣∣∣∣ ≤ (λ0 − λ)−1.

Proof. If x ∈ Dom(T ), then (Tx, x) = (x, Tx) because T is self-adjoint. But
(x, Tx) = (Tx, x), which implies that (Tx, x) ∈ R.

Next let λ = a+ ib with b 6= 0. To show that λ /∈ σ(T ) is equivalent to showing
that bi /∈ σ(T − a). However T − a is another closed, densely defined self-adjoint
operator. Thus in proving (2) it suffices to show that if b 6= 0 then bi /∈ σ(T ). For
x ∈ Dom(T ) we have∣∣∣∣ (T ± bi)[x]

∣∣∣∣2 =
(
(T ± bi)[x], (T ± bi)[x]

)
=
∣∣∣∣T [x]

∣∣∣∣2 + b2
∣∣∣∣x ∣∣∣∣2.

and so ∣∣∣∣x ∣∣∣∣ ≤ b−1
∣∣∣∣ (T ± bi)[x]

∣∣∣∣. (2.4)
It follows from this inequality that both operators (T ± bi) are one-to-one and
have closed range. However if y ∈ H is orthogonal to the range of (T − bi),
then by Proposition 2.5 and Remark 2.5 it follows that y is in the null space of
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(T −bi)∗ = (T ∗+bi) = (T +bi), which is one-to-one. Hence y = 0, and so the range
of (T − bi) is all of H. But then inequality (1.1) shows that

∣∣∣∣ (T − bi)−1
∣∣∣∣ ≤ b−1.

Finally, suppose that (Tx, x) ≥ λ0

∣∣∣∣x ∣∣∣∣2 for all x ∈ Dom(T ), and suppose that
λ < λ0. Then if x ∈ Dom(T ),

(λ0 − λ)
∣∣∣∣x ∣∣∣∣2 ≤ (T [x], x)− λ(x, x) =

(
(T − λI)[x], x

)
≤
∣∣∣∣ (T − λI)[x]

∣∣∣∣ ∣∣∣∣x ∣∣∣∣.
It follows that ∣∣∣∣x ∣∣∣∣ ≤ (λ0 − λ)−1

∣∣∣∣ (T − λI)[x]
∣∣∣∣,

and the proof that (T −λI) is invertible then proceeds in the same way as the proof
of (2). �

Proposition 2.13. Suppose that (T,Dom(T )) is a closed, densely defined self-
adjoint operator on a Hilbert space H. Suppose also that T is one-to-one. Let
Dom(S) = R(T ) be the range of T , and let S = T−1. Then (S,Dom(S)) is also a
closed, densely define sefl-adjoint linear operator on H.

Proof. SinceGS = R(GT ), it is clear that (S,Dom(S)) is closed. Let y ∈ H be
orthogonal to Dom(S) = R(T ) Then by Proposition 2.5, y ∈ Null(T ∗) = Null(T ).
Since T is one-to-one, it follows that y = 0. Thus Dom(S) is dense. Finally, by
Lemma 2.4

GS∗ = (J(GS))⊥ = (J(R(GT )))⊥ = (R(J(GT∗)))⊥

= (R(GT )⊥))⊥ = R(G⊥⊥T ) = R(GT ) = GS .

and hence (S,Dom(S)) is self-adjoint. This completes the proof. �

2.4. The spectral theorem for self-adjoint operators. We now state one
version of the spectral theorem for self-adjoint operators on a Hilbert space H.

Denote by B the algebra of all bounded, complex-valued Borel measurable
functions defined on R. It is important to note that the elements of B are functions,
and not equivalence classes of functions which differ only on a set of measure zero.
If f ∈ B, we write ∣∣∣∣ f ∣∣∣∣ = sup

x∈R
|f(x)|.

If {fn} ⊂ B is a sequence, then fn → f0 uniformly if limn→∞
∣∣∣∣ fn − f0

∣∣∣∣ = 0. We
also say that a sequence {fn} ⊂ B converges monotonically to f0 ∈ B if for every
x ∈ R

fn(x) ≤ f0(x) and lim
n→∞

fn(x) = f0(x).

If H is a Hilbert space with norm
∣∣∣∣ · ∣∣∣∣

H
, let L(H) denote the algebra of

bounded linear transformations from H to H. As usual, if T ∈ L(H),∣∣∣∣T ∣∣∣∣ = sup
{∣∣∣∣T [x]

∣∣∣∣
H

∣∣∣ ∣∣∣∣x ∣∣∣∣
H
≤ 1
}
.

If {Tn} ⊂ L(H) is a sequence of bounded operators, we say that Tn → T0 in norm if
limn→∞

∣∣∣∣Tn−T0

∣∣∣∣ = 0. We say that a sequence {Tn} ⊂ L(H) converges strongly to
an operator T0 ∈ L(H) for every x ∈ H it follows that limn→∞

∣∣∣∣Tn[x]−T0[x]
∣∣∣∣
H

=
0.

Theorem 2.14. Let (T,Dom(T )) be a closed, densely defined, self-adjoint op-
erator on a Hilbert space H. There is a unique algebra homomorphism from B to
L(H) which we write f → f(T ) with the following properties:
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(1) If λ ∈ C− R and if fλ(t) = (t− λ)−1, then fλ(T ) = (T − λI)−1.

(2) If f ∈ B, then f(T ) =
(
f(T )

)∗.
(3) If f ∈ B then

∣∣∣∣ f(T )
∣∣∣∣ ≤ ∣∣∣∣F ∣∣∣∣.

(4) If {fn} ⊂ B is a sequence which converges monotonically to f0 ∈ B, then
the sequence of bounded operators {fn(T )} ⊂ L(H) converges strongly to
f0(T ).

(5) If f ∈ B and if suppt(f) ∩ σ(T ) = ∅, then f(T ) = 0.

3. The initial value problem for the heat operator ∂t + Lx
We now turn to the first step in the construction and estimation of a funda-

mental solution for L, which is the study of the initial value problem for the heat
operator ∂t+Lx on R×Ω given in equations (1.3) and (1.4). We want to solve this
problem by using the spectral theorem to define the operators {e−tL}. In order to
do this, we need to construct a self-adjoint operator (L, DL) on the Hilbert space
L2(Ω).

3.1. The Friedrich’s construction.

In order to define a self-adjoint operator (L, DL), , we begin by restricting our
attention to the dense subspace C∞0 (Ω) ⊂ L2(Ω). Note that for all ϕ ∈ C∞0 (Ω), we
have (

L[ϕ], ϕ
)

=
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2 ≥ 0.

Using this positivity, we follow an argument of Friedrichs [Fri34] to show that there
is a closed, densely defined self-adjoint extension of the operator

(
L, C∞0 (Ω)

)
.

Theorem 3.1. There is an extension of the operator
(
L, C∞0 (Ω)

)
to a self-

adjoint operator
(
L̃, DL

)
with C∞0 (Ω) ⊂ DL. If f ∈ DL, then L[f ] = L̃[f ] in the

sense of distributions. Moreover, if f ∈ DL then:

(1) Xj [f ] ∈ L2(Ω) in the sense of distributions for 1 ≤ j ≤ p;

(2) Xj [f ] ∈ L2(Ω) in the strong sense; that is, there is a sequence {ϕn} ⊂
C∞0 (Ω) such that ϕn → f and Xj [ϕ]→ Xj [f ] in L2(Ω);

(3)
(
L[f ], f

)
=

p∑
j=1

∣∣∣∣Xj [f ]
∣∣∣∣2.

Remark 3.2. Since L̃[f ] = L[f ] in the sense of distributions, we shall usually
simplify notation and write L instead of L̃ unless it is critical to distinguish the two
operators.

Proof. For ϕ,ψ ∈ C∞0 (Ω), put

Q(ϕ,ψ) =
p∑
j=1

(Xj [ϕ], Xj [ψ]) + (ϕ,ψ) = (L[ϕ] + ϕ,ψ)
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so that

Q(ϕ,ϕ) =
p∑
j=1

∣∣∣∣Xj [ϕ]
∣∣∣∣2 +

∣∣∣∣ϕ ∣∣∣∣2 =
(
L[ϕ], ϕ

)
+
∣∣∣∣ϕ ∣∣∣∣2.

Q is a positive-definite Hermitian quadratic form on C∞0 (Ω), and hence

|||ϕ||| = Q(ϕ,ϕ)
1
2

defines a norm, and makes C∞0 (Ω) into a pre-Hilbert space. For ϕ ∈ C∞0 (Ω) we
clearly have ∣∣∣∣ϕ ∣∣∣∣ ≤ |||ϕ|||.

Let W be the completion of C∞0 (Ω) with respect to the norm ||| · |||, so that
W is a Hilbert space. We will continue to write the norm in W as ||| · |||, and the
inner product as Q( · , · ). We show that W can be identified with a subspace of H
which contains C∞0 (Ω).

Let F ∈ W . Since W is the completion of C∞0 (Ω), there exists a sequence
{ϕn} ⊂ C∞0 (Ω) so that limn→0 |||ϕn − F |||2 = 0. Thus {ϕn} is a Cauchy sequence
with respect to the norm ||| · |||. It follows from the definition that the sequence
{ϕn} and each of the sequences {Xj [ϕn]} for 1 ≤ j ≤ p are Cauchy sequences in
L2(Ω). Let i[F ] = f = limn→∞ ϕn and gj = limn→∞Xj [ϕn] be the limits of these
sequences in L2(Ω). It is easy to check that the functions {i[F ] = f, g1, . . . , gp}
depend only on F ∈ W and not on the choice of approximating sequence {ϕn}.
In particular, we have defined a mapping i : W → L2(Ω), which is clearly linear.
Because we have convergence in L2(Ω), if ψ ∈ C∞0 (Ω) we have∫

Ω

gj(x)ψ(x) dx = lim
n→∞

∫
Ω

Xj [ϕn](x)ψ(x) dx

= lim
n→∞

∫
Ω

ϕn(x)X∗j [ψ](x) dx

=
∫

Ω

f(x)X∗j [ψ](x) dx

But this means that Xj [f ] = gj in the sense of distributions.
In particular, if i[F ] = f = 0 we must have gj = Xj [f ] = 0 for each j. But

then if {ϕn} ⊂ C∞0 (Ω) is a sequence which converges to F in W , we have ϕn → 0
and Xj [ϕn] → 0 in L2(Ω). Thus |||ϕn||| → 0. But this means that F = 0, so the
mapping i : W → L2(Ω) is one-to-one. We can thus identify W with its image i[W ]
in L2(Ω). We have shown that C∞0 (Ω) ⊂ W , and if f ∈ W , then Xj [f ] ∈ L2(Ω)
strongly and in the sense of distributions.

For each g ∈ L2(Ω), define a linear functional Lg : W → C by setting Lg[f ] =∫
Ω
f(x) g(x) dx. We have∣∣Lg[f ]

∣∣ =
∣∣(f, g)

∣∣ ≤ ∣∣∣∣ f ∣∣∣∣ ∣∣∣∣ g ∣∣∣∣ ≤ ∣∣∣∣ g ∣∣∣∣ |||f |||.
Thus Lg is a bounded linear functional on the Hilbert space W , and by the Riesz

representation theorem there exists a unique element B[g] ∈ W with
∣∣∣∣∣∣B[g]

∣∣∣∣∣∣ ≤∣∣∣∣ g ∣∣∣∣ so that for all f ∈W ,

(f, g) = Lg[f ] = Q(f,B[g]). (3.1)
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Clearly B is linear, and since
∣∣∣∣B[g]

∣∣∣∣ ≤ ∣∣∣∣∣∣B[g]
∣∣∣∣∣∣ ≤ ∣∣∣∣ g ∣∣∣∣, it follows that B :

L2(Ω) → W is a bounded linear transformation. Since for any g1, g2 ∈ L2(Ω) we
know that B[gj ] ∈W , we can apply (3.1) to get

(B[g1], g2) = Q(B[g1], B[g2]) = Q(B[g2], B[g1]) = (B[g2], g1) = (g1, B[g2]).

Thus B is a self-adjoint operator. Also (B[g], g) = Q(B[g], B[g]) ≥ 0, so B is non-
negative. Finally, if B[g] = 0, then for all f ∈ W we have 0 = Q(f,B[g]) = (f, g),
and so g is orthogonal to W . Since W contains C∞0 (Ω) and therefore is dense, it
follows that g = 0. Thus B is one-to-one.

Let DL ⊂W be the range of B. We show that C∞0 (Ω) ⊂ DL and that

B
[
L[ψ] + ψ

]
= ψ (3.2)

for ψ ∈ C∞0 (Ω). Put g = L[ψ] +ψ. Let ϕ ∈ C∞0 (Ω) ⊂W . Then from equation (3.1)
we have

Q(ϕ,B[g]) = (ϕ, g) = (ϕ,L[ψ] + ψ) = Q(ϕ,ψ).

Thus B[g] − ψ is orthonogal in the Hilbert space W to the subspace C∞0 (Ω). But
since W was the completion of C∞0 (Ω), it follows that C∞0 (Ω) is dense in W , and so
B[g] = ψ. Thus ψ ∈ DL and we have verified equation (3.2).

On C∞0 (Ω), the operator L + I is the same as the operator B−1. Thus the
operator (B−1, DL) is an extension of the operator (L+ I, C∞0 (Ω)). Since B is self
adjoint, it follows from Proposition 2.13 that (B−1, DL) is self adjoint, and is an
extension of the operator L+ I on the space C∞0 (Ω). It follows that L̃ = B−1 − I
is a self-adjoint extension of the operator (L, C∞0 (Ω)).

It remains to show that if f ∈ DL, then L̃[f ] = L[f ] in the sense of distributions.
Let ψ ∈ C∞0 (Ω). Then since C∞0 (Ω) ⊂ DL and (B−1 − I) is self-adjoint and equals
L on C∞0 (Ω) we have(

L̃[f ], ψ
)

=
(
(B−1 − I)[f ], ψ

)
=
(
f, (B−1 − I)[ψ]

)
=
(
f,L[ψ]

)
.

This then completes the proof. �

Remark 3.3. As discussed at the beginning of Section ??, this argument uses
the Riesz representation theorem to produce a solution of the equation T [f ] = L[f ]+

f = g as a consequence of the estimate
∣∣∣∣ϕ ∣∣∣∣2 ≤ ∣∣∣∣∣∣ϕ ∣∣∣∣∣∣2 =

(
L[ϕ], ϕ

)
+
∣∣∣∣ϕ ∣∣∣∣2.

The choice of a domain for a differential operator can encode boundary behavior
of the functions in the domain. At least when Ω has smooth boundary, we now
show that smooth elements of DL must vanish at non-characteristic points of ∂Ω.
Suppose that ρ ∈ C∞(Rn), that |∇ρ(x)| = 1 when ρ(x) = 0, and that

Ω =
{
x ∈ Rn

∣∣∣ ρ(x) < 0
}
.

Suppose that f ∈ C∞(Ω) and X ∈ T (Ω). (This means that f and the coefficients
of the vector field X are infinitely differentiable in a neighborhood of the closure
of Ω). Let dσ denote surface area measure on ∂Ω The divergence theorem asserts
that ∫

Ω

X[f ](x) dx =
∫
∂Ω

X[ρ](y) f(y) dσ(y). (3.3)

We say that a point y ∈ ∂Ω is non-characteristic for the vector fieldX ifX[ρ](y) 6= 0.
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Lemma 3.4. Suppose that f ∈ C∞(Ω) ∩ DL. Then f(y) = 0 for every point
y ∈ ∂Ω which is non-characteristic for at least one of the vector fields {X1, . . . , Xp}.

Proof. If f ∈ C∞(Ω), then for any g ∈ C∞(Ω) we have

(Xj [f ], g)L2(Ω) =
∫

Ω

Xj [f ](x) g(x) dx

=
∫

Ω

Xj [f g](x) dx+
∫

Ω

f(x)X∗j [g](x) dx

= (f,X∗j [g]) +
∫
∂Ω

f(y)Xj [ρ](y) g(y) dσ(y).

On the other hand, if f ∈ DL, there exists {ϕn} ⊂ C∞0 (Ω) with ϕn → f and
Xj [ϕn]→ Xj [f ] for 1 ≤ j ≤ p, with convergence in L2(Ω). Thus we have

(Xj [f ], g)L2(Ω) = lim
n→∞

∫
Ω

Xj [ϕn](x) g(x) dx

= lim
n→∞

[∫
Ω

Xj [ϕn g](x) dx+
∫

Ω

ϕn(x)X∗j [g](x) dx
]

= lim
n→∞

(ϕn, X∗j [g])

= (f,X∗j [g]).

It follows that ∫
∂Ω

f(y)Xj [ρ](y) g(y) dσ(y) = 0

for every g ∈ C∞(Ω), and hence f(y) = 0 at every point at which Xj [ρ](y) 6= 0. �

Corollary 3.5. If f ∈ DL and L[f ] = 0, then f = 0.

Proof. If L[f ] = 0, then since L is hypoelliptic, it follows that f ∈ C∞(Ω).
On the other hand, since f ∈ DL it follows that 0 = (L[f ], f) =

∑p
j=1

∣∣∣∣Xj [f ]
∣∣∣∣2,

and hence Xj [f ] = 0 for 1 ≤ j ≤ p. Since the vector fields {X1, . . . , Xp} are of
finite type, it follows that ∂xk [f ] = 0f on Ω for 1 ≤ k ≤ n, and hence that f is a
constant. But then f ∈ C∞(Ω), and so f = 0 at every non-characteristic boundary
point. Since this set is non-empty, it follows that f ≡ 0. �

3.2. The heat semigroup {e−tL}.

We can now apply the spectral theorem to the self-adjoint operator (L, DL).
Note that by part (3) of Theorem 3.1, (L[f ], f) ≥ 0 for every f ∈ DL, and hence by
part (3) of Proposition 2.12, σ(L) ⊂ [0,∞). Thus the spectral theroem (Theorem
2.14) guarantees the existence of a unique algebra homomorphism f → f(L) from
the algebra B = B[0,∞) of bounded Borel functions on the non-negative real axis
to the algebra L

(
L2(Ω)

)
of bounded linear operators on L2(Ω) with the following

properties:
(1) If λ ∈ C− R and if fλ(t) = (t− λ)−1, then fλ(L) = (L − λI)−1.

(2) If f ∈ B is complex-valued, then f(L) =
(
f(L)

)∗. In particular, if f ∈ B
is real valued, then f(L) is self-adjoint.

(3) If f ∈ B then
∣∣∣∣ f(L)

∣∣∣∣ ≤ sup
x≥0
|f(x)|.
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(4) If {fn} ⊂ B is a sequence which converges monotonically to f0 ∈ B, then
the sequence of bounded operators {fn(L)} ⊂ L(H) converges strongly to
f0(L).

For each t ≥ 0, let et(x) = e−tx for x ≥ 0. Then each function et is a bounded
continuous function on [0,∞). Let e−tL denote the corresponding bounded linear
operator on L2(Ω) given by the spectral theorem. The family of operators {e−tL} for
t ≥ 0 forms what is known as a strongly continuous semigroup of contractions, called
the heat semigroup for L. The use of the terms “strongly continuous”, “semigroup”,
and “contractions” is justified in the following proposition.

Proposition 3.6. The family of bounded linear operators
{
e−tL

}
t≥0

on L2(Ω)
have the following properties:

(1) (Strongly continuous) For each f ∈ L2(Ω), the mapping t→ e−tL[f ] from
[0,∞) to L2(Ω) is continuous.

(2) (Semigroup) For t1, t2 ≥ 0, e−t1L e−t2L = e−(t1+t2)L. In particular, the
operator e−0L = I is the identity operator.

(3) (Contractions) For each t ≥ 0 and each f ∈ L2(Ω),
∣∣∣∣ e−tL[f ]

∣∣∣∣ ≤ ∣∣∣∣ f ∣∣∣∣.
Proof. The functions {et} converge monotonically to et0 as t→ t0 from above.

Similarly, the functions {−et} converge monotonically to −et0 as t → t0 from
below. Thus the continuity of t → e−tL[f ] follows from statement (4) in Theorem
2.14. The semigroup property follows from the fact that the functions {et} satisfy
et1 et2 = et1+t2 , and from the fact that the correspondence et → e−tL given by the
spectral theorem is an algebra homomorphism. Finally the norm estimate follows
from the fact that |et(x)| ≤ 1 and statement (3) in Theorem 2.14. �

Before stating the important properties of the heat semigroup, we introduce the
definition of the domain of the operator LN when N ≥ 1. Of course, the domain of
L1 = L is the subspace DL. Assuming that we have defined the domain of LN as
a subspace DLN ⊂ DL, the domain of LN+1 is the subspace of elements f ∈ DLN
such that L[f ] ∈ DLN . It is then easy to check that the domain of LN is the range
of the bounded linear operator

[
(L − λI)−1

]N for any λ /∈ R.

Theorem 3.7. The heat semigroup
{
e−tL

}
t≥0

has the following properties:

(1) For all f ∈ L2(Ω),

lim
t→0+

e−tL[f ] = f,

lim
t→+∞

e−tL[f ] = 0,

with convergence in the norm in L2(Ω).

(2) If f ∈ DL then∣∣∣∣ e−tL[f ]− f
∣∣∣∣
L2(Ω)

≤ t
∣∣∣∣L[f ]

∣∣∣∣
L2(Ω)

.
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(3) For all t > 0 and all positive integers N , the range of e−tL is contained
in the the domain of LN . The operator LN e−tL is a bounded operator on
L2(Ω) and∣∣∣∣Ln e−tL[f ]

∣∣∣∣
L2(Ω)

≤
(
N

e

)N
t−N

∣∣∣∣ f ∣∣∣∣
L2(Ω)

.

(4) If f ∈ DL then e−tL
[
L[f ]

]
= L

[
e−tL[f ]

]
.

(5) For f ∈ L2(Ω), the mapping t → e−tL[f ] is differentiable for t > 0, and
d

dt

(
e−tL[f ]

)
= −L

[
e−tL[f ]

]
. In other words, if t > 0 and f ∈ L2(Ω),

lim
h→0

∣∣∣∣h−1
[
e−(t+h)L[f ]− e−tL[f ]

]
+ L

[
e−tL[f ]

] ∣∣∣∣ = 0.

Proof. The first equality in statement (1) follows from Proposition 3.6. Let

e∞(x) =

{
0 if x > 0,
1 if x = 0.

Then the functions {−et} converge monotonically to −e∞ as t → +∞, so by
strong continuity, for each f ∈ L2(Ω), limt→+∞ e−tL[f ] = e∞(L)[f ]. But e∞(L)
is the orthogonal projection onto the null space of L. This completes the proof of
statement (1).

According to Remark 2.8, the domain of L is the range of (L−λI)−1 if λ /∈ σ(L).
Thus if f ∈ DL there exists g ∈ L2(Ω) with f = (L+ iI)−1[g], or

L[f ] = g − if =
(
I − i(L+ iI)−1

)
[g].

We also have

e−tL[f ]− f =
[
e−tL(L+ iI)−1 − (L+ iI)−1

]
[g] = (e−tL − I)(L+ iI)−1[g].

Put

F1(x) = (1− i(x+ i)−1) =
x

x+ i

F2(x) =
e−tx − 1
x+ i

G(x) = t

(
e−tx − 1

tx

)
.

These are all bounded Borel functions on the spectrum of L, and since F2 = GF1, it
follows from the spectral theorem that F2(L) = G(L)F1(L). Thus

(
e−tL − I

)
[f ] =

G(L)
[
L[f ]

]
. It follows that∣∣∣∣ (e−tL − I)[f ]

∣∣∣∣
L2(Ω)

≤
∣∣∣∣G(L)

∣∣∣∣ ∣∣∣∣L[f ]
∣∣∣∣.

But ∣∣∣∣G(L)
∣∣∣∣ ≤ sup

x≥0
|G(x)| = t,

and this establishes part (2).
The function e−tx = [(x+i)−1]N

[
(x+i)Ne−tx

]
, and since FN (x) = (x+i)Ne−tx

is a bounded Borel function on [0,∞), it follows that e−tL = [(L+ iI)−1]NFN (L).
Thus the range of e−tL is contained in the range of [(L + iI)−1]N , which is the
domain of LN .
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The function GN (x) = xNe−tx is a bounded Borel function on [0,∞). We show
by induction that GN (L) = LNe−tL. The case N = 0 is just the definition of e−tL.
Assume that the statement is true for some N ≥ 0. Then we have

GN (x) = (x+ i)−1GN+1(x) + i(x+ i)−1GN (x)

and hence

LNe−tL = (L+ iI)−1GN+1(L) + i(L+ iI)−1LNe−tL.

We can apply (L + iI) to both sides, and conclude that GN+1(L) = LN+1e−tL.
But then∣∣∣∣LNe−tL[f ]

∣∣∣∣
L2(Ω)

≤
[

sup
x∈[0,∞)

GN (x)
] ∣∣∣∣ f ∣∣∣∣

L2(Ω)
=
(
N

e

)N
t−N

∣∣∣∣ f ∣∣∣∣
L2(Ω)

.

This proves statement (3).
To establish statement (4), let f ∈ DL, and write f = (L + iI)−1[g] with

g ∈ L2(Ω). We have already observed that if if F1(x) = x(x+ i)−1, then F1(L)[g] =
L[f ]. But then since [

e−tx
] [ x

x+ i

]
=
[
x e−tx

] [ 1
x+ i

]
,

we have e−tL F1(L) = L e−tL(L+ iI)−1, and so

e−tL
[
L[f ]

]
= e−tLF1(L)[g] = L e−tL(L+ iI)−1[g] = L e−tL[f ].

Statement (5) follows from the observation that d
dt

(
e−tx

)
= −xe−tx,and for t 6=

0 the difference quotients which approximate the derivative converge monotonically
to the derivative. Thus for each f ∈ L2(Ω) we have

lim
h→0

e−(t+h)L[f ]− e−tL[f ]
t

= −Le−tL[f ].

�

The heat semigroup gives us a solution to the initial-value problem posed in
equations (1.3) and (1.4).

Theorem 3.8. For each f ∈ L2(Ω), let u(x, t) = e−tL[f ](x). Then u ∈
C∞
(
(0,∞)× Ω

)
, and satisfies the following two properties:

(1)
[
∂t + Lx

]
[u](t, x) = 0 for t > 0 and x ∈ Ω;

(2) lim
t→0+

∫
Ω

|u(x, t)− f(x)|2 dx = 0.

Proof. Define a distribution Ψf on (0,∞)×Ω as follows. If ψ ∈ C∞0
(
(0,∞)×

Ω
)
, set〈

Ψf , ψ
〉

=
∫ ∞

0

[∫
Ω

e−tL[f ](x)ψ(t, x) dx
]
dt =

∫ ∞
0

(
e−tL[f ], ψt

)
L2(Ω)

dt

where ψt(x) = ψ(t, x). In fact, both t → e−tL[f ] and t → ψt are differentiable
functions with values in L2(Ω), and so the function t →

(
e−tL[f ], ψt

)
L2(Ω)

is dif-
ferentiable with compact support in (0,∞). If the support of ψ is contained in the
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set {(t, x)
∣∣∣ 0 < α ≤ t ≤ β <∞}, the crude estimate∣∣∣〈Ψf , ψ

〉∣∣∣ ≤ (β − α)
∣∣∣∣ f ∣∣∣∣

L2(Ω)
sup
α≤t≤β

∣∣∣∣ψt ∣∣∣∣L2(Ω)

shows that this linear functional is continuous. Next, since (e−tL[f ], ψt) is dif-
ferentiable as a function of t and has compact support in (0,∞). Recall that
∂t[e−tL[f ]] = −L

[
e−tL[f ]

]
. Then using the fundamental theorem of calculus and

the product rule, we have for every ψ ∈ C∞0
(
(0,∞)× Ω

)
0 = −

∫ ∞
0

d

dt
[(e−tL[f ], ψt)] dt

=
∫ ∞

0

(
Lx
[
e−tL[f ]

]
, ψt
)
dt−

∫ ∞
0

(
e−tL[f ], ∂tψt

)
dt

=
∫ ∞

0

(
e−tL[f ],Lxψt

)
dt−

∫ ∞
0

(
e−tL[f ], ∂tψt

)
dt

=
∫ ∞

0

(
e−tL[f ], [−∂t + Lx][ψt]

)
dt

=
〈

Ψf , [−∂t + Lx][ψ]
〉

Thus [∂t + L][Ψf ] = 0 in the sense of distributions. However, the operator

∂t + L = ∂t −
p∑
j=1

X2
j −

p∑
j=1

(∇·Xj)Xj

is of the type studied in Chapter A, and is hypoelliptic. It follows that u(t, x) =
e−tL[f ](x) is infinitely differentiable, and satisfies the heat equation

[
∂t+Lx

]
[u] = 0

in the classical sense. This establishes conclusion (1). Conclusion (2) is just the
statement that e−tL[f ]→ f in L2(Ω) as t→ 0+. This completes the proof. �

4. The heat kernel and heat equation

4.1. The heat kernel.

In this section we prove the existence and study the basic properties of the heat
kernel H ∈ C∞

(
(0,∞) × Ω × Ω

)
associated to the initial value problem solved in

Section 3.

Theorem 4.1. There is a function H : (0,∞)×Ω×Ω→ C with the following
properties:

(1) For fixed (t, x) ∈ (0,∞)×Ω, the function y → H(t, x, y) belongs to L2(Ω).

(2) For each f ∈ L2(Ω)

e−tL[f ](x) =
∫

Ω

f(y)H(t, x, y) dy. (4.1)

(3) If (t, x, y) ∈ (0,∞)× Ω× Ω), then H(t, x, y) = H(t, y, x).
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(4) H ∈ C∞
(
(0,∞)× Ω× Ω

)
, and satisfies the heat equations

∂tH(t, x, y) + LxH(t, x, y) = 0,

∂tH(t, x, y) + LyH(t, x, y) = 0,

for (t, x, y) ∈ (0,∞)× Ω× Ω.

The proof of Theorem 4.1 will follow from a succession of lemmas. First, ac-
cording to Theorem 3.8, the mapping (t, x)→ e−tL[f ](x) is infinitely differentiable.
Hence for each integer m ≥ 0 and each x ∈ Ω, the mapping f → Lmx e−tL[f ](x) is
a linear functional on L2(Ω). The key fact, which depends on the the subelliptic
estimates for L, is that this functional is bounded.

Lemma 4.2. Let m ≥ 0 and let K ⊂ Ω be a compact set. Choose an integer N
so that Nε > n + 2m. There is an allowable constant C so that for each t > 0, if
x ∈ K then for all f ∈ L2(Ω),∣∣Lmx e−tL[f ](x)

∣∣ ≤ C (1 + t−N )
∣∣∣∣ f ∣∣∣∣

L2(Ω)
.

Proof. Choose ζ ∈ C∞0 (Ω) with ζ(x) = 1 for all x ∈ K. Then choose cut-off
functions ζ ≺ ζ1 ≺ · · · ≺ ζN = ζ ′. By the Sobolev imbedding theorem, we have∣∣Lmx e−tL[f ](x)

∣∣ =
∣∣Lmx ζ(x)e−tL[f ](x)

∣∣ ≤ C∣∣∣∣ ζe−tL[f ]
∣∣∣∣
n+2m

.

Using the basic subelliptic estimate, we have∣∣∣∣ ζe−tL[f ]
∣∣∣∣
n+2m

≤ C
[∣∣∣∣ ζ1Le−tL[f ]

∣∣∣∣
n+2m−ε +

∣∣∣∣ ζ1e−tL[f ]
∣∣∣∣

0

]
.

If we repeat this argument N times we obtain∣∣∣∣ ζe−tL[f ]
∣∣∣∣
n+2m

≤ C
N∑
j=0

∣∣∣∣ ζ ′Lje−tL[f ]
∣∣∣∣

0
≤ C(1 + t−N )

∣∣∣∣ f ∣∣∣∣
L2(Ω)

,

which completes the proof. �

An application of the Riesz representation theorem gives the following result.

Corollary 4.3. For t > 0, m a non-negative integer, and x ∈ Ω, there exists
a unique function Ht,x,m ∈ L2(Ω) so that

Lmx e−tL[f ](x) =
∫

Ω

f(y)Ht,x,m(y) dy.

Moreover, if K ⊂ Ω is compact and if C is the corresponding constant from Lemma
4.2, then if x ∈ K, ∫

Ω

|Ht,x,m(y)|2 dy ≤ C2 (1 + t−N )2.

For each α we would like to regard Ht,x,m(y) as a measurable function of three
variables (t, x, y). We proceed as follows. Each element Ht,x,m is by definition an
equivalence class of measurable, square-integrable functions on Ω which differ only
on sets of measure zero. For each t, x,m, choose one representative of this class,
defined for all y ∈ Ω, which we again call Ht,x,m. Then we can define a function
Hm(t, x, y) to be the value of Ht,x,m at the point y.

Proposition 4.4. The function Hm is measurable on (0,∞)× Ω× Ω.

Proof. Each function Hm satisfies the following properties:
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(i) For each fixed (t, x) ∈ (0,∞)×Ω, the function y → Hm(t, x, y) is measur-
able and in L2(Ω).

(ii) For each fixed f ∈ L2(Ω) the functions (t, x) →
∫

Ω
f(y)Hm(t, x, y) dy is

infinitely differentiable, and hence in particular is continuous.
Choose ϕ ∈ C∞0 (Rn) supported in the unit ball with

∫
Rn ϕ(u) du = 1. For each

positive integer k put ϕk(u) = knϕ(ku). Let ΩN = {u ∈ Ω
∣∣∣B(u,N−1) ⊂ Ω} be

the set of points in Ω whose distance to the boundary is at least N−1. For each
k > N , consider the function defined on (0,∞)× Ω× ΩN by

Hm,k(t, x, y) =
∫

Ω

ϕk(u− y)Hm(t, x, u) du.

Then Hm,k is continuous in (t, x, y), and hence is measurable. Also for each (t, x),
limk→∞Hm,k(x, t, y) = Hm(x, t, y) for almost all y. The set of points at which
limk→∞Hm,k(t, x, y) does not exist is measurable, and it follows that Hm is mea-
surable. �

When m = 0, we shall write H0(t, x, y) as H(t, x, y). This then establishes
parts (1) and (2) of Theorem 4.1. Next, since the function x→ e−tx is real-valued,
it follows from the spectral theorem that the operator e−tL is self-adjoint. Thus if
ϕ,ψ ∈ L2(Ω) we have

(Lme−tL[ϕ], ψ) =
∫

Ω

Lme−tL[ϕ](x)ψ(x) dx =
∫∫

Ω×Ω

ϕ(y)ψ(x)Hm(t, x, y) dx dy.

On the other hand,

(Lme−tL[ϕ], ψ) = (e−tL[ϕ],Lmψ) (using integration by parts),

= (ϕ, e−tL
[
Lm[ψ]

)
(since e−tL is self-adjoint),

= (ϕ,Lm e−tL[ψ]
)

(since e−tLLm[ψ] = Lme−tL[ψ]).

But

(ϕ,Lme−tL[ψ]) =
∫

Ω

ϕ(y)Lme−tL[ψ](y) dy =
∫∫

Ω×Ω

ϕ(y)ψ(x)Hm(t, y, x) dx dy.

It follows that for each t > 0, we have Hm(t, x, y) = Hm(t, y, x) for almost all
(x, y) ∈ Ω× Ω. In particular, for each (t, y) the function x→ H(t, x, y) belongs to
L2(Ω). Once we show that H is actually infinitely differentiable, this will establish
part (3).

For every integer m ≥ 0 and every ϕ ∈ C∞0 (Ω), we have∫
Ω

ϕ(y)Hm(t, x, y) dy = Lmx e−tL[ϕ](x) = Lmx
[ ∫

Ω

ϕ(y)H(t, x, y) dy
]
.

If we integrate this against ψ ∈ C∞0 (Ω) we get∫∫
Ω×Ω

ϕ(y)ψ(x)Hm(t, x, y) dy dx =
∫∫

Ω×Ω

ϕ(y)Lmx ψ(x)H(t, x, y) dy dx,

and consequently∫
Ω

Lmψ(x)H(t, x, y) dx =
∫

Ω

ψ(x)Hm(t, x, y) dx =
∫

Ω

ψ(x)Ht,y,m(x) dx.
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It follows that for each fixed (t, y), Lmx H(t, x, y) = Ht,y,m(x) in the sense of distri-
butions, and since Hm(t, x, y) = H(t, y, x), we also have Lmy H(t, x, y) = Hm(t, x, y)
in the sense of distributions.

But since Ht,y,m ∈ L2(Ω), we can now use the basic subelliptic estimate again.
For any s > 0, choose N so that Nε > s. Choose ζ ≺ ζ1 ≺ · · · ≺ ζN = ζ ′ ∈ C∞0 (Ω).
Then for fixed (t, y) we have∣∣∣∣ ζ H(t, ·, y)

∣∣∣∣
s
≤ C

[∣∣∣∣ ζ1 LH(t, ·, y)
∣∣∣∣
s−ε +

∣∣∣∣H(t, ·, y)
∣∣∣∣

0

≤ C
[∣∣∣∣ ζ2 L2H(t, ·, y)

∣∣∣∣
s−2ε

+
∣∣∣∣LH(t, ·, y)

∣∣∣∣
0

+
∣∣∣∣H(t, ·, y)

∣∣∣∣
0

]
≤ · · ·

≤ C
N∑
m=0

∣∣∣∣ ζ ′ LmH(t, ·, y)
∣∣∣∣

0
<∞.

It follows that the function x→ H(t, x, y) is infinitely differentiable, and a similar
argument shows that y → H(t, x, y) is infinitely differentiable.

It follows from Corollary 4.3 that the functions (x, y)→ Hm(t, x, y) are locally
square integrable on Ω×Ω. Thus since all pure x derivatives and all pure y deriva-
tives of H(t, x, y) are square integrable, it follows from classical elliptic theory that
the function (x, y)→ H(t, x, y) is infinitely differentiable.

Finally, it follows from Theorem 3.8 that

[∂t + Lx]
[∫

Ω

H(t, x, y)ϕ(y) dy
]

= 0

for all ϕ ∈ C∞0 (Ω). Integrating against a test function in C∞0
(
(0,∞)×Ω), it follows

that, in the sense of distributions, [∂t +Lx]H(t, x, y) = 0 for each y ∈ Ω. But since
[∂t+Lx] is hypoelliptic, it follows that (t, x)→ H(t, x, y) is infinitely differentiable,
and ∂mt H(t, x, y) = (−1)mLmx H(t, x, y) = (−1)mLmy H(t, x, y). It follows that H is
infinitely differentiable on (0,∞)×Ω×Ω, and satisfies the heat equations specified
in part (4) of Theorem 4.1. This completes the proof of the theorem.

4.2. The heat equation on R× Ω.

In this section we study the operator ∂t+Lx on the whole space R×Ω. Extend
the domain of the function H by setting H(t, x, y) = 0 for t ≤ 0, and then define

H̃
(
(t, x), (s, y)

)
= H(s− t, x, y). (4.2)

for (t, x), (s, y) ∈ R× Ω. If ψ ∈ C∞0 (R× Ω), set〈
K(t,x), ψ

〉
= lim
η→0+

∫ +∞

η

∫
Ω

K
(
(s, x), (0, y)

)
ψ(s, y) dy ds

= lim
η→0+

∫ +∞

η

∫
Ω

H(s, x, y)ψ(s+ t, y) dy ds.
(4.3)

Lemma 4.5. The limit in equation (4.3) exists, and K(t,x) is a distribution on
R× Ω. Moreover, [∂s + Ly][K(t,x)] = δt ⊗ δx in the sense of distributions.

Proof. Set ψt,s(y) = ψ(s + t, y). Then ψt,s ∈ C∞0 (Ω). Choose a positive
integer N so that Nε > n

2 . Choose ζ ≺ ζ1 ≺ · · · ≺ ζN = ζ ′ ∈ C∞0 (Ω) with ζ(x) = 1.
Then by the Sobolev imbedding theorem and the basic subelliptic estimate applied
N times we have
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∣∣∣∣∫
Ω

H(s, x, y)ψ(s+ t, y) dy
∣∣∣∣ =

∣∣ζ(x) e−sL[ψt,s](x)
∣∣

≤ C
∣∣∣∣ ζ e−sL[ψs,t]

∣∣∣∣
Nε

≤ C
[∣∣∣∣ ζ1L[e−sL[ψs,t]

] ∣∣∣∣
(N−1)ε

+
∣∣∣∣ ζ1 e−sL[ψs,t]

∣∣∣∣
0

]
≤ · · ·

≤ C
N∑
j=0

∣∣∣∣ ζ ′ Lj[e−sL[ψs,t]
] ∣∣∣∣

0

But since C∞0 (Ω) ⊂ DL, it follows from Theorem 3.7, part (4), that Lj
[
e−sL[ψs,t]

]
=

e−sL
[
Lj [ψs,t]

]
, and hence∣∣∣∣∫

Ω

H(s, x, y)ψ(s+ t, y) dy
∣∣∣∣ ≤ C N∑

j=0

∣∣∣∣ e−sL[Lj [ψs,t]] ∣∣∣∣0 ≤ C N∑
j=0

∣∣∣∣Lj [ψs,t] ∣∣∣∣0.
This last quantity is uniformly bounded in s, and hence∣∣∣∣∫ η2

η1

∫
Ω

H(s, x, y)ψ(s+ t, y) dy ds
∣∣∣∣ ≤ C |η2 − η1| sup

s,t

N∑
j=0

∣∣∣∣Lj [ψs,t] ∣∣∣∣0.
This shows that the limit in equation (4.3) exists, and that K(t,x) is a distribution
on R× Ω.

Again let ψ ∈ C∞0 (R× Ω). We have〈
K(t,x), ∂yψ

〉
= lim
η→0+

∫
Ω

∫ ∞
η

H(s, x, y) (∂sψ)(s+ t, y) ds dx

= lim
η→0+

∫
Ω

[
H(s, x, y)ψt,s(y)

∣∣∣∞
s=η
−
∫ ∞
η

∂sH(s, x, y)ψt,s(y) ds
]
dy

= − lim
η→0+

[∫
Ω

H(η, x, y)ψt,η(y) dy +
∫ ∞
η

∫
Ω

LyH(s, x, y)ψt,s(y) dy ds
]

= − lim
η→0+

∫
Ω

H(η, x, y)ψt,η(y) dy +
〈
K(t,x),Lyψ

〉
It follows that〈

K(t,x), [−∂y + Ly]ψ
〉

= lim
η→0+

e−ηL[ψt,η](x) = ψ(t, x).

This completes the proof. �

Corollary 4.6. The distribution K(t,x) is given by a function which is infin-
itely differentiable on R × Ω − {(t, x)}. In particular, for every multi-index α, if
x 6= y it follows that

lim
t→0+

∂αyH(t, x, y) = 0. (4.4)
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5. Pointwise estimates for H

5.1. Scaling maps.

We begin by recalling the definition and properties of scaling maps. Let
{X1, . . . , Xp} be smooth real vector fields defined in a neighborhood of the clo-
sure of a smoothly bounded open set Ω ⊂ Rn. Let ρ : Ω × Ω → [0,∞) be the
control metric generated by these vector fields, and let {B(x, δ)} denote the cor-
responding family of control-metric balls. Let B(r) denote the Euclidean ball of
radius r centered at the origin.

Lemma 5.1. There exists δ0 > 0, and for every x0 ∈ Ω and every 0 < δ < δ0
there exists a diffeomorphism Φ = Φx0,δ : B(1)→ Rn with the following properties:

(1) B(x0,
1
2
δ) ⊂ Φ

(
B(

1
2

)
)
⊂ B(x0, δ) ⊂

(
B(1)

)
.

(2) Let JΦ denote the absolute value of the Jacobian determinant of the map-
ping Φ. There is a constant C so that for all u ∈ B(1) we have

C−1
∣∣B(x, δ)

∣∣ ≤ JΦ(u) ≤ C
∣∣B(x, δ)

∣∣.
Let {Z1, . . . , Zp} be the vector fields on B(1) so that dΦ[Zj ] = δXj. If

L = −
p∑
j=1

X2
j +

p∑
j=1

αj Xj ,

and if

Z = −
∑
j=1

Zpj + δ

p∑
j=1

(αj ◦ Φ−1)Zj

then
dΦ(Z) = δ2 L.

Moreover, Z satisfies subelliptic estimates which are uniform in x and δ. If ζ ≺
ζ ′ ∈ C∞0

(
B(1)

)
, then if u is a distribution on B(1), we have∣∣∣∣ ζ u ∣∣∣∣

s+ε
≤ C

[∣∣∣∣ ζ ′Z[u]
∣∣∣∣
s

+
∣∣∣∣ ζ ′ u ∣∣∣∣

0

]
where the constant C can depend on the choice of ζ, ζ ′, but is independent of x and
δ. The mappings {Φx0,δ} are called the scaling maps.

5.2. A bound for the scaled initial value problem.

Now consider the heat operator

H = ∂t + L = ∂t +
p∑
j=1

X∗jXj = ∂t −
p∑
j=1

X2
j +

p∑
j=1

αj Xj .

For each (x0) ∈ R × Ω and 0 < δ < δ0, define a mapping Ψ = Ψx0,δ

(
R × B(1)

)
→

R× Rn by setting
Ψx0,δ(s, u) =

(
δ2s,Φx0,δ(u)

)
.

Then
dΨx0,δ[∂s + Zu] = δ2

[
∂t + Lx

]
.

Essentially, we can think of the operator ∂s + Zu as the normalized heat operator
on R × B(1) which corresponds to the heat operator ∂t + Lx on R × B(x0, δ)
under the change of variables given by the mapping Ψt0,x0,δ. In particular, the
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operators ±∂s + Zu satisfy subelliptic estimates on R× B(1) which are uniform in
the parameters (t0, x0, δ).

We can now pull back the heat kernel H using this same change of variables.
If s > 0 and u, v ∈ B(1), put

W (s, u, v) = Wx0,δ(s, u, v) = H
(
δ2s,Φx0,δ(u),Φx0,δ(v)

)
.

It follows from the definition of Z and the chain rule that[
∂s + Zu

]
[W ](s, u, v) = 0,[

∂s + Zv
]
[W ](s, u, v) = 0

For s > 0 and f ∈ C∞0
(
B(1)

)
define

Ws[f ](u) =
∫

B(1)

W (s, u, v) f(v) dv =
∫

B(1)

H
(
δ2s,Φ(u),Φ(v)

)
f(v) dv.

The key point is that we can bound the norm of the operator Ws on L2
(
B(1)

)
.

Lemma 5.2. There is a constant C which is independent of x0, δ, and s > 0
so that ∣∣∣∣Ws[f ]

∣∣∣∣
L2(B(1))

≤ C
∣∣B(x0, δ)

∣∣−1 ∣∣∣∣ f ∣∣∣∣
L2(B(1))

.

Proof. Let Θ = Φ−1. Then if x ∈ B(x0, δ), we have

Ws[f ]
(
Θ(x)

)
=
∫

B(1)

H(δ2s,Φ
(
Θ(x)),Φ(v)

)
f(v) dv

=
∫

Ω

H(δ2s, x, y) (f ◦Θ)(y) JΘ(y) dy

= e−δ
2sL [(f ◦Θ)JΘ

]
(x)

Since the operator e−δ
2sL is a contraction on L2(Ω), it follows that∫

Ω

|Ws[f ]
(
Θ(x)

)
|2 dx ≤

∣∣∣∣ (f ◦Θ)JΘ
∣∣∣∣2
L2(Ω)

=
∫

Ω

∣∣f(Θ(x)
)∣∣2 Jθ(x)2 dx

=
∫

B(1)

∣∣f(u)
∣∣2 JΘ

(
Φ(u)

)2
JΦ(u) du

≤ C |B(x0, δ)|−1

∫
B(1)

|f(u)|2 du,

since JΘ
(
Φ(u)

)
= JΦ(u)−1, and JΦ(u) ≥ C−1 |B(x0, δ)| according to Lemma 5.1.

On the other hand, we also have∫
Ω

∣∣Ws[f ]
(
Θ(x)

)∣∣2 dx =
∫

B(1)

∣∣Ws[f ](u)
∣∣2 JΦ(u) du

≥ C−1|B(x0, δ)|
∫

B(1)

∣∣Ws[f ](u)
∣∣2 du.

Putting the two inequalities together, we obtain∫
B(1)

∣∣Ws[f ](u)
∣∣2 du ≤ C2

∣∣B(x0, δ)
∣∣−2

∫
B(1)

∣∣f(u)
∣∣2 du,
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which completes the proof. �

5.3. Pointwise estimates for H.

Let
{
e−tL

}
t≥0

be the heat semigroup for the opertor L =
∑p
j=1X

∗
jXj , and let

H : (0,∞)× Ω× Ω→ R be the associated heat kernel so that

e−tL[f ](x) =
∫

Ω

H(t, x, y) f(y) dy

for every f ∈ L2(Ω). The object of this section is to obtain local estimates for the
function H and certain of its derivatives in terms of t and the control metric ρ. An
expression Xα

x denotes the differential operator given by a product Xα1 · · ·Xαk in
the variable x, and we write |α| = k. The expression Xβ

y is defined similarly.

Theorem 5.3. Let j, k, l be non-negative integers. For every positive integer
N there is a constant CN = CN,j,k,l so that if |α| = k and |β| = l∣∣∂jt Xα

x X
β
yH(t, x, y)

∣∣
≤


CN ρ(x, y)−2j−k−l

∣∣B(x, ρ(x, y)
∣∣−1

(
t

ρ(x,y)2

)N
if t ≤ ρ(x, y)2,

C0 t
−j−k/2−l/2

∣∣B(x,
√
t)
∣∣−1 if t ≥ ρ(x, y)2,

for all (t, x, y) with |t|+ ρ(x, y) ≤ 1.

Proof. We begin with the case N = 0. It suffices to establish the estimates
for |t| + ρ(x, y) ≤ δ0, since estimates for δ0 ≤ |t| + ρ(x, y) ≤ 1 then follow by
compactness. Let (t0, x0), (t, x) ∈ R× Ω with |t− t0|

1
2 + ρ(x, x0) = δ ≤ δ0. There

is a unique point (s0, v0) ∈ (−1,+1) × B(1) so that (t, x) =
(
t0 + δ2s0,Φx0,δ(v0)

)
.

There is an absolute constant τ > 0 so that |s0|
1
2 + |v0| ≥ τ .

For (r, u), (s, v) ∈
(
− 1,+1

)
× B(1), put

W#
(
(r, u), (s, v)

)
= H(δ2(s− r),Φx0,δ(u),Φx0,δ(v)

)
.

Note that [
− ∂r + Zu

]
[W#] = 0,[

+ ∂s + Zv
]
[W#] = 0,

and [
∂jt X

α
x X

β
yH
]
(δ2(s− r),Φx0,δ(u),Φx0,δ(v)

)
= δ−2j−k−l [∂jsZαu Zβv W#

](
(r, u), (s, v)

)
.

For f ∈ C∞0
(
(−1,+1)× B(1)

)
, put

T#[f ](r, u) =
∫∫

R×B(1)

W#
(
(r, u), (s, v)

)
f(s, v) dv ds.

Put

B1 =
{

(r, u)
∣∣∣ |r| 12 + |u| < 1

3
τ

}
,

B2 =
{

(s, v)
∣∣∣ |s− s0|

1
2 + |v − v0| <

1
3
τ

}
.
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Then B1 ∩ B2 = ∅. Choose functions ζ ≺ ζ ′ ≺ ζ ′′ ∈ C∞0 (B1) with ζ(0, 0) = 1, and
η ≺ η′ ∈ C∞0 (B2) with η(s0, v0) = 1. Then using the Sobolev inequality and the
subelliptic estimate for the operator [∂s + Zv], we have

|
[
∂jsZ

α
u Z

β
v W

#
](

(0, 0), (s0, v0)
)
| = |ζ(s0, v0)

[
∂jsZ

α
u Z

β
v W

#
](

(0, 0), (s0, v0)
)
|

≤ C
∣∣∣∣ ζ ′W#

(
(r0, u0), (·, ·)

) ∣∣∣∣
n+1+j+k+l

≤ C
[∣∣∣∣ ζ ′′ [∂s + Zv]W#

(
(0, 0), (·, ·)

) ∣∣∣∣
n+1+j+k+l−ε

+
∣∣∣∣ ζ ′′W#

(
(0, 0), (·, ·)

) ∣∣∣∣
0

]
= C

∣∣∣∣ ζ ′′W#
(
(0, 0), (·, ·)

) ∣∣∣∣
0

where the last equality follows since [∂s + Zv]W#
(
(0, 0), (s, v)

)
= 0 on B2 which

contains the support of ζ ′. We estimate this last norm by duality. We have

∣∣∣∣ ζ ′W#
(
(0, 0), (·, ·)

) ∣∣∣∣
0

= sup
ϕ

∣∣∣ ∫∫
R×B(1)

ζ ′(s, v)W#
(
(0, 0), (s, v)

)
ϕ(s, v) dv ds

∣∣∣
= sup

ϕ

∣∣T#[ζ ′ϕ](0, 0)
∣∣,

where the supremum is taken over all ϕ ∈ C∞0 (B2) with
∣∣∣∣ϕ ∣∣∣∣ ≤ 1. Now use the

Sobolev inequality and a subelliptic estimate again. We have

sup
ϕ

∣∣T#[ζ ′ϕ](0, 0)
∣∣ = sup

ϕ

∣∣η(0, 0)T#[ζ ′ϕ](r0, u0)
∣∣

≤ C sup
ϕ

∣∣∣∣ η T#[ζ ′ϕ]
∣∣∣∣
n+1

≤ C sup
ϕ

[∣∣∣∣ η′[−∂r + Zu]T#[ζ ′ϕ]
∣∣∣∣
n+1−ε +

∣∣∣∣ η′ T#[ζ ′ϕ]
∣∣∣∣

0

]
= C sup

ϕ

∣∣∣∣ η′ T#[ζ ′ϕ]
∣∣∣∣

0

≤ C sup
ϕ

∣∣∣∣T#[ζ ′ϕ]
∣∣∣∣

0

≤ C
∣∣∣∣T#

∣∣∣∣,
where the equality in the third to last line follows since [∂r + Zu]T#[ζ ′ϕ](r, u) = 0
on B1 which includes the support of η′. Thus we have shown that

∣∣∂jtXα
xX

β
yH(δ2s0, x0, x)

∣∣ ≤ C δ−2j−k−l∣∣∣∣T#
∣∣∣∣,

the norm of the operator T# on L2
(
(−1,+1)× B(1)

)
.
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Let f, g ∈ C∞0 ((−1,+1) × B(1)
)
, and let fs(v) = f(s, v), gr(u) = g(r, u). We

then have∣∣∣∣∣
∫∫

R×B(1)

T#[f ](u, r) g(u, r) du dr

∣∣∣∣∣
=

∣∣∣∣∣
∫∫

R×B(1)

∫∫
R×B(1)

W#
(
(r, u), (s, v)

)
f(s, v) g(u, r) dv ds du dr

∣∣∣∣∣
=
∣∣∣∣∫∫∫∫ H

(
δ2(s− r),Φ(u),Φ(v)

)
f(s, v) g(r, u) ds dr du dv

∣∣∣∣
=
∣∣∣∣∫∫∫∫ H

(
δ2s,Φ(u),Φ(v)

)
f(s+ r, v) g(r, u) dv ds dr du

∣∣∣∣
=
∣∣∣∣∫∫∫ Ws[fs+r](u) g(r, u) du ds dr

∣∣∣∣
≤ C

∫∫
R×R

∫
B(1)

∣∣Ws[fs+r](u) gr(u)
∣∣ du ds dr

≤ C
∫∫

R×R

∣∣∣∣Ws[fs+r]
∣∣∣∣
L2(B(1))

∣∣∣∣ gr ∣∣∣∣L2(B(1))
ds dr

≤ C |B(x0, δ)|−1

∫∫
R×R

∣∣∣∣ fs+r ∣∣∣∣L2(B(1))

∣∣∣∣ gr ∣∣∣∣L2(B(1))
ds dr

= C |B(x0, δ)|−1

∫
R

∣∣∣∣ fs ∣∣∣∣L2(B(1))
ds

∫
R

∣∣∣∣ gr ∣∣∣∣L2(B(1))
dr

≤ C |B(x0, δ)|−1
∣∣∣∣ f ∣∣∣∣

L2(R×B(1))

∣∣∣∣ g ∣∣∣∣
L2(R×B(1))

.

In the last inequality, we have used the Schwarz inequality and the fact that fs =
gr ≡ 0 unless r, s,∈ (−1. + 1). It follows that

∣∣∣∣T#
∣∣∣∣ ≤ C |B(x0, δ)|−1, and this

completes the proof in case N = 0.
To deal with the case when N > 0, we use the fact that when x 6= y, the

infinitely differentiable function t → H(t, x, y) and all its derivatives vanish when
t = 0. Thus using Taylor’s formula, we have, for example,

|H(t, x, y)| ≤ 1
(N − 1)!

∫ t

0

|∂Ns H(s, x, y)| (t− s)N−1 ds

≤ C0
1

(N − 1)!
ρ(x, y)−2N |B(x, ρ(x, y))|−1

∫ t

0

(t− s)N−1 ds

= C0
1
N !

(
t

ρ(x, y)2

)N
|B(x, ρ(x, y))|−1.

Estimates for other derivatives of H(t, x, y) are handled in the same way. �

5.4. Action of e−tL on bump functions.

Theorem 5.4. For each multi-index α there is an integer Nα and a constant
Cα so that if ϕ ∈ C∞0

(
B(x, δ)

)
, then∣∣Xα

x e
−tL[ϕ](x)

∣∣ ≤ Cα sup
y∈Ω

∑
|β|≤Nα

δβ
∣∣Xβϕ(y)

∣∣.



CHAPTER 6

Non-isotropic smoothing operators

Let Ω ⊂ Rn be a connected open set, and let {X1, . . . , Xp} be smooth real vector
fields on Ω which are of finite type m. In this chapter we introduce and study a
class of operators on Ω which stand in the same relationship to a control system of
vector fields {X1, . . . , Xp} as the more classical Calderón-Zygmund operators do to
the standard coordinate vector fields {∂x1 , . . . , ∂xn}.

1. Definitions and properties of NIS operators

We begin by recalling some standard notation. Let ρ : Ω× Ω→ [0,∞) denote
the control metric associated to the family of vector fields {X1, . . . , Xp}. Let Ik
denote the set of ordered k-tuples of integers (i1, . . . , ik) where 1 ≤ ij ≤ p for
1 ≤ j ≤ k. If I = (i1, . . . , ik) ∈ Ik, then XI = Xi1 · · ·Xik . The diagonal of Ω × Ω
by 4Ω.

1.1. Definition.

Definition 1.1. An operator T : C∞0 (Ω)→ D′(Ω) is a non-isotropic smoothing
operator (NIS operator) of order m if the following conditions hold:

(1) There is a function T0 ∈ C∞(Ω × Ω\4Ω) so that if ϕ,ψ ∈ C∞0 (Ω) have
disjoint supports,〈

T [ϕ], ψ
〉

=
∫∫

Ω×Ω

ϕ(y)ψ(x)T0(x, y) dx dy. (1.1)

(2) There exist functions Tε ∈ C∞(Ω× Ω) for ε > 0 so that if we set

Tε[ϕ](x) =
∫

Ω

ϕ(y)Tε(x, y) dy (1.2)

for ϕ ∈ C∞0 (Ω), then for any ϕ,ψ ∈ C∞0 (Ω),〈
T [ϕ], ψ

〉
= lim
ε→0

∫∫
Ω×Ω

ϕ(y)ψ(x)Tε(x, y) dx dy. (1.3)

In other words, limε→0+ Tε[ϕ] = T [ϕ] in the sense of distributions.

(3) For each pair of non-negative integers k, l there is a constant Ck,l so that
if K ∈ Ik, L ∈ Il, (x, y) 6= 0 and ε ≥ 0,∣∣XK

x X
L
y Tε(x, y)

∣∣ ≤ Ck,l ρ(x, y)m−k−l V (x, y)−1. (1.4)

(4) For each positive integer k there is a positive integer Nk and a constant
Ck so that if ϕ ∈ C∞0 (B(x0, δ)) and K ∈ Ik,

sup
x∈Ω

∣∣XKTε[ϕ](x)
∣∣ ≤ Ck δm−k sup

y∈Ω

∑
|J|≤Nk

δ|J|
∣∣XJ [ϕ](y)

∣∣. (1.5)

185
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(5) Conditions (1) through (4) also hold for the adjoint operator T ∗ which is
defined by the requirement that〈

T ∗[ϕ], ψ
〉

=
〈
T [ψ], ϕ

〉
(1.6)

for all ϕ,ψ ∈ C∞0 (Ω).

We make some preliminary remarks about the various hypotheses in this defi-
nition.

(i) Condition (1) says that the distribution kernel for the operator T is given
by integration against the function T0 which is smooth away from the
diagonal. Thus an NIS operator T is pseudo-local; the distribution T [u]
can only be singular where u is singular. In particular, if ϕ ∈ C∞0 (Ω), then
away from the support of ϕ, T [ϕ] is a distribution given by the infinitely
differentiable function T [ϕ](x) =

∫
Ω
T0(x, y)ϕ(y) dy.

(ii) Condition (2) guarantees the existence of a regularization of the distri-
bution kernel T0 associated to an NIS operator T . The important point
is that the size estimates in conditions (3) and (4) are uniform in the
parameter ε.

(iii) Condiiton (4) encodes the basic cancellation hypothesis needed to prove
that NIS operators of order zero are bounded on L2(Ω). Note that if
m ≤ 0 the function y → ρ(x, y)m V (x, y)−1 is not locally integrable, and
if T is an NIS operator of order m ≤ 0, the integral

∫
Ω
T0(x, y)ϕ(y) dy

need not converge absolutely, even if ϕ ∈ C∞0 (Ω). Condition (4) provides
the required estimates for T [ϕ].

(iv) We shall often say that a function ϕ ∈ C∞0 (Ω) is a bump function (relative
to B(x, δ)) if the support of ϕ is contained in B(x, δ). We say that ϕ is a
normalized bump function if supy∈Ω

∣∣∣∑|J|≤N δ|J|XJ [ϕ](y)
∣∣∣ ≤ 1. With this

terminology, condition (4) says that if ϕ is a normalized bump function,
then supx∈Ω

∣∣∣XKTε[ϕ](x)
∣∣∣ ≤ Ck δm−k.

1.2. Elementary properties.

Let L =
∑p
j=1X

∗
jXj , and let e−tL be the semi-group of operators studied in

Chapter 5. Let H be the corresponding heat kernel, so that

e−tL[ϕ](x) =
∫

Ω

H(t, x, y)ϕ(y) dy. (1.7)

Proposition 1.2. The identity operator is an NIS operator smoothing of order
zero.

Proof. If we take Tε(x, y) = H(ε, x, y), then Tε ∈ C∞(Ω×Ω), and Lemma ??
in Chapter 5 shows that the corresponding operators {Tε = e−εL} are a uniformly
bounded family of NIS operators of order zero. Moreover, since limε→0+ e−εL[ϕ] = ϕ
with convergence in L2(Ω) it follows that if ψ ∈ C∞0 (Ω), then

lim
ε→0+

〈
Tε[ϕ], ψ

〉
= lim
ε→0+

∫
Ω

e−εL[ϕ](x)ψ(x) dx =
∫

Ω

ϕ(x)ψ(x) dx =
〈
I[ϕ], ψ

〉
.

This completes the proof. �
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Proposition 1.3. Let T be an NIS operator smoothing of order k.
(1) If I ∈ Il, then XI T and T XI are NIS operators smoothing of order k− l.
(2) If m ∈ C∞(Ω) and if M [ϕ](x) = m(x)ϕ(x), then M T and T M are NIS

operators smoothing of order k.

Proof. This is clear from the definition. �

In particular, it follows that the multiplication operator M is an NIS operator
of order zero, and the differential operator XI is an NIS operator of order l. Note
that the distribution kernels of these operators are supported on the diagonal of
Ω× Ω.

Definition 1.4. The homogeneous dimension of the control system defined by
the vector fields {X1, . . . , Xp} is

M = sup
{
α > 0

∣∣∣ ∣∣B(x, 2δ)
∣∣ ≥ 2α

∣∣B(x, δ)
∣∣} . (1.8)

We establish certain estimates for integrals that occur frequently.

Proposition 1.5. Suppose that for all x ∈ Ω and δ > 0 we have∣∣B(x, 2δ)
∣∣ ≥ 2M

∣∣B(x, δ)
∣∣∣∣B(x,

1
2
δ)
∣∣ ≤ 2−m

∣∣B(x, δ)
∣∣.

Suppose that α, β ∈ R. There is a constant Cα,β such that∫
ρ(x,y)>δ

ρ(x, y)α V (x, y)β
dy

V (x, y)
≤ Cα,β δα

∣∣B(x, δ)
∣∣β if β ≤ 0 and α+Mβ < 0,∫

ρ(x,y)<δ

ρ(x, y)α V (x, y)β
dy

V (x, y)
≤ Cα,β δα

∣∣B(x, δ)
∣∣β if β ≥ 0 and α+mβ > 0.

Proof. Let Ωj =
{
y ∈ Ω

∣∣∣ 2jδ < ρ(x, y) ≤ 2j+1δ
}

. We have∫
ρ(x,y)>δ

ρ(x, y)α V (x, y)β−1 dy =
∞∑
j=0

∫
Ωj

ρ(x, y)α V (x, y)β−1 dy

≈ C δα
∞∑
j=0

2jα
∣∣B(x, 2jδ)

∣∣β
≤ C δα

∣∣B(x, δ)
∣∣β ∞∑

j=0

2j(α+Mβ)

≤ C δα
∣∣B(x, δ)

∣∣β
provided α+Mβ < 0. A similar argument demonstrates the second inequality. �

Let Tj ∈ C∞(Ω× Ω) for j = 1, 2. Define Tj , T ∗j : C∞0 (Ω)→ C∞(Ω) by setting

Tj [ϕ](x) =
∫

Ω

Tj(x, y)ϕ(y) dy, (1.9)

T ∗j [ϕ](x) =
∫

Ω

Tj(y, x)ϕ(y) dy. (1.10)

Suppose
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(1) For each K ∈ Ik, L ∈ Il there is a constant Cj,K,L so that∣∣XK
x X

L
y Tj(x, y)

∣∣ ≤ Cj,K,L ρ(x, y)m−k−lV (x, y)−1. (1.11)

(2) For each K ∈ Ik there is a positive integer NK and a constant Cj,K so
that for all x ∈ Ω and all δ > 0, if ϕ ∈ C∞0

(
B(x, δ)

)
, then

sup
x∈Ω

∣∣XKTj [ϕ](x)
∣∣ ≤ Cj,K δmj−k sup

y∈Ω

[ NK∑
j=0

δj
∑
J∈Ij

∣∣XJ [ϕ](y)
∣∣], (1.12)

sup
x∈Ω

∣∣XKT ∗j [ϕ](x)
∣∣ ≤ Cj,K δmj−k sup

y∈Ω

[ NK∑
j=0

δj
∑
J∈Ij

∣∣XJ [ϕ](y)
∣∣]. (1.13)

Lemma 1.6. Suppose that m1 +m2 < M . If x 6= y the integral

S(x, y) =
∫

Ω

T1(x, z)T2(z, y) dz. (1.14)

converges absolutely, and∣∣S(x, y)
∣∣ ≤ C ρ(x, y)m1+m2V (x, y)−1. (1.15)

Proof. Let ρ(x, y) = δ > 0. Choose η ∈ C∞
(
(0,∞)

)
such that η(s) = 1 if

0 < s ≤ 1
4 , and η(s) = 0 if s ≥ 1

3 . Put

χ1(z) = η

(
ρ(x, z)
δ

)
ϕy(z) = χ1(z)T2(z, y)

χ2(z) = η

(
ρ(z, y)
δ

)
ψx(x) = χ2(z)T1(x, z)

and

χ3(z) = 1− χ1(z)− χ2(z).

Note that χ1 and ϕy are supported in B(x, 1
3δ) while χ2 and ψx are supported in

B(y, 1
3δ). Using elementary metric geometry it follows that if z ∈ B(x, 1

3δ) then
ρ(z, y) ≈ ρ(x, y), while if z ∈ B(y, 1

3δ), then ρ(x, z) ≈ ρ(x, y). Also, any derivative
of χ1 is supported where ρ(x, z) ≈ ρ(x, y) and any derivative of χ2 is supported
where ρ(z, y) ≈ ρ(x, y). Using Lemma ?? it is easy to check that for each J ∈ Ij Lemma on smooth

distance functionsthere is an admissible constant CJ so that

sup
z∈Ω

∣∣XJ [ϕy](z)
∣∣ ≤ CJδ−m2−j

sup
z∈Ω

∣∣XJ [ψx](z)
∣∣ ≤ CJ δ−m1−j .

But now ∫
Ω

T1(x, z)T2(z, y)χ1(z) dz =
∫

Ω

T1(x, z)ϕy(z) dz = T1[ϕy](x)∫
Ω

T1(x, z)T2(z, y)χ2(z) dz =
∫

Ω

T ∗2 (y, z)ψx(z) dz = T ∗2 [ψx](y)
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It follows from equation (1.12) that∣∣T1[ϕy](x)
∣∣ ≤ C δm1 sup

z∈Ω

[ N0∑
j=0

δj
∑
J∈Ij

∣∣XJ [ϕy](z)
∣∣] ≤ C ′δm1+m2V (x, y)−1

∣∣T ∗2 [ψx](y)
∣∣ ≤ C δm2 sup

z∈Ω

[ N0∑
j=0

δj
∑
J∈Ij

∣∣XJ [ψx](z)
∣∣] ≤ C ′δm1+m2V (x, y)−1.

To complete the proof, we need to estimate
∫

Ω
T1(x, z)T2(z, y)χ3(z) dz. Now

χ3(z) 6= 0 implies that z ∈ Ω1 ∪ Ω2 where

Ω1 =
{
z ∈ Ω

∣∣ 1
4
ρ(x, y) ≤ ρ(x, z) ≤ 2ρ(x, y) and ρ(z, y) ≥ 1

4
ρ(x, y)

}
,

Ω2 =
{
z ∈ Ω

∣∣ ρ(x, z) > 2ρ(x, y)
}
.

For z ∈ Ω1 we have ρ(x, z) ≈ ρ(z, y) ≈ ρ(x, y) = δ, and V (x, z) ≈ V (z, y) ≈ V (x, y).
Moreover, the volume of Ω1 is bounded by the volume of B(x, 2δ) ≈ V (x, y). Then
using equation (1.11), we have∣∣∣∣∫

Ω1

T1(x, z)T2(z, y)χ3(z) dz
∣∣∣∣ ≤ C ∫

Ω1

ρ(x, z)m1ρ(z, y)m2V (x, z)−1V (z, y)−1dz

≤ C δm1+m2V (x, y)−1.

For z ∈ Ω2 we have ρ(x, z) ≈ ρ(z, y) and V (x, z) ≈ V (z, y). Thus∣∣∣∣∫
Ω2

T1(x, z)T2(z, y)χ3(z) dz
∣∣∣∣ ≤ C ∫

Ω2

ρ(x, z)m1ρ(z, y)m2V (x, z)−1V (z, y)−1dz

≤ C
∫
ρ(x,z)>2ρ(x,y)

ρ(x, z)m1+m2V (x, z)−2 dz

≤ ρ(x, y)m1+m2 V (x, y)−1

provided that m1 +m2 < d. �

Lemma 1.7. Suppose that Tj is an NIS operator of order mj for j = 1, 2. Then
if m1 +m2 < d, the operator T1T2 is an NIS operator of order m1 +m2.

Proof. Let {Tj,ε}ε>0 be the regularized operators which approximate Tj , and
let Tj,ε(x, y) be the corresponding distribution kernels. If ϕ ∈ C∞0 (Ω), then

T1,εT2,ε[ϕ](x) =
∫

Ω

T1,ε(x, z) T2,ε[ϕ](z) dz

=
∫

Ω

T1,ε(x, z)
[∫

Ω

T2,ε(z, y)ϕ(y) dy
]
dz

=
∫

Ω

ϕ(y)
[∫

Ω

T1,ε(x, z)T2,ε(z, y) dz
]
dy

where the interchange of order of integration is justified since the inner integral on
the last line converges uniformly. Thus the distribution kernel of the composition
T1,εT2,ε is given by

Sε(x, y) =
∫

Ω

T1,ε(x, z)T2,ε(z, y) dz.

Lemma 1.6 shows that Sε and its derivatives satisfy the correct size estimates for
an NIS operator of order m1 +m2. �
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Finally, we check the action of the operator T1 T2 on a bump function ϕ sup-
ported in a ball B(x, δ). We can write

1 =
∞∑
k=0

ψk(z)

with ψk is supported in B(x,C 2k δ)\B(x, 2k δ), C a large constant, and |XJψk| .
(2kδ)−|J|. We study the function ψk(z)T2[ϕ](z). Using the bump function condi-
tion, we have ∣∣XJT2[ϕ](z)

∣∣ . δm2−|J|
∑

δ|K|||XKϕ||∞
when d(z, x) ≤ 2 δ. On the other hand, if d(z, x) ≥ 2k δ then using only size
estimates we have∣∣XJT2[ϕ](z)

∣∣ . (2k δ)m2−|I||B(x, 2k δ)|−1|B(x, δ)|.
Using Leibniz’ rule, it follows that∣∣XJ

(
ψkT2[ϕ]

)
(z)
∣∣ . (2k δ)m2−|I||B(x, 2k δ)|−1|B(x, δ)|

∑
δ|K|||XKϕ||∞.

Now T1 T2[ϕ] =
∑∞
k=0 T1

[
ψk T2[ϕ]

]
. Using the bump function condition, we

have

sup
z∈Ω

∣∣∣T1

[
ψk T2[ϕ]

]
(z)
∣∣∣ . (2k δ)m1 (2k δ)m2 |B(x, 2k δ)|−1|B(x, δ)|

∑
δ|K|||XKϕ||∞

= (2k δ)m1+m2
|B(x, δ)|
|B(x, 2k δ)|

∑
δ|K|||XKϕ||∞.

If we sum in k we get the correct estimate δm1+m2
∑
δ|K|||XKϕ||∞.



CHAPTER 7

Algebras

In this chapter we present an account of material on free associative and Lie
algebras that is needed elsewhere. This theory can also be found in many other
places, including Bourbaki [Bou89], Humphreys [Hum72], and Jacobson [Jac62].
Our development is very close to this last reference. We have tried to make this
material as concrete as possible. In particular, we shall only consider algebras over
the field of real numbers R.

1. Associative Algebras

An associative algebra is a vector space A over R with a product operation
written (x, y) → xy which is distributive and associative. Thus if x, y, z ∈ A and
α ∈ R, we have

α(xy) = (αx)y = x(αy),

x(y + z) = xy + xz,

(y + z)x = yx+ zx,

(xy)z = x(yz).

(1.1)

An element e is an identity element for A if ex = xe = x for all x ∈ A. A subalgebra
of A is a subspace which is closed under the product operation. The algebra A is
commutative if xy = yx for all x, y ∈ A. If A and B are associative algebras, a
linear mapping f : A→ B is an algebra homomorphism if for all x, y ∈ A we have
f(xy) = f(x) f(y).

1.1. Free Associative Algebras.

If S = {xi}i∈I is a set of elements, we want to construct the free associative
algebra generated by the elements of S. Intuitively, this should be the smallest
algebra A(S) containing the elements of S in which the only identities in the algebra
follow from the identities in the definition (1.1). Thus the algebra should contain
all finite linear combinations of formal products of finitely many elements of S, and
different formal products should give different elements of A(S).

Let us be more precise. Define a non-commuting monomial of degree m in the
elements of S to be a symbol xi1xi2 · · ·xim . Two such monomials xi1xi2 · · ·xim and
xj1xj2 · · ·xjn are the same if and only m = n and the ordered m-tuples {i1, . . . , im}
and {j1, . . . , jm} of elements of the index set I are the same. In particular, if
xi 6= xj are two different elements of S, then xixj 6= xjxi. The free associative
algebra A(S) generated by S is then the real vector space with basis given by the
set of all symbols {xin xi2 · · · xim} for m ≥ 1, and an extra symbol e which will
act as an identity element. This means that every element of A(S) can be written

191
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uniquely as a finite linear combination of these symbols. The product structure in
the algebra A(S) is defined by first requiring that(

xi1 xi2 · · · xim
) (
xj1 xj2 · · · xjn

)
=
(
xi1 xi2 · · · xim xj1 xj2 · · · xjn

)
and

e
(
xi1 xi2 · · · xim

)
=
(
xi1 xi2 · · · xim

)
e =

(
xi1 xi2 · · · xim

)
,

Products of linear combinations of basis elements are then defined by using the
distributive laws in equation 1.1. In other words, A(S) is the space of polynomials
in the non-commuting variables {xi}. The general element of A(S) has the form

P (x) = α0e+
∑
i

αixi +
∑
i1,i2

αi1,i2xi1xi2 + · · ·+
∑

i1,...,im

αi1,...,imxi1 · · ·xim (1.2)

where
∑
i1,...,ik

αi1,...,ikxi1 · · ·xik denotes the sum over all ordered k-tuples of ele-
ments of S, and only finitely many of the coefficients {αi1,...,ik} are non-vanishing.
The degree of a polynomial P (x) is the largest integer m such that αi1,...,im 6= 0 for
some coefficient of P . If P is given as in (1.2), the sum

Pk(x) =
∑

i1,...,ik

αi1,...,ikxi1 · · · ik

is the component of P which is homogeneous of degree k. Every polynomial is thus
a sum of homogeneous components.

The absence of extraneous identities in A(S) should mean that if B is any as-
sociative algebra, and if bi ∈ B for i ∈ I, then there should not be any obstruction
to the existence of an algebra homomorphism Φ : A(S)→ B such that Φ(xi) = bi.
Rather than rely on an explicit construction as we have just done, it is often con-
venient to define the free associative algebra by a corresponding universal mapping
property. Thus we make the following formal definition.

Definition 1.1. A(S) is a free associative algebra generated by S if
(a) S ⊂ A(S);
(b) For every associative algebra B and every mapping ϕ : S → B, there is a

unique algebra homomorphism Φ : A(S) → B such that Φ(x) = ϕ(x) for
every x ∈ S.

We can also consider the real vector space V with basis S. Then any map ϕ : S → B
extends to a unique linear mapping ϕ : V → B. Thus we say that A(V ) is the free
associative algebra generated by a vector space V if

(a′) V ⊂ A(V );
(b′) For every associative algebra B and every linear mapping ϕ : V → B,

there is a unique algebra homomorphism Φ : A(V )→ B such that Φ(v) =
ϕ(v) for every v ∈ V .

It is easy to see that if they exist, objects defined by this kind of universal mapping
property are unique up to isomorphism. This is explored in the exercises.

An alternate description of an example of the free associative algebra A(S) is
given in terms of tensor products. Let S = {xi}i∈I be a set, and let V = V (S)
denote the real vector space with basis S. We set V 0 = R, V 1 = V , and for k ≥ 2,
V k = V ⊗V · · ·⊗V , the tensor product of k copies of V . A basis for V k is provided
by the set of all symbols {xi1 ⊗ · · · ⊗ xik}.
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The tensor algebra over V is then

T (V ) =
∞⊕
k=0

V k = R⊕ V ⊕ V 2 ⊕ · · · ⊕ V k ⊕ · · · . (1.3)

It is understood that every element in this direct sum has only finitely many non-
vanishing components. Thus an element of y ∈ T (V ) can be written as a finite
sum

y = α0⊕
∑
i∈I

αi xi⊕
∑

i1,i2∈I
αi1,i2(xi1 ⊗xi2)⊕ · · ·⊕

∑
i1,...,im∈I

αi1,...,im(xi1 ⊗ · · ·⊗xim)

We can make T (V ) into an algebra A(S) as follows. The product of a basis element
of V k with a basis element of V l is defined by setting

(xi1 ⊗ · · · ⊗ xik)(xj1 ⊗ · · · ⊗ xjl) = (xi1 ⊗ · · · ⊗ xik ⊗ xj1 ⊗ · · · ⊗ xjl) ∈ V k+l.

This extends to a bilinear mapping V k × V l → V k+l. We then define the product
of two elements of T (V ) by requiring that the product be distributive in each entry.
The identity element e of T (V ) is then identified with 1 ∈ R. It should be clear
that the algebra T (V ) is the same (or is isomorphic to) the algebra A(S) of non-
commuting polynomials we considered earlier.

Lemma 1.2. Let S = {xi}i∈I , and let V be the real vector space with basis S.
Let B be any associative algebra, and let ϕ : S → B. Then there is a unique algebra
homomorphism Φ : T (V ) → B such that Φ(xi) = ϕ(xi) for all i ∈ I. Thus the
algebra T (V ) is a free associative algebra generated by the set S.

Proof. Let ϕ(xi) = bi ∈ B. Then define

Φ
(
α0 ⊕

∑
i∈I

αi xi ⊕
∑

i1,i2∈I
αi1,i2(xi1 ⊗ xi2)⊕ · · ·

)
= α0 +

∑
i∈I

αi bi +
∑

i1,i2∈I
αi1,i2bi1bi2 + · · · .

It is clear that Φ is the unique algebra homomorphism extending ϕ. �

1.2. Algebras of formal series.

In addition to considering polynomials in a set S of non-commuting variables
{xi}i∈I , it is often necessary to consider formal infinite series as well. Thus let Ã(S)
denote the set of all formal infinite series

u = α0 +
∑
i

αixi +
∑
i1,i2

αi1,i2xi1xi2 + · · ·+
∑

i1,...,im

αi1,...,imxi1 · · ·xim + · · · .

As before,
∑
i1,...,ik

αi1,...,ikxi1 · · ·xik is a sum over all ordered k-tuples of elements
of S with at most finitely many non-vanishing terms. However, the sum defining u
is no longer finite. We allow terms with arbitrarily large homogeneity. Note that
there is no requirement of convergence; the element u can be regarded simply as
a collection of real numbers {αi1,··· ,im} indexed by m ≥ 0 and the collection of all
finite ordered subsets of m elements of S. The real number α0 is called the constant
term of u. The order of u is the smallest integer m ≥ 0 such that there exists a
coefficient αi1,...,im 6= 0.
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We shall also write T̃ (V ) for this set if V is the real vector space with basis S.
Then T̃ (V ) = Ã(S) is a real vector space. If u is given as above and

v = β0 +
∑
i

βixi +
∑
i1,i2

βi1,i2xi1xi2 + · · ·+
∑

i1,...,im

βi1,...,imxi1 · · ·xim + · · · .

then

u+ v = (α0 + β0) + · · ·+
∑

i1,...,im

(αi1,...,im + βi1,...,im)xi1 · · ·xim + · · ·

and if λ ∈ R

λu = λα0 + · · ·+
∑

i1,...,im

λαi1,...,imxi1 · · ·xim + · · · .

Ã(S) is also an algebra where the product is given by formal multiplication of series.
Thus u v = w where

w = γ0 +
∑
i∈I

γixi +
∑

i1,i2∈I
γi1,i2xi1xi2 + · · ·+

∑
i1,...,im∈I

γi1,...,imxi1 · · ·xim + · · ·

and

γi1,...,im = α0 βi1,...,im + αi1,...,im β0 +
m−1∑
j=1

αi1,...,ij βij+1,...,im . (1.4)

Proposition 1.3.

(1) If u, v ∈ Ã(S) = T̃ (V ), then order(u v) = order(u) + order(v).
(2) An element u ∈ Ã(S) = T̃ (V ) is invertible if and only if the constant term

of u is non-zero.

Proof. If order(u) = m and order(v) = n, let αi1,...,im and βj1,...,jn be corre-
sponding non-vanishing coefficients. Then (1.4) show that that γi1,...,im,j1,...,jn =
αi1,...,imβj1,...,jn 6= 0, so the order of uv is at most m + n. On the other hand,
equation (1.4) also shows that all lower order coefficients are zero, since in each
product, one factor must be zero. This establishes (1).

To prove (2), suppose that u(x) = α0 +u1(x) where α 6= 0 and u1 is of order at
least 1. We show by induction on N that there is a non-commutative homogeneous
polynomial PN (x) of degree N so that so that u

(∑N
k=0 Pk(x)

)
− 1 is of order at

least N + 1. It will then follow that
∑∞
k=0 Pk(x) is a right inverse for u. A similar

argument gives a left inverse, which then must be the same as the right inverse.
We let P0(x) = α−1. Then u(x)P0(x)−1 = α−1

0 u1(x) is of order at least 1. Sup-
pose we have constructed homogeneous non-commuting polynomials {P0, . . . , PN}
so that

u(x)
( N∑
k=0

Pk(x)
)
− 1 = QN+1(x) +RN+2(x)
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where each QN+1(x) is a non-commuting polynomial of degree N + 1 and RN+2(x)
has order at least N + 2. Put PN+1(x) = −α−1

0 QN+1(x). Then

u(x)
(N+1∑
k=0

Pk(x)
)
− 1 = u(x)

( N∑
k=0

Pk(x)
)
− 1 + u(x)PN+1(x)

= QN+1(x) +RN+2(x)− α−1
0

(
α0 + u1(x)

)
QN+1(x)

= RN+2(x)− u1(x)QN+1(x).

This has order at least N + 2, which completes the proof. �

Note that if v(x) ∈ Ã(S) = T̃ (V ) has order at least 1, then v(x)n has order at
least n. If w(y) =

∑∞
k=0 αky

k is a formal infinite series in a single variable y, then
the composition

w ◦ v(x) =
∞∑
k=0

αk[v(x)]n

is an element of Ã(S). We shall be particularly concerned with two formal series
which define the exponential and the logarithm. Thus if y is an indeterminate, we
set

exp(y) = 1 + y +
1
2!
y2 + · · · =

∞∑
n=0

yn.

If z is an indeterminate, we se

log(1 + z) = z − 1
2
z2 +

1
3
z3 − · · · =

∞∑
m=1

(−1)m+1

m
zm.

Note that exp(x) − 1 has order 1 so it makes sense to consider the composition
log
(

exp(x)
)
, and log(1 + z) has order 1, so it makes sense to consider the composi-

tion exp
(

log(1 + z)
)
. The following result then follows from standard calculations.

Proposition 1.4. If S = {x}, then in the algebra Ã(S) of formal power series
in x we have

log
(

exp(x)
)

= x

exp
(

log(1 + x)
)

= 1 + x

If S = {x, y} and if x and y commute (so that xy = yx) then

exp(x+ y) = exp(x) exp(y)

log(1 + x) + log(1 + y) = log
(
(1 + x)(1 + y)

)
2. Lie Algebras

A Lie algebra L is a vector space over R with a product operator written
(x, y)→ [x, y] satisfying the following conditions. First, if x, y, z ∈ L, the analogues
of the first three identities in (1.1) hold:

α[x, y] = [αx, y] = [x, αy]

[x, y + z] = [x, y] + [x, z]

[y + z, x] = [y, x] + [z, x]
(2.1)
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In addition, the associative property is replaced by the following identities for all
x, y, z ∈ L:

0 = [x, y] + [y, x]

0 = [x, [y, z]] + [y, [z, x]] + [z, [x, y]] .
(2.2)

The second of these is called the Jacobi identity. As with associate algebras, a
subspace of L which is closed under the bracket operation is a subalgebra. We say
that a Lie algbera L is generated by a subset S if there is no proper Lie subalgebra
of L which contains S. If L and M are Lie algebras, a linear mapping g : L →M
is a Lie algebra homomorphism if for all x, y ∈ L we have g

(
[x, y]

)
= [g(x), g(y)].

An important class of examples of Lie algebras arises as follows. If A is any
associative algebra, we define

[x, y] = xy − yx.

Then the vector space A with this new product is a Lie algebra, which we write
AL. It is clear that [x, y] = − [y, x], and the Jacobi identity follows from the
computation

[x, [y, z]] + [y, [z, x]] + [z, [x, y]]

= x [y, z]− [y, z]x+ y [z, x]− [z, x] y + z [x, y]− [x, y] z
= xyz − xzy − yzx+ zyx

+ yzx− yxz − zxy + xzy

+ zxy − zyx− xyz + yxz = 0.

For example, if V is a vector space and L(V ) denotes the space of linear map-
ping from V to itself, then L(V ) is an associative algebra where the product is
composition of mappings. L(V )L is then the corresponding Lie algebra.

If L is a Lie algebra, then for every x ∈ L we define a linear mapping adx ∈ L(L)
by settng

ad x(z) = [x, z]. (2.3)

Note that

ad [x,y](z) = [[x, y] , z]

= [x, [y, z]]− [y, [x, z]]

= (ad xad y − ad yad x)(z)

=
[
ad x, ad y

]
(z).

Thus ad is a Lie algebra homomorphism of L into the Lie algebra L(L)L.

2.1. Iterated Commutators.

In analogy with the associative situation, we want to construct a free Lie algebra
generated by a set of elements S = {xi}i∈I . This should be a Lie algebra L(S)
containing the set S with the property that if M is any Lie algebra with ai ∈ M,
there is a unique Lie algebra homomorphism ϕ : L(S) → M with ϕ(xi) = ai
for all i ∈ I. The construction of L(S) is more delicate that the construction of
A(S) because multiplication is not associative, and it is considerably more difficult
to decide whether or not a particular relation between formal Lie products is a
consequence of the Jacobi identity.



2. LIE ALGEBRAS 197

We begin by observing that the failure of associativity means that an ordered
sequence of elements can be multiplied in many different ways. Thus if {x, y, z}
is an ordered triple of elements in a Lie algebra L, we can construct two possibly
different products

[x, [y, z]] and [[x, y] , z] ,
while if {x, y, z, w} is an ordered 4-tuple, we can construct five a priori different
products:

[x, [y, [z, w]]] [x, [[y, z] , w]] [[x, y] , [z, w]] [[x, [y, z]] , w] [[[x, y] , z] , w]

In order to deal with this plethora of products, we define certain special one. Thus
the iterated commutator of length m of the elements {x1, . . . , xm} ⊂ L is the
element

[x1, [x2, [x3, · · · , [xm−1, xm] · · · ]]].

Proposition 2.1. Let {x1, . . . , xm, y1, . . . , yn} ⊂ L. Then the product of two
iterated commutators[

[x1, [x2, [x3, · · · , [xm−1, xm] · · · ]]] , [y1, [y2, [y3, · · · , [yn−1, yn] · · · ]]]
]

can be written as a linear combination of iterated commutators.

Proof. We argue first by induction on m+ n and then by induction on n. If
m + n = 2, then m = n = 1 and [x, y] is an iterated commutator. Thus suppose
the assertion is true for any product with m+ n− 1 terms, and consider a product
of an iterated commutator of length m with one of length n. If n = 1 we write[

[x1, [x2, [x3, · · · ,[xm+n−2, xm+n−1] · · · ]]] , y1

]
= −

[
y1, [x1, [x2, [x3, · · · , [xm+n−2, xm+n−1] · · · ]]]

which is an iterated commutator of length m+ n.
Thus suppose the assertion is true for every product of an iterated commutator

of length m + 1 with an iterated commutator of length n − 1. Using the Jacobi
identity, we write[

[x1, [x2, [x3, · · · , [xm−1, xm] · · · ]]] , [y1, [y2, [y3, · · · , [yn−1, yn] · · · ]]]
]

= −
[
y1,
[
P, Q

]]
−
[
P,
[
Q, y1

]]
where P = [y2, [y3, · · · , [yn−1, yn] · · · ]] and Q = [x1, [x2, [x3, · · · , [xm−1, xm] · · · ]]].
But [P, Q] can be written as a linear combination of iterated commutators by the
induction hypothesis on m + n, and so the same is true of the term

[
y1,
[
P, Q

]]
.

On the other hand [
P,
[
Q, y1

]]
=
[
[y1, Q], P

]
,

and this last term can be written as a linear combination of iterated commutators
by the induction hypothesis on n. �

Corollary 2.2. If a Lie algebra is generated by a set S = {xi}i∈I , then
every element of L can be written as a linear combination of iterated commutators
[xi1 , [xi2 , . . . , [xim−1 , xim ] . . .]], 1 ≤ m.

Even with this simplification, it is not immediately clear how to give a precise
description of the free Lie algebra generated by elements {xi}i∈I . Consider the
problem of describing a basis for the free Lie algebra generated by two elements
x and y. There is only one linearly independent iterated commutator of length 2
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since [x, x] = [y, y] = 0 and [x, y] = −[y, x]. There are two linearly independent
iterated commutators of length 3. One choice is the set

{
[x, [x, y]], [y, [x, y]]

}
. It is

then clear that the set of four iterated commutators of length four given by{
[x, [x, [x, y]]], [y, [x, [x, y]]], [x, [y, [x, y]]], [y, [y, [x, y]]]

}
spans the set of all commutators of length four. However, these four are not linearly
independent, since

[y, [x, [x, y]]] = −[x, [[x, y], y]]− [[x, y], [x, y]] = −[x, [[x, y], y]] + 0 = [x, [y, [x, y]]].

We will return to the problem of describing a basis for a free Lie algebra below in
Section 6, after we have given a precise definition of this concept. And in order to
do this, we first study the problem of imbedding Lie algebras into the Lie algebra
structure of an associative algebra.

3. Universal Enveloping Algebras

Let L be a Lie algebra.

Definition 3.1. A universal enveloping algebra for L is an associative algebra
U(L) and a Lie algebra homomorphism i : L→ U(L)L with the following universal
property. If A is any associative algebra, and if ϕ : L → AL is a Lie algebra
homomorphism, then there exists a unique associative algebra homomorphism Φ :
U(L)L → A so that Φ ◦ i = ϕ.

As with all universal definitions, if a universal enveloping algebra for L exists,
it is unique up to associative algebra isomorphism.

3.1. Construction of U(L).

To construct an enveloping algebra for an arbitrary Lie algebra L, consider the
tensor algebra T (L) over the vector space L given by

T (L) = R⊕ L1 ⊕ L2 ⊕ · · · ⊕ Lk ⊕ · · · .
This is just the free associative algebra generated by L, and there is the standard
inclusion i : L → T (L) which identifies L with L1. Let I denote the two-sided
ideal in T (L) generated by all elements of the form x ⊗ y − y ⊗ x − [x, y] where
x, y, [x, y] ∈ L. Thus v ∈ I if and only if v = z

(
x ⊗ y − y ⊗ x − [x, y]

)
w where

x, y ∈ L and z, w ∈ T (L). In particular, I ∩ R = ∅.
Let U(L) = T (L)/I be the quotient algebra, and let π : T (L) → U(L) be the

standard quotient map. Define φ = π◦ i : L→ U(L). Since x⊗y−y⊗x− [x, y] ∈ I,
it follows that φ

(
[x, y]

)
=
[
φ(x), φ(y)

]
, so φ is a Lie algebra homomorphism of L

into U(L)L.
Now let A be any associative algebra and let ϕ : L → AL be a Lie algebra

homomorphism. By the universal property of the free algebra T (L) given in Lemma
1.2, there is a unique associative algebra homomorphism F : T (L) → A so that
F = ϕ on L1. If x, y ∈ L we have

F
(
x⊗ y − y ⊗ x− [x, y]

)
= F (x)F (y)− F (y)F (x)− F

(
[x, y]

)
=
[
ϕ(x), ϕ(y)

]
A
− ϕ

(
[x, y]

)
= 0

since ϕ is a Lie algebra homomorphism. Thus we have shown
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Lemma 3.2. The associative algebra U(L) is a universal enveloping algebra for
the Lie algebra L.

3.2. The Poincaré-Birkhoff-Witt Theorem.

Although the construction of the universal enveloping algebra U(L) is not dif-
ficult, several important questions remain open. In particular, it remains to prove
that the mapping ϕ is one-to-one so that L can be regarded as a subspace of U(L).
This fact is a consequence of the Poincaré-Birkhoff-Witt theorem, which describes
a basis for the algebra U(L) as a real vector space.

We begin by choosing a basis S = {xi}i∈I for the real vector space L. For
k ≥ 1, the real vector space T k(L) has a basis over R consisting of the “monomials”
{xi1 ⊗ · · · ⊗ xik}. The projection π : T (L) → U(L) is surjective, so the images
{π
(
xi1⊗· · ·⊗xik

)
}, together with e = π[1], certainly span the universal enveloping

algebra.
To find a linearly independent subset of these elements, we give the index set

I a total order. Then by definition, the monomial {xi1 ⊗ · · · ⊗ xik} is standard if
i1 ≤ i2 ≤ · · · ≤ ik. More generally, if i, j ∈ I, set

ηi,j =

{
0 if i ≤ j,
1 if j < i.

Define the index of any monomial xi1 ⊗ · · · ⊗ xik to be

Ind(xi1 ⊗ · · · ⊗ xik) =
∑
j<l

ηij ,il .

The index measures the number of pairs of indices {j, l} at which the monomial
xi1 ⊗ · · · ⊗ xik fails to be standard.

Lemma 3.3. The set consisting of e and the images {π
(
xi1 ⊗ · · · ⊗ xik

)
} of all

standard monomials spans U(L).

Proof. It suffices to prove that the image of every monomial xi1 ⊗ · · · ⊗ xik
is a linear combination of the images of standard monomials. We prove this by
induction on the length k of the monomial, and then by induction on the index of
monomials of length k.

Observe that every monomial of length 1 is standard, so the case k = 1 is easy.
Thus suppose that k > 1 and that the image of every monomial of length at most
k − 1 is a linear combination of images of standard monomials. Let xi1 ⊗ · · · ⊗ xik
be a monomial of length k. If this monomial has index zero, then it is standard,
and again there is nothing to prove. Thus assume that Ind(xi1 ⊗· · ·⊗xik) = ` ≥ 1,
and that the image of every monomial of length at most k and index at most `− 1
is a linear combination of images of standard monomials.

Since Ind(xi1 ⊗ · · ·⊗xik) ≥ 1, there is at least one integer j with 1 ≤ j ≤ k− 1
so that ij+1 < ij . Then in T (L) we have the identity

xi1⊗ · · · ⊗ xij ⊗ xij+1 ⊗ · · · ⊗ xik
= xi1 ⊗ · · · ⊗ xij+1 ⊗ xij ⊗ · · · ⊗ xik

+ xi1 ⊗ · · · ⊗ [xij , xij+1 ]⊗ · · · ⊗ xik
+ xi1 ⊗ · · · ⊗

[
xij ⊗ xij+1 − xij+1 ⊗ xij − [xij , xij+1 ]

]
⊗ · · · ⊗ xik
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The first of the three terms on the right hand side has index less than `. The
second term on the right hand side can be written as a linear combination of
monomials of length k − 1. The third term on the right hand side belong to the
ideal I. Applying the mapping π and using the induction hypotheses, we see that
the image of xi1⊗· · ·⊗xij ⊗xij+1⊗· · ·⊗xik can be written as a linear combination
of images of standard monomials. �

Theorem 3.4 (Poincaré-Birkhoff-Witt). The images under π of 1 ∈ R and the
standard monomials are linearly independent, and hence form a basis for U(L).

Proof. Following Jacobson [Jac62], we construct a linear mapping L : T (L)→
T (L) with the following properties:

(1) L(1) = 1.
(2) L(xi1⊗· · ·⊗xik) = xi1⊗· · ·⊗xik for every standard monomial xi1⊗· · ·⊗xik .
(3) If xi1 ⊗ · · · ⊗ xik is not standard, and if ij+1 < ij then

L(xi1 ⊗ · · · ⊗ xij ⊗ xij+1 ⊗ · · · ⊗ xik)

= L(xi1 ⊗ · · · ⊗ xij+1 ⊗ xij ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ [xij , xij+1 ]⊗ · · · ⊗ · · · ⊗ xik)

Suppose we can show that such a linear transformation exists. It follows from (3)
that L maps every element of the ideal I to 0, since every element of the ideal is a
linear combination of elements of the form

xi1 ⊗ · · · ⊗
(
xij ⊗ xij+1 − xij+1 ⊗ xij −

[
xij , xij+1 ]

)
⊗ · · · ⊗ xik .

It follows from (1) and (2) that L is the identity on the subspace W ⊂ T (L) spanned
by 1 and the standard monomials. Thus it follows that W ∩ I = (0). Hence the
projection π is one-to-one on the space W , and hence the images of 1 and the
standard monomials are linearly independent, since they are linearly independent
in T (L). Thus to prove the theorem it suffices to construct L.

Since T (L) = R⊕ L1 ⊕ · · · , and since we know that 1 and the standard mono-
mials do span T (L), it suffices to show that for every positive integer m there is a
linear mapping

T : R⊕ L1 ⊕ L2 ⊕ · · · ⊕ Lm → L1 ⊕ L2 ⊕ · · · ⊕ Lm

which satisfies conditions (1), (2), and (3). We proceed by induction on m. When
m = 1, we can let T be the identity since each xi is a standard monomial, and the
hypotheses of condition (3) are never satisfied in this case.

Now suppose that we have constructed the mapping L on R⊕L1⊕L2⊕· · ·⊕Lm−1

where m > 1. In order to extend L to R⊕ L1 ⊕ L2 ⊕ · · · ⊕ Lm, it suffices to define
L on each monomial of length m. We proceed by induction on the index of the
monomial. Of course, we let L be the identity on any standard monomial. Suppose
that we have defined L on all monomials of length m and index less than ` > 1,
and suppose that xi1 ⊗ · · · ⊗ xim is a monomial of index `. We can then find an
integer j so that ij+1 < ij . We then try to define L on xi1 ⊗ · · · ⊗ xim by setting

L(xi1 ⊗ · · · ⊗ xij ⊗ xij+1 ⊗ · · · ⊗ xik)

= L(xi1 ⊗ · · · ⊗ xij+1 ⊗ xij ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ [xij , xij+1 ]⊗ · · · ⊗ · · · ⊗ xik)
(3.1)
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The two terms on the right hand side are defined since the first monomial has index
less than `, and the product in the second term is a linear combination of monomials
of length m− 1. Thus if the tentative definition given in (3.1) is unambiguous, the
extended L does satisfy conditions (1), (2), and (3).

The difficulty with (3.1) is that there may be two integers j and l so that
ij+1 < ij and il+1 < il. Without loss of generality, we may assume the j < l.

There are two cases to consider. The easier possibility is that j + 1 < l. We
then need to see whether

L(xi1⊗ · · · ⊗ xij+1 ⊗ xij ⊗ · · · ⊗ xil ⊗ xil+1 ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ [xij , xij+1 ]⊗ · · · ⊗ xil ⊗ xil+1 ⊗ · · · ⊗ xik) =

L(xi1⊗ · · · ⊗ xij ⊗ xij+1 ⊗ · · · ⊗ xil+1 ⊗ xil ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ xij ⊗ xij+1 ⊗ · · · ⊗ [xil , xil+1 ]⊗ · · · ⊗ xik).

Since we are dealing with elements of smaller length or index, we can use condition
(3) to evaluate each side. Let us write xij = a, xij+1 = b, xil = c, and xil+1 = d.
Then we have

L(· · · ⊗ b⊗ a⊗ · · · ⊗ c⊗ d⊗ · · · ) + L(· · · ⊗ [a, b]⊗ · · · ⊗ c⊗ d⊗ · · · )
= L(· · · ⊗ b⊗ a⊗ · · · ⊗ d⊗ c⊗ · · · )

+ L(· · · ⊗ b⊗ a⊗ · · · ⊗ [c, d]⊗ · · · )
L(· · · ⊗ [a, b]⊗ · · · ⊗ d⊗ c⊗ · · · )

L(· · · ⊗ [a, b]⊗ · · · ⊗ [c, d]⊗ · · · )
= L(· · · ⊗ b⊗ a⊗ · · · ⊗ d⊗ c⊗ · · · )

+ L(· · · ⊗ [a, b]⊗ · · · ⊗ d⊗ c⊗ · · · )
+ L(· · · ⊗ b⊗ a⊗ · · · ⊗ [c, d]⊗ · · · )

+ L(· · · ⊗ [a, b]⊗ · · · ⊗ [c, d]⊗ · · · )
= L(· · · ⊗ a⊗ b⊗ · · · ⊗ d⊗ c⊗ · · · ) + L(· · · ⊗ a⊗ b⊗ · · · ⊗ [c, d]⊗ · · · ).

The more complicated case occurs when j + 1 = l. In this case we need to
check that

L(xi1 ⊗ · · · ⊗ xij+1 ⊗ xij ⊗ xij+2 ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ [xij , xij+1 ]⊗ xij+2 ⊗ · · · ⊗ xik) =

L(xi1 ⊗ · · · ⊗ xij ⊗ xij+2 ⊗ xij+1 ⊗ · · · ⊗ xik)

+ L(xi1 ⊗ · · · ⊗ xij ⊗ [xij+1 , xij+2 ]⊗ · · · ⊗ xik).

Let us write xij = a, xij+1 = b, xij+2 = c. Then

L(· · · ⊗ b⊗ a⊗ c⊗ · · · ) + L(· · · ⊗ [a, b]⊗ c⊗ · · · )
= L(· · · ⊗ b⊗ c⊗ a⊗ · · · )

+ L(· · · ⊗ b⊗ [a, c]⊗ · · · )
+ L(· · · ⊗ [a, b]⊗ c⊗ · · · )

= L(· · · ⊗ c⊗ b⊗ a⊗ · · · )
+ L(· · · ⊗ [b, c]⊗ a⊗ · · · )

+ L(· · · ⊗ b⊗ [a, c]⊗ · · · )
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+ L(· · · ⊗ [a, b]⊗ c⊗ · · · ).

On the other hand

L(· · · ⊗ a⊗ c⊗ b⊗ · · · ) + L(· · · ⊗ a⊗ [b, c]⊗ · · · )
= L(· · · ⊗ c⊗ a⊗ b⊗ · · · )

+ L(· · · ⊗ [a, c]⊗ b⊗ · · · )
+ L(· · · ⊗ a⊗ [b, c]⊗ · · · )

= L(· · · ⊗ c⊗ b⊗ a⊗ · · · )
+ L(· · · ⊗ c⊗ [a, b]⊗ · · · )

+ L(· · · ⊗ [a, c]⊗ b⊗ · · · )
+ L(· · · ⊗ a⊗ [b, c]⊗ · · · ).

Thus we need to show that

L(· · · ⊗ [b, c]⊗ a⊗ · · · ) + L(· · · ⊗ b⊗ [a, c]⊗ · · · ) + L(· · · ⊗ [a, b]⊗ c⊗ · · · )
= L(· · · ⊗ c⊗ [a, b]⊗ · · · ) + L(· · · ⊗ [a, c]⊗ b⊗ · · · ) + L(· · · ⊗ a⊗ [b, c]⊗ · · · ).

But

L(· · · ⊗ [b, c]⊗ a⊗ · · · ) = L(· · · ⊗ a⊗ [b, c]⊗ · · · )− L(· · · ⊗ [a, [b, c]]⊗ · · · );
L(· · · ⊗ b⊗ [a, c]⊗ · · · ) = L(· · · ⊗ [a, c]⊗ b⊗ · · · )− L(· · · ⊗ [b, [c, a]]⊗ · · · );
L(· · · ⊗ [a, b]⊗ c⊗ · · · ) = L(· · · ⊗ c⊗ [a, b]⊗ · · · )− L(· · · ⊗ [c, [a, b]]⊗ · · · ).

Thus the identity we seek follows from the Jacobi identity

[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0,

and this completes the proof. �

4. Free Lie Algebras

Having constructed the universal enveloping algebra of a Lie algebra, we now
turn to the problem of construction free Lie algebras.

4.1. The construction.

Definition 4.1. Let S = {xi}i∈I be a set of elements. A Lie algebra F(S) is
the free Lie algebra generated by S if

(a) S can be identified with a subset of F(S);
(b) If L is any Lie algebra and if ϕ : S → L is any mapping, then there is a

unique Lie algebra homomorphism Φ : F(S)→ L such that Φ(xi) = ϕ(xi)
for all i ∈ I.

Equivalently, we can consider the vector space V spanned by the elements of S.
F(V ) is the free Lie algebra generated by V if

(a′) V ⊂ F(V ) is a subspace;
(b′) If L is any Lie algebra and if ϕ : V → L is any linear map, there exists a

unique Lie algebra homomorphism Φ : F(V )→ L so that Φ(v) = ϕ(v) for
all v ∈ V .
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We can construct the free Lie algebra generated by V as follows. Let T (V ) =
R ⊕ V 1 ⊕ V 2 ⊕ · · · be the tensor algebra generated by V . T (V ) is an associative
algebra which can therefore be given a Lie algebra structure T (V )L by using the
bracket product [x, y] = xy − yx. We then let F(V ) denote the smallest Lie subal-
gebra of T (V )L which contains V . We clearly have V ⊂ F(V ). It remains to check
the universal mapping property.

Lemma 4.2. Let L be a Lie algebra, and let ϕ : V → L be a linear map. Then
there exists a unique Lie algebra homomorphism Φ : F(V )→ L so that Φ(v) = ϕ(v)
for every v ∈ V .

Proof. Let U(L) be the universal enveloping algebra of L. By the Poincaré-
Birkhoff-Witt theorem, (Theorem 3.4), we can regard L as a subspace of U(L), and
so we can think of ϕ as a linear mapping from V to U(L), an associative algebra.
Since T (V ) is the free associative algebra generated by V , there is a unique algebra
homomorphism Φ : T (V ) → U(L) such that Φ(v) = ϕ(v) for v ∈ V . It follows
that Φ : T (V )L → U(L)L is also Lie algebra homomorphism of the associated
Lie algebras T (V )L and U(L)L. In particular, we can restrict Φ to F(V ), the Lie
subalgebra of T (V )L generated by V .

Thus we have constructed a Lie algebra homomorphism Φ : F(V )→ U(L)L such
that Φ(v) = ϕ(v) for all v ∈ V . The algebra L is a subspace of U(L), and so we
can study W =

{
w ∈ F(V )

∣∣Φ(w) ∈ L
}

. Since L is a Lie algebra, and since Φ is a
Lie algebra homomorphism, it follows that W is also a Lie algebra. But V ⊂W , so
W is a Lie subalgebra of T (V )L containing V . Since F(V ) is the algebra generated
by V it follows that F(V ) ⊂ W . This shows that Φ : F(V ) → L is a Lie algebra
homomorphism.

If Φ̃ : F(V )→ L is another Lie algebra homomorphism such that Φ̃(v) = ϕ(v)
for all v ∈ V , the set W =

{
w ∈ F(V )

∣∣ Φ̃(w) = Φ(w)
}

is a Lie subalgebra containing
V , and hence is all of F(V ). Thus the mapping Φ is unique, and this completes the
proof. �

Definition 4.3. An element w ∈ T (V ) is a Lie element if w ∈ F(V ).

An element of the algebra T (V ) is homogeneous of degree m if it is a sum of
monomials of degree m. Equivalently, an element is homogeneous of degree m if
it belongs to V m. Clearly, every element w ∈ T (V ) can be written uniquely as
a linear combination of homogeneous elements. We call these the homogeneous
components of w.

Proposition 4.4. An element w ∈ T (V ) is a Lie element if and only if its
homogeneous components are Lie elements.

Proof. Every iterated commutator [xi1 , [xi1 , · · · , [xim−1 , xim ] · · · ]] is homoge-
neous of degree m. Since every element of F(S) is a linear combination of iterated
commutators, it follows that every element of the free Lie algebra F(S) is a sum of
homogeneous elements which are Lie elements. The proof follows from the unique-
ness of the decomposition. �

Thus we see that the free Lie algebra F(V ) can be written

F(V ) = F(V )1 ⊕ F(V )2 ⊕ · · · ⊕ F(V )m ⊕ · · · (4.1)

where F(V )m is the subspace of Lie elements which are homogeneous of degree m.
Since every element of V is certainly a Lie element, we have V = F(V )1.
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Lemma 4.5. Let V be a vector space, and let F(V ) ⊂ T (V ) be the free Lie
algebra generated by V and the tensor algebra over V . Then T (V ) is the universal
enveloping algebra of F(V ).

Proof. Let A be an associative algebra, and let ψ : F(V ) → AL be a Lie
algebra homomorphism. Then ψ restricts to a linear map of V to A. Since T (V )
is the free associative algebra generated by V , there is a unique associative algebra
homomorphism Ψ : T (V ) → A such that Ψ(v) = ψ(v) for all v ∈ V . Thus Ψ is a
Lie algebra homomorphism of T (V )L to AL.

Let W =
{
w ∈ F(V )

∣∣Ψ(w) = ψ(w)
}

. Since Ψ and ψ are Lie algebra homomor-
phisms, it follows that W is a Lie algebra containing V . Since L(V ) is generated
by V , it follows that W = L(V ). Thus Ψ is an algebra homomorphism from T (V )
to AL and Ψ(w) = ψ(w) for all w ∈ F(V ), and we have noted that it is the unique
mapping with these properties. This completes the proof. �

Corollary 4.6. Let {wk}k≥1 be a basis for the real vector space F(V ). Then
the elements {wm1

1 wm2
2 · · ·wmkk } with k ≥ 0 and mj ≥ 0 form a basis for T (V ).

Proof. We can give the basis for F(V ) a total order by declaring that wj < wk
if and only if j < k. It follows from the Poincaré-Birkhoff-Witt theorem that the
standard monomials in the {wj} form a basis for the universal enveloping algebra
of F(V ). The corollary thus follows from Lemma 4.5. �

In addition to the algebra T (V ) which can be identified with the space of all
non-commuting polynomials in the elements of S, we have also defined the algebra
T̃ (V ) which is the space of all formal series in the elements of S. Then T̃ (V )L is a
Lie algebra containing T (V )L, which in turn contains F(V ).

Now define F̃(V ) as follows.

F̃(V ) =
{
P (x) =

∞∑
m=0

Pm(x) ∈ T̃ (V )
∣∣Pm(x) ∈ F(V )m

}
. (4.2)

4.2. Characterizations of Lie elements.

Let S = {xi}i∈I be a set and let V be the vector space with basis S. Let
F(S) = F(V ) be the free Lie algebra generated by S or V . Then F(S) can be
realized as a Lie subalgebra of T (V ), the algebra of all non-commuting polynomials
in the {xi}. How can one recognize whether an element of T (V ) is a Lie element?
It is clear that xixj − xjxi is a Lie element, but it is perhaps not so clear that
the element xixjxi − xjxixj (for example) is not a Lie element. The object of this
section is to provide characterizations of such elements. In addition to its intrinsic
interest, these will be needed later in the proof of the Campbell-Baker-Hausdorff
theorem.

Recall from equation (2.3) that ad is a Lie algebra homomorphism of a Lie
algebra L into the Lie algebra of linear mapping from L to itself. In particular if
L = F(S) is the free Lie algebra generated by S, the mapping ad extends to an
associative algebra mapping θ of T (S) to the linear mappings of F(S) to itself.

Now let S be a set, and define a linear map σ : T (S) → F(S) by setting
σ(xi) = xi for i ∈ I, and

σ(xi1xi2 · · ·xim−1xim) = ad xi1 ad xi2 · · · ad xim−1
(xim).
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This is well-defined since the monomials form a basis for T (S), and the image
clearly belongs to the Lie subalgebra of T (S)L generated by S. Moreover, we have

σ(xi1 · · ·xilxil+1 · · ·xim) = ad xi1 · · · ad xil ad xil+1
· · · ad xim−1

xim)

= ad xi1 · · · ad xil
(
σ(xil+1 · · ·xim)

)
= θ
(
xi1 · · ·xil

)(
σ(xil+1 · · ·xim)

)
Let a, b ∈ T (S). It follows that

σ(ab) = θ(a)σ(b).

Then if a, b ∈ F(S)

σ([a, b]) = σ(ab− ba)

= θ(a)σ(b)− θ(b)σ(a)

= ad a
(
σ(b)

)
− ad b

(
σ(a)

)
= [a, σ(b)] + [σ(a), b].

Theorem 4.7 (Dynkin-Specht-Wever). Let y ∈ T (S) be homogeneous of degree
m. Then y ∈ F(S) if and only if σ(y) = my.

Proof. If σ(y) = my, then y = m−1 σ(y) ∈ F(S). To prove the con-
verse, we argue by induction on m. Every element of F(S) is a linear combi-
nation of iterated commutators, and it suffices to see that σ(y) = my if y =
[xi1 , [xi2 , · · · [xim−1 , xim ] · · · ]]. Let z = [xi2 , · · · [xim−1 , xim ] · · · ], so that z is an iter-
ated commutator of length m− 1. By the last identity, we have

σ(y) = σ
(
[xi1 , [xi2 , · · · [xim−1 , xim ] · · · ]]

)
= σ

(
[xi1 , z]

)
=
[
σ(xi1), z

]
+
[
xi1 , σ(z)

]
=
[
xi1 , z

]
+
[
xi1 , (m− 1)z

]
= m

[
x, z
]

= my

as asserted. �

Let S = {xi}i∈I be a set and let A(S) = T (S) be the free algebra generated by
S. We regard elements of T (S) as non-commuting polynomials in the variables {xi}.
Then T (S)⊗ T (S) is also an associative algebra. An element of w ∈ T (S)⊗ T (S)
can be written as w =

∑m
j=1 Pj(x) ⊗ Qj(x) where Pj and Qj are non-commuting

polynomials in the elements of S. The product of two elements is given by( m∑
j=1

Pj(x)⊗Qj(x)
)( n∑

l=1

Rl(x)⊗ Sl(x)
)

=
m∑
j=1

n∑
l=1

(
Pj(x)Rl(x)⊗Qj(x)Sl(x)

)
.

In the same way, we can define an algebra structure on T̃ (S)⊗ T̃ (S).
Define δ : S → T (S) × T (S) by setting δ(xi) = (xi, 1) + (1, xi) for i ∈ I. By

the universal property of free algebras, there is a unique algebra homomorphism
D : T (S)→ T (S)× T (S) such that D(xi) = δ(xi). It is clear that the mapping D
extends to a mapping D : T̃ (S)→ T̃ (S)× T̃ (S).

Note that if w ∈ T (S), the elements w⊗ 1 and 1⊗w commute in T (S)⊗T (S),
and hence

(w ⊗ 1 + 1⊗ w)m =
m∑
j=0

m!
j!(n− j)!

wj ⊗ wn−j .
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Theorem 4.8 (Friedrichs). An element w ∈ T (S) is a Lie element if and only
if D(w) = w ⊗ 1 + 1⊗ w.

Proof. We first observe that the set
{
a ∈ T (S)

∣∣D(a) = (a ⊗ 1) + (1 ⊗ a)
}

is a Lie subalgebra of T (S)L containing S, and hence containing F(S). In fact, if
D(a) = (a⊗ 1) + (1⊗ a) and D(b) = (b⊗ 1) + (1⊗ b), then

D
(
[a, b]

)
= D(ab− ba)

= D(a)D(b)−D(b)D(a)

=
(
(a⊗ 1) + (1⊗ a)

)(
(b⊗ 1) + (1× b)

)
−
(
(b⊗ 1) + (1⊗ b)

)(
(a⊗ 1) + (1⊗ a)

)
= (ab⊗ 1) + (a⊗ b) + (b⊗ a) + (1⊗ ab)− (ba⊗ 1)− (b⊗ a)

− (a⊗ b)− (1⊗ ba)

=
(
[a, b]⊗ 1

)
+
(
1⊗ [a, b]

)
.

Let {y1, y2, . . .} be a basis for F(S). We have just seen that for each j, D(yj) =
(yj⊗1+1⊗yj). We order this basis so that yj < yl if and only if j < l. The tensor
algebra T (S) is the universal enveloping algebra of F(S), and by the Poincaré-
Birkhoff-Witt theorem, the monomials {ym1

1 ym2
2 · · · ymkk } for k ≥ 0 and mj ≥ 0 are

a basis for T (S) as a real vector space. Hence the products{
ym1

1 ym2
2 · · · ymkk ⊗ yn1

1 yn2
2 · · · y

nl
l

}
are a basis for T (S)⊗ T (S). Since D is an algebra homomorphism,

D
(
ym1

1 ym2
2 · · · ymkk

)
= D(y1)m1D(ym2

2 ) · · ·D(yk)mk

=
(
y1 ⊗ 1 + 1⊗ y1

)m1
(
y2 ⊗ 1 + 1⊗ y2

)m2 · · ·
(
yk ⊗ 1 + 1⊗ yk

)mk
= ym1

1 yk22 · · · y
mk
k ⊗ 1 + 1⊗ ym1

1 yk22 · · · y
mk
k + E

(
ym1

1 ym2
2 · · · ymkk

)
where

E
(
ym1

1 ym2
2 · · · ymkk

)
=

∑
rj+sj=mjPk
j=1 rj>1Pk
j=1 sj>1

[ k∏
j=1

mj !
rj !sj !

]
yr11 y

r2
2 · · · y

rk
k ⊗ y

s1
1 y

s2
2 · · · y

sk
k .

Note that

(1) If k > 1 then E
(
ym1

1 ym2
2 · · · ymkk

)
6= 0.

(2) If k = 1 and m1 > 1 then E
(
ym1

1 ym2
2 · · · ymkk

)
6= 0.

(3) The elements
{
E
(
ym1

1 ym2
2 · · · ymkk

)}
for which k > 1 or k = 1 and m1 > 1

are linearly independent since the involve different elements of the basis
of T (S)⊗ T (S).

Now suppose w =
∑
αm1,...,mky

m1
1 ym2

2 · · · ymkk ∈ T (S) and D(w) = w⊗1 + 1⊗
w. It follows that

∑
k>1 αm1,...,mkE

(
ym1

1 ym2
2 · · · ymkk

)
= 0, and hence αm1,...,mk = 0

whenever k > 1 or k = 1 and m1 > 1. Thus w =
∑
j αjyj is a linear combination

of basis elements of F(S), and hence w is a Lie element, as required. �

Since the property of being a Lie element depends only on whether or not each
homogeneous component is a Lie element, we have
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Corollary 4.9. If w ∈ T̃ (S) and if D(w) = w ⊗ 1 + 1⊗ w, then each homo-
geneous component of w is a Lie element.

5. The Campbell-Baker-Hausdorff formula

We observed in Proposition 1.4 that if x and y are indeterminates which com-
mute, then

exp(x) exp(y) = exp(x+ y),

log
(
(1 + x)(1 + y)

)
= log(1 + x) + log(1 + y).

(5.1)

If x and y do not commute, we look for a formal power series

z(x, y) = x+ y + P2(x, y) + P3(x, y) + · · · (5.2)

where Pj(x, y) is a non-commuting polynomial in x and y such that

exp(x) exp(y) = exp
(
z(x, y)

)
. (5.3)

The series for z(x, y) is given by the Campbell-Baker-Hausdorff formula. It is a
remarkable fact that that the polynomials Pj(x, y) are actually Lie elements; that
is, they are linear combinations of iteraged commutators of x and y.

Theorem 5.1 (Campbell-Baker-Hausdorff). As formal series we have

exp(x) exp(y) = exp
(
z(x, y)

)
where

z(x, y) = x+ y +
∞∑
n=2

PN (x, y)

where each PN is a homogeneous non-commutative polynomial in x and y of degree
N which can also be written as the Lie element

PN (x, y) =
1
N

N∑
k=1

1
k

k∑
j=1

∑
mj+nj≥1P
(mj+nj)=N

(−1)k+1

m1! · · ·mk!n1! · · ·nk!
adm1

x ad n1
y · · · admkx ad nky .

Here adm1
x ad n1

y · · · admkx ad nky means

adm1
x ad n1

y · · · admkx ad nky =

{
adm1

x ad n1
y · · · admkx ad nk−1

y [y] if nk ≥ 1,
adm1

x ad n1
y · · · admk−1

y admk−1
x [x] if nk = 0.

Proof. We work in the free associative algebra and free Lie algebra generated
by a set S consisting of two elements x and y. We begin with an elementary
computation that gives

z(x, y) = log
(

exp(x) exp(y)
)

as a formal series of non-commuting polynomials in x and y. We have

exp(x) exp(y) =
∞∑

m,m=0

1
m!n!

xmyn

and so
exp(x) exp(y)− 1 =

∑
m,n≥0
m+n≥1

1
m!n!

xmyn.
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Hence, as a formal series

z(x, y) = log
(

exp(x) exp(y)
)

=
∞∑
k=1

(−1)k+1

k

[ ∑
m+n≥1

1
m!n!

xmyn

]k

=
∞∑
k=1

∑
1≤j≤k

mj+nj≥1

(−1)k+1

km1! · · ·mk!n1! · · ·nk!
xm1yn1 · · ·xmkynk .

Note that the component of this sum which is homogeneous of degree N is

PN (x, y) =
N∑
k=1

k∑
j=1

∑
mj+nj≥1P
(mj+nj)=N

(−1)k+1

km1! · · ·mk!n1! · · ·nk!
xm1yn1 · · ·xmkynk .

If we can prove that the homogeneous polynomial PN (x, y) is a Lie element in T (S),
we can then use Theorem 4.7 write it explicitly as a Lie element, and this is the
statement of the Theorem.

To prove that the homogeneous components of log
(

exp(x) exp(y)
)

are Lie
elements, we use the criterion given in Theorem 4.8 and Corollary 4.9. Note that
since the elements (x⊗ 1) and (1⊗ x) commute, we have

exp
(
x⊗ 1 + 1⊗ x

)
= exp(x⊗ 1) exp(1⊗ x)

=
(

exp(x)⊗ 1
) (

1⊗ exp(x)
)
.

We have

D
(

exp(x) exp(y)
)

= exp
(
D(x)

)
exp

(
D(y)

)
= exp

(
x⊗ 1 + 1⊗ x

)
exp

(
y ⊗ 1 + 1⊗ y

)
= exp

(
x⊗ 1

)
exp

(
1⊗ x

)
exp

(
y ⊗ 1

)
exp

(
1⊗ y

)
=
(

exp(x)⊗ 1
) (

1⊗ exp(x)
) (

exp(y)⊗ 1
) (

1⊗ exp(y)
)

=
(

exp(x) exp(y)⊗ 1
)(

1⊗ exp(x) exp(y)
)

Thus

D
(

log
(

exp(x) exp(y)
))

= log
(
D
(

exp(x) exp(y)
))

= log
((

exp(x) exp(y)⊗ 1
)(

1⊗ exp(x) exp(y)
))

= log
(

exp(x) exp(y)⊗ 1
)

+ log
(
1⊗ exp(x) exp(y)

))
= log

(
exp(x) exp(y)

)
⊗ 1 + 1⊗ log

(
exp(x) exp(y)

)
.

Thus log
(

exp(x) exp(y)
)

is a Lie element in T̃ (S), and this completes the proof. �

6. Hall Bases for Free Lie Algebras

We now turn to the problem of giving an explicit description of a basis for a free
Lie algebra. Let S = {x1, . . . , xn} be a finite set, let F(S) be the free Lie algebra
generated by S, and let F(S)m be the elements in F(S) which are homogeneous of
degree m.
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6.1. Hall Sets.

We define an ordered set H of homogeneous monomials in F(S), called Hall
monomials1. The definition of H is given recursively. Thus let Ĥk denote the
elements ofH which are homogeneous of exactly degree k, and letHk = Ĥ1∪· · ·∪Ĥk

be the subset of elements which are homogeneous of degree at most k. We define
Ĥn inductively as follows.

(1) The subset H1 = Ĥ1 are exactly the generators {x1, . . . , xn}.
(2) We give the set H1 a total order (for example by requiring that xj < xk

if and only if j < k).
(3) Suppose that we have constructed the elements of Hn−1 which are ho-

mogeneous of degree less than n where n > 1. Suppose also that the
elements are given a total order in such a way that if u ∈ Ĥj and v ∈ Ĥk

with j < k, then u < v.
(4) The elements of Ĥn is the set of all elements of the form y = [u, v] (called

a standard form of y) where

(a) u ∈ Ĥr, v ∈ Ĥs, and r + s = n.
(b) u < v.
(c) If v = [a, b] is a standard form of v, then a ≤ u.

(5) The order on Hn−1 is extended to Hn in such a way that if u ∈ Hn−1 and
v ∈ Ĥn, then u < v.

A set H =
⋃∞
n=1 Ĥn is called a Hall set in F(S).

Theorem 6.1 (Hall). If H ⊂ F(S) is a Hall set, then the elements of H form
a basis for F(S).

6.2. Two Examples.

Before giving the proof of Theorem 6.1, we calculate some low order terms in
Hall set for the free Lie algebra generated by two elements x and y, and for the
free Lie algebra generated by three elements x, y, z, We order these generators by
requiring x < y < z.

Example 1 In the free Lie algebra L(x, y) we have

Ĥ1 =
{
x, y
}

Ĥ2 =
{

[x, y]
}

Ĥ3 =
{

[x, [x, y]], [y, [x, y]]
}

Ĥ4 =
{

[x, [x, [x, y]]], [y, [x, [x, y]]], [y, [y, [x, y]]]
}

Note that [y, [x, [x, y]] is eliminated bycasue of condition (4c). Also since there
is only one element in Ĥ2 there are no elements in Ĥ4 of the form [A,B] where
A = [u1, v1] and B = [u1, v1]. The set Ĥ5 consists of six elements. The first four
come from taking brackets of elements of Ĥ1 and elements of Ĥ4

Ĥ5a =
{

[x, [x, [x, [x, y]]]], [y, [x, [x, [x, y]]]], [y, [y, [x, [x, y]]]], [y, [y, [y, [x, y]]]]
}
,

1In his paper [Hal50], Marshall Hall calls these standard monomials, but we have already
used this term in the proof of the Poincaré-Birkhoff-Witt theorem.
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The next two come from taking brackets of elements of Ĥ2 with elements of Ĥ3

Ĥ5b =
{[

[x, y], [x, [x, y]]
]
,
[
[x, y], [y, [x, y]]

]}
.

Example 2 In the free Lie algebra L(x, y, z) we have

Ĥ1 =
{
x, y, z

}
Ĥ2 =

{
[x, y], [x, z], [y, z]

}
Ĥ3 =

{
[x, [x, y]], [x, [x, z]], [y, [x, y]], [y, [x, z]], [y, [y, z]], [z, [y, z]]

}
Ĥ4 =

{
[x, [x, [x, y]]], [x, [x, [x, z]]], [x, [y, [x, y]]], [x, [y, [x, z]]], [x, [y, [y, z]]],

[x, [z, [y, z]]], [y, [y, [x, y]]], [y, [y, [x, z]]], [y, [y, [y, z]]], [z, [z, [y, z]]][
[x, y], [x, z]

]
,
[
[x, y], [y, z]],

[
[x, z], [y, z]

]}
6.3. Proof of Theorem 6.1.

Let S = {x1, . . . , xn}, let V be the real vector space spanned by S, and let
H =

⋃∞
n=1 Ĥn be a Hall set for the free Lie algebra F(S). Let w ∈ Ĥn. We say

that an equation w =
∑
k αkhk gives a Hall expansion for the element w if αk ∈ R,

and each hk ∈ H. If we can prove that every element w ∈ F(S) has has a Hall
expansion, and that such an expansion is unique, then we will have proved Theorem
6.1.

Lemma 6.2. Every element w ∈ F(S) which is homogeneous of degree n has a
Hall expansion w =

∑
k αkhk where each hk ∈ Ĥn.

Proof. We argue by induction on n. Every element of F(S) which is homoge-
neous of degree 1 belongs to V , and since Ĥ1 consists of a basis for V , this finishes
the case n = 1.

Now suppose that the assertion of the Lemma is true for every element of F(S)
which is homogeneous of degree less than n, and let w ∈ F(S) be homogeneous of
degree n > 1. Then we can write w =

∑
j αj [uj , vj ] where αj ∈ R, and uj , vj ∈

F(S) are elements which are homogeneous of degree strictly less than n. (This
representation need not be unique.) We give an algorithm which replaces this
expansion for w by an expansion which is a Hall expansion. Moreover, we will
see that if we start with a Hall expansion, the algorithm does not change the
expansion. The algorithm consists of four steps, which are then repeated, and after
a finite number of iterations yields the desired Hall expansion.

Step 1: Since the degree of uj and vj are less than n, our induction hypothesis
means that we can write uj =

∑
k βj,k uj,k and vj =

∑
l γl vj,l where {uj,k} and

{vj,l} are Hall elements. If either uj and vj are Hall elements to begin with, we do
not replace them with different sums. Then w =

∑
j,k,l αjβj,kγj.l

[
uj,k, vj,l

]
.

Step 2: For each term
[
uj,k, vj,l

]
, write

[
uj,k, vj,l

]
=


0 if uj,k = vj,l,

[uj,k, vj,l
]

if uj,k < vj,l,

−[uj,k, vj,l
]

if vj,l < uj,k.



6. HALL BASES FOR FREE LIE ALGEBRAS 211

With this change, we have written w =
∑
j,k,l αjβj,kγj.l

[
uj,k, vj,l

]
where each of

the terms uj,k, vj,l ∈ H and uj,k < vj,l. Also if our original expansion was a Hall
expansion, we have not changed it.

Step 3: Consider each pair of elements
{
uj,k, vj,l

}
.

(1) If the degree of vj,l is 1, then since uj,k < vj,l, the degree of uj,k is also 1,
and it follows that

[
uj,k, vj,l

]
is a Hall element. In this case we stop.

(2) If the degree of vj,l is greater than 1, we can write vj,l = [aj,l, bj,l] where
aj,l, bj,l ∈ H and aj,l < bj,l. Write

[
uj,k, vj,l

]
=


[
uj,k, [aj,l, bj,l]

]
if aj,l ≤ uj,k,

+
[
aj,l, [uj,k, bj,l]

]
−
[
bj,l, [uj,k, aj,l]

]
if uj,k < aj,l.

(a) If aj,l ≤ uj,k, then
[
uj,k, [aj,l, bj,l]

]
is a Hall element, and we stop.

(b) Suppose that uj,k < aj,l. If [uj,l, bj,l] is a Hall element, it follows
that

[
aj,l, [uj,k, bj,l]

]
is a Hall element since uj,k < aj,l. If [uj,l, aj,l]

is a Hall element, then
[
bj,l, [uj,k, aj,l]

]
is a Hall element since uj,k <

aj,l < bj,l. In either of these two cases, we stop.

Step 4: If either [uj,l, bj,l] or [uj,l, aj,l] is not a Hall element, then we return to Step
1 with the expressions [uj,l, bj,l] and [uj,l, aj,l], write them as a linear combination
of Hall elements, we repeat the process.

To see that this procedure eventually stops, we argue as follows. If the degree
of uj,k and the degree of vj,k are both greater than 1

3n then the degree of vj,k is
less that 2

3n. But then when we write vj,l = [aj,l, bj,l], we must have the degree of
aj,l less than than or equal to one half of the degree of vj,l, so the degree of aj,l is
at most 1

2
2
3n = 1

3n, which is less than the degree of uj,k. It follows that aj,l < uj,k,
and so in Step 3, we are in situation (2a), and the process stops.

If we do not stop at Step 3, then we go back to Step 1 with uj,k replaced by aj,l
or bj,l, and vj,l replaced by [uj,l, bj,l] or [uj,l, aj,l]. However, since they are products,
the degree of [uj,l, bj,l] or [uj,l, aj,l] is strictly greater than the degree of uj,l. Also
uj,k < aj,l. Thus we have replaced [uj,k, vj,l] by a commutator where the first term
appears later than uj,k in the total order of the Hall elements, and the degree of
the second term is strictly larger than the degree of uj,k. If we run through this
process enough times, it follows that eventually the degrees of both terms will be
greater than 1

3n, and so the process will stop. This completes the proof. �



CHAPTER 8

The ∂ and ∂-Neumann Problems

1. Differential forms and the d and ∂-operators

Let Ω ⊂ Rn be an open set. Recall that E(Ω) denotes the space of infinitely
differentiable real-valued differentiable functions on Ω, T (Ω) denotes the space of
infinitely differentiable real vector fields on Ω, and for each x ∈ Ω, Tx denotes the
tangent space at x. We can identify Tx with the set of values of real vector fields
at x.

1.1. Real differential forms.

We begin with the definition of differential forms and wedge product.

Definition 1.1.
(1) For m ≥ 0, Λmx denotes the space of alternating m-linear mappings of the

tangent space Tx to R. In particular, we identify Λ0
x with R, and Λ1

x is
the dual space T ∗x , which is sometimes called the real cotangent space at
x. An element ω ∈ Λmx is called an m-form at x.

(2) If α ∈ Λjx and β ∈ Λkx, the wedge product α ∧ β ∈ Λj+kx is defined by the
equation

α ∧ β
(
v1, . . . , vj+k

)
=

1
(j + k)!

∑
σ∈Sj+k

(−1)σα
(
vσ(1), . . . , vσ(j)

)
β
(
vσ(j+1), . . . vσ(j+k)

)
where v1, . . . , vj+k ∈ Tx, Sj+k is the group of permutations of the set
{1, . . . j + k}, and (−1)σ is the sign of the permutation σ.1

(3) Λm(Ω) is the space of mappings ω : Ω→
⋃
x∈Ω Λmx such that:

(a) ω(x) = ωx ∈ Λmx ;
(b) if X1, . . . , Xm ∈ T (Ω), then the mapping x→ ωx

(
(X1)x, . . . , (Xm)x

)
is an infinitely differentiable function.

In particular, we identify the space Λ0(Ω) with E(Ω). Elements of Λm(Ω)
are called smooth m-forms on Ω.2

(4) If ω ∈ Λj(Ω) and η ∈ Λk(Ω), set (ω ∧ η)x = ωx ∧ ηx. In particular, if
f ∈ Λ0

x, (fω)x = f(x)ωx ∈ Λk(Ω). This makes Λk(Ω) into an E(Ω)-
module.

1If λ ∈ Λ0
x = R and β ∈ Λkx, it is traditional to write λβ instead of λ ∧ β since scalar

multiplication gives the same value as the wedge product in this case.
2We are really considering smooth sections of the bundle Λm of alternating m-forms over Ω.

However we will not develop the machinery of vector bundles here.
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Proposition 1.2. If α ∈ Λjx and β ∈ Λkx, then

α ∧ β = (−1)jk β ∧ α.
In particular, if j = k = 1, α ∧ β = −β ∧ α.

Proof. Define τ ∈ Sj+k by

τ(1, . . . , j, j + 1, . . . , j + k) = (j + 1, . . . , j + k, 1, . . . j).

Then (−1)τ = (−1)jk. We have

α ∧ β =
1

(j + k)!

∑
σ∈Sj+k

(−1)σα
(
vσ(1), . . . , vσ(j)

)
β
(
vσ(j+1), . . . vσ(j+k)

)
=

1
(j + k)!

∑
σ∈Sj+k

(−1)σα
(
vστ(k+1), . . . , vστ(k+j)

)
β
(
vστ(1), . . . vστ(k)

)
=

(−1)jk

(j + k)!

∑
σ∈Sj+k

(−1)στβ
(
vστ(1), . . . vστ(k)

)
α
(
vστ(k+1), . . . , vστ(k+j)

)
= (−1)jkβ ∧ α,

which completes the proof. �

1.2. Notation.

It is an unfortunate fact of life that the anti-commutativity established in
Proposition 1.2 leads to unpleasant calculations with differential forms. The fol-
lowing notation, although at first sight excessive, actually helps to preserve sanity.
To begin with, we fix the underlying dimension n, and define certain index sets:

(i) Im denotes the set of all ordered m-tuples K = (k1, . . . , km) with 1 ≤
kj ≤ n for 1 ≤ j ≤ m.

(ii) I#
m denotes the subset of Im consisting of those m-tuples K = (k1, . . . , km)

such that ki 6= kj for i 6= j. Thus I#
m is the set of m-tuples with distinct

elements.
(iii) I∗m denotes the subset of I#

m consisting of those q-tuples K = (k1, . . . , km)
such that 1 ≤ k1 < k2 < · · · < km−1 < km ≤ n.

(iv) If K ∈ I#
m then {K} denotes the unordered set of indices belonging to the

ordered m-tuple K.
(v) If K ∈ Im then [K] ∈ Im be the m-tuple consisting of the elements of {K}

rearranged in (weakly) increasing order.
(vi) If J = (j1, . . . , jr) ∈ Ir and K = (k1, . . . , ks) ∈ Is, then

(J,K) = (j1, . . . , jr, k1, . . . , ks) ∈ Ir+s.

Next, we introduce notation that reflects that anti-commutativity of quantities
indexed by these sets. Thus if J = (j1, . . . , jr), K = (k1, . . . , kr) ∈ Ir set

εJK =



0 if either J /∈ I#
r or K /∈ I#

r ,

0 if J ∈ I#
r , K ∈ I#

r and {J} 6= {K},

(−1)σ if J ∈ I#
r , K ∈ I#

r , {J} = {K}, and σ(j1, . . . , jr) = (k1, . . . , kr).
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For example,

ε
(2,1,3,5)
(1,2,3,5) = −1, ε

(3,1,2,5)
(1,2,3,5) = +1, ε

(4,1,3,5)
(1,2,3,5) = 0, ε

(5,1,3,5)
(1,2,3,5) = 0.

In particular, if K = (k1, . . . , kq) ∈ Iq, L = (l1, . . . , lq+1) ∈ Iq+1, and 1 ≤ k ≤ n, we
have

ε
(k,K)
L =


0 if {k} ∪ {K} 6= {L},

(−1)σ if {k} ∪ {K} = {L} and σ(k, k1, . . . , kq) = (l1, . . . , lq+1).

1.3. Differential forms with coordinates.

We now construct a basis for Λmx . Let e1, . . . , en be any basis of Tx, and let
α1, . . . , αn be the dual basis of Λ1

x = T ∗x , so that

αj [el] = δj,l =

{
1 if j = l,

0 if j 6= l.

Let J = (j1, . . . , jm),K = (k1, . . . , km) ∈ Im. It follows from Definition 1.1, (2)
that

(m!)αj1∧ · · · ∧ αjm
(
ek1 , . . . , ekm

)
=
∑
σ∈Sm

(−1)σ αj1 [ekσ(1) ] · · ·αjm [ekσ(m) ]

=


εJK if J,K ∈ I#

m

0 otherwise.

On the other hand, an element α ∈ Λmx is determined by its action on all m-tuples
(ek1 , . . . , ekm). If we write α(ek1 , . . . , ekm) = αk1,...,km ∈ R, it follows from the
anti-symmetry of α that

αk1,...,kk = (−1)σαkσ(1),...,kσ(m) .

Thus we can write

α =
∑

(k1,...,km)∈Im

α(ek1 , . . . , ekm)αk1 ∧ · · · ∧ αkm

since both sides have the same value when applied to (ej1 , . . . , ejm). Because of the
anti-commutativity of the wedge products and the coefficients, we can write

α = m!
∑

(j1,...,jm)∈I∗m

α(ej1 , . . . , ejm)αj1 ∧ · · · ∧ αjm ,

and the elements {αJ = αj1 ∧ · · · ∧αjm} with J = (j1, . . . , jm) ∈ I∗m are a basis for
Λmx .

Now suppose that X1, . . . , Xn ∈ T (Ω) are vector fields such that for each x ∈ Ω
the vectors {(X1)x, . . . , (Xn)x} form a basis for for Tx. Define ωj ∈ Λ1(Ω) by

ωj [Xk] = δj,k.

The above discussion establishes the following result.
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Proposition 1.3. The space Λm(Ω) is generated as a module over E(Ω) by the
differential forms

ωJ = ωj1 ∧ · · · ∧ ωjm , 1 ≤ j1 < · · · < jk ≤ n.

The number of generators is
(
n

m

)
. Every η ∈ Λm(Ω) can be written uniquely as

η =
∑
J∈I∗m

ηJ ωJ

where each ηJ ∈ E(Ω).

As a consequence of the notation we introduced, note that if J ∈ I∗m and
1 ≤ j ≤ n, we have

ωj ∧ ωJ =
∑

L∈I∗m+1

ε
(j,J)
L ωL.

In later formulas, it will be convenient to consider the coefficients ωJ of a m-form

ω ∈ Λm(Ω) for multi-indices J which are not in I∗m. Thus for any J ∈ Im, set

ωJ =


0 if J /∈ I#

m,

εJ[J] ω[J] if J ∈ I#
m.

In particular, we have

ε
(j,J)
[(j,J)] ω[(j,J)] = ω(j,J).

Since Ω ⊂ Rn, we can always choose a basis for the vector fields by choosing

Xj =
∂

∂xj
. In this case we write the corresponding elements of Λ1

x as {dx1, . . . , dxn},

and every element ω ∈ Λm(Ω) can be written

ω =
∑
J∈I∗m

ωJ dxJ with ωJ ∈ E(Ω)

where, if J = (j1, . . . , jm) we write

dxJ = dxj1 ∧ · · · ∧ dxjm .

1.4. The exterior derivative d.

The exterior derivative d maps m-forms to (m+1)-forms and is usually defined
in terms of coordinates:

df =
n∑
j=1

∂f

∂xj
dxj if f ∈ Λ0(Ω),

dω =
∑
J∈I∗m

n∑
j=1

∂ωJ
∂xj

dxj ∧ dxJ if ω =
∑
J∈I∗m

ωJ dxJ ∈ Λm(Ω).

However, it will be important to know that this operator has an intrinsic meaning.
Thus we begin with a coordinate free definition.
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Definition 1.4. The exterior derivative d : Λm(Ω) → Λm+1(Ω) is defined as
follows:

(1) For m = 0, if f ∈ E(Ω) = Λ0(Ω) and if X ∈ T (Ω), then

df(X) = X[f ].

(2) For m ≥ 1, if ω ∈ Λm(Ω) and if X1, . . . , Xm+1 ∈ T (Ω), then

(m+ 1) dω
(
X1, . . . , Xm+1

)
=
m+1∑
j=1

(−1)j+1Xj

[
ω(X1, . . . , X̂j , . . . , Xm+1)

]
+
∑
j<k

(−1)j+kω
(

[Xj , Xm] , X1, . . . , X̂j , . . . , X̂k, . . . , Xm+1

)
For example, when m = 1, if η ∈ Λ1(Ω) and X,Y ∈ T (Ω), then

2dη(X,Y ) = X
[
η[Y ]

]
− Y

[
η[X]

]
− η
[

[X, Y ]
]
.

Proposition 1.5. The exterior derivative d has the following properties:

(1) If ω ∈ Λj(Ω) and η ∈ Λk(Ω), then

d(ω ∧ η) = dω ∧ η + (−1)j ω ∧ dη.
(2) If ω ∈ Λj(Ω) then d2(ω) = 0.

(3) In terms of coordinates,

(a) If f ∈ E(Ω) then

df =
n∑
j=1

∂f

∂xj
dxj .

(b) If ω =
∑
K∈I∗k

ωJ dxJ , then

dω =
∑
J∈I∗k

dωJ ∧ dxK =
∑
J∈I∗k

n∑
j=1

∂ωJ
∂xj

dxj ∧ dxJ .

GIVE PROOF
Let Ω ⊂ Rn be an open set (or more generally a real manifold of dimension n).

The operator d gives us the following sequence of mappings:

E(Ω) = Λ0(Ω) d0−→ Λ1(Ω) d1−→ Λ2(Ω) d2−→ · · · dn−1−→ Λn(Ω).

Since d2 = 0, at each point the image of one mapping is contained in the null space
of the next. This sequence is called the deRham complex for Ω. The quotient
groups

Hm(Ω,R) = Kernel(dm)/Image(dm−1)

are the deRham cohomology groups of Ω.
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1.5. Complex coordinates and holomorphic functions.

We now turn to a discussion of differential forms in complex spaces. We denote
points of Cn by z = (z1, . . . , zn), where zj = xj + iyj . With these coordinates we
can identify Cn with R2n via the mapping

Cn 3 z = (z1, . . . , zn)←→ (x1, y1, . . . , xn, yn) ∈ R2n.

However, complex analysis is not just real analysis in twice as many variables.
The key point is that for open sets in Ω ⊂ Cn there is a distinguished class of
complex-valued smooth functions O(Ω) called holomorphic functions. There are
many equivalent characterizations of this class. We shall define them as the solu-
tions of a system of complex first order partial differential operators.

We proceed as follows. In addition to the usual real vector fields

Xj =
∂

∂xj
and Yj =

∂

∂yj

for 1 ≤ j ≤ n, we introduce certain special complex-valued vector fields:

Zj =
∂

∂zj
=

1
2

[ ∂

∂xj
− i ∂

∂yj

]
=

1
2
[
Xj − iYj

]
and

Zj =
∂

∂z̄j
=

1
2

[ ∂

∂xj
+ i

∂

∂yj

]
=

1
2
[
Xj + iYj

]
.

(1.1)

It follows that

Xj = (Zj + Zj),

Yj = i(Zj − Zj).
(1.2)

Definition 1.6. Let Ω ⊂ Cn be open. A complex-valued function f ∈ EC(Ω)
is holomorphic if it satisfies Zj [f ](z) = 0 for all z ∈ Ω and all 1 ≤ j ≤ n. These
equations,

∂f

∂z̄j
(z) =

∂f

∂xj
(z) + i

∂f

∂yj
(z) = 0, for 1 ≤ j ≤ n,

are called the (homogeneous) Cauchy-Riemann equations.

The property of being holomorphic is independent of the choice of a coordinate
system. In fact, we have the following result which follows easily from the chain
rule.

Proposition 1.7. Let Ω1 ⊂ Cn and Ω2 ⊂ Cm be open sets, and let F =
(f1, . . . , fm) : Ω1 → Ω2 be a mapping such that each component function fj is
holomorphic on Ω1.

(1) If h : Ω2 → C is a holomorphic function, then H(z) = h
(
F (z)

)
is a

holomorphic function on Ω1.

(2) If m = n and F is a diffeomorphism (so that F is one-to-one, onto, and
has a smooth inverse F−1), then the components of F−1 : Ω2 → Ω1 are
holomorphic functions.
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1.6. Splitting the complexified tangent space.

The existence of the class of holomorphic functions on an open set Ω ⊂ Cn
leads to a natural splitting of the complexified tangent space. Recall that for any
point z ∈ Cn, the real tangent space Tz is a real 2n-dimensional vector space over
R. Tz is spanned by the real vector fields {X1, Y1, . . . , Xn, Yn}. If Ω ⊂ Cn is an
open set, T (Ω) is the space of smooth, real-valued vector fields on Ω, and if z ∈ Ω,
Tz is just the restriction to the point z of elements of T (Ω).

The complexified tangent space Tz⊗C is obtained by taking all complex linear
combinations of {X1, Y1, . . . , Xn, Yn}. This space has complex dimension 2n, is
denoted by CTz, and is called the complex tangent space at z. The real tangent
space Tz is a subspace of CTz, but it is not closed under multiplication by i and
hence is not a complex subspace. It is clear from equations (1.1) and (1.2) that the
set of real vector fields {X1, Y1, . . . , Xn, Yn} and the set of complex vector fields
{Z1, . . . , Zn, Z1, . . . , Zn} are both bases for the vector space CTz over C.

Definition 1.8. The complex structure mapping J is the real-linear transfor-
mation J : Tz → Tz uniquely determined by setting

J [Xj ] = Yj and J [Yj ] = −Xj

for 1 ≤ j ≤ n. It follows that J2 = −I, so the eigenvalues of J are ±i. J extends
to the complex vector space CTz as a complex-linear mapping. Let

T 1,0
z =

{
v ∈ CTz

∣∣∣ J [v] = +iv
}
,

T 0,1
z =

{
v ∈ CTz

∣∣∣ J [v] = −iv
}

be the subspaces of corresponding eigenvectors.

It follows that we have the following decomposition of the complexified tangent
space:

CTz = T 1,0
z ⊕ T 0,1

z . (1.3)

Note that we have

J [Zj ] = J
[
(Xj − iYj)

]
= J [Xj ]− iJ [Yj ] = Yj + iXj = (+i)(Xj − iYj)

J [Zj ] = J
[
(Xj + iYj)

]
= J [Xj ] + iJ [Yj ] = Yj − iXj = (−i)(Xj + iYj).

Thus {Z1, . . . , Zn} are a basis for T 1,0
z and {Z1, . . . , Zn} are a basis for T 0,1

z .

Definition 1.9. A complex-valued vector field X on Ω is of type (1, 0) (respec-
tively, of type (0, 1)) if for every z ∈ Ω we have Xz ∈ T 1,0

z (respectively Xz ∈ T 0,1
z ).

Proposition 1.10. If Z,W are complex vector fields of type (1, 0) then [Z, W ]
is again a complex vector field of type (1, 0). If Z,W are complex vector fields of
type (0, 1) then

[
Z, W

]
is again a complex vector field of type (0, 1).

Proof. If Z,W are vector fields of type (1, 0), we can write Z =
∑n
j=1 aj Zj

and W =
∑n
k=1 bk Zk. Then

[Z, W ] =
n∑
j=1

(
Z[aj ]−W [bj ]

)
Zj

is again of type (1, 0). A similar calculation works for vector fields of type (0, 1). �
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It is not immediately clear from Definition 1.8 that the mapping J is indepen-
dent of the choice of holomorphic coordinates. However, the following result shows
that there is an intrinsic characterization of J in terms of the class of holomorphic
functions.

Proposition 1.11. Let z ∈ Cn and let v ∈ Tz. Then J [v] ∈ Tz is the unique
vector such that

[
v + iJ [v]

]
[f ] = 0 for every function f which is holomorphic in a

neighborhood of z.

Proof. Write v =
∑n
k=1

(
αkXk + βk Yk). Then J [v] =

∑n
k=1

(
αkYk − βkXk),

and so

v + iJ [v] =
n∑
k=1

(αk − iβk)(Xk + iYk) = 2
n∑
k=1

(αk − iβk)Zk.

Since Zk[f ] = 0 for every holomorphic function f , the same is true for v+ iJ [v]. To
prove uniqueness, observe that if w ∈ Tz and (v+ iw)[f ] = 0 for every holomorphic
function f , then (w−J [v])[f ] = 0 for all holomorphic functions. However w−J [v] ∈
Tz so we can write w− J [v] =

∑n
k=1(ajXj + bjYj) with aj , bj ∈ R. If we apply this

to zj = xj + iyj , it follows that aj + ibj = 0, so w = J [v]. �

1.7. Complex differential forms.

We now study the complexifications of the spaces Λmz . Thus CΛmz = Λmz ⊗ C
is the space of alternating complex-valued m-linear mappings of CTz to C. In
particular, when m = 1, the space CΛ1

z is just the (complex) dual space of the
(complex) vector space CTz, and is sometimes called the complex cotangent space.
This space also has a natural decomposition as the direct sum of two subspaces.

Definition 1.12. Let

Λ1,0
z =

{
ω ∈ (CTz)∗

∣∣∣ω[v] = 0 for all v ∈ T 0,1
z

}
= (T 0,1

z )⊥,

Λ0,1
z =

{
ω ∈ (CTz)∗

∣∣∣ω[v] = 0 for all v ∈ T 1,0
z

}
= (T 1,0

z )⊥.

It then follows from equation (1.3) that

CΛ1
z = Λ1,0

z ⊕ Λ0,1
z . (1.4)

There is a second way of obtaining this decomposition. The dual of the struc-
ture map J : CTz → CTz is a complex linear mapping J∗ : CΛ1

z → CΛ1
z, and it is

easy to check that

J∗[dxj ] = dyj and J∗[dyj ] = −dxj ,

since {dx1, . . . , dxn, dy1, . . . , dyn} is the dual basis to {X1, . . . , Xn, Y1, . . . , Yn}. Now
since J2 = −I, it follows that (J∗)2 = −I. Thus the space CΛ1

z is the direct sum
of the two subspaces which are the eigenspaces of J∗ corresponding to eigenvalues
+i and −i.

Proposition 1.13. For z ∈ Cn, Λ1,0
z is the subspace of CΛ1

z consisting of
eigenvectors for J∗ with eigenvalue +i, and Λ0,1

z is the subspace of CΛ1
z consisting

of eigenvectors for J∗ with eigenvalue −i.
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Proof. We have already observed that Z1, . . . , Zn ∈ CTz are eigenvectors of J
with eigenvalues +i, and Z1, . . . , Zn ∈ CTz are eigenvectors of J with eigenvalues
−i. The dual basis of CΛ1

z are the elements

dzj = dxj + idyj and dz̄j = dxj − idyj ,

with 1 ≤ j ≤ n. We have J∗[dzj ] = i dzj and J∗[dz̄j ] = −i dz̄j . Thus the space of
eigenvectors of J∗ with eigenvalue +i is spanned by {dz1, . . . , dzn}, and the space
of eigenvectors of J∗ with eigenvalue −i is spanned by {dz̄1, . . . , dz̄n}. It is now
easy to check that these are, respectively, the spaces (T 1,0

z )⊥ and (T 0,1
z )⊥. �

The decomposition (1.3) of CTz also leads to a decomposition of the spaces
CΛmz for m > 1.

Definition 1.14. Let p+ q = m. Then

Λp,qz =
{
ω ∈ CΛmz

∣∣∣ω(v1, . . . , vm) = 0

if v1, . . . , vj ∈ T 1,0
z , vj+1, . . . , vm ∈ T 0,1

z and j 6= p
}
.

It is not hard to check that

CΛmz =
⊕

p+q=m

Λp,qz , (1.5)

and Λp,qz is spanned by the set of all forms dzJ ∧ dz̄K where

dzJ = dzj1 ∧ · · · ∧ dzjp ,
dz̄K = dz̄k1 ∧ · · · ∧ dz̄kq ,

and J ∈ I∗p, K ∈ I∗k so that 1 ≤ j1 < · · · < jp ≤ n and 1 ≤ k1 < · · · < kq ≤ n.

If Ω ⊂ Cn is open, we let CΛm(Ω) denote the space of complex valued m-forms
on Ω, amd Λp,q(Ω) denote the subspace of complex valued (p+q)-forms whose value
at z lies in Λp,qz . We have

CΛm(Ω) =
⊕

p+q=m

Λp,q(Ω). (1.6)

An element ω ∈ CΛp,q(Ω) can be written

ω =
∑

J∈I∗p, K∈I∗q

ωJ,K dzJ ∧ dz̄K

where ωJ,K is now a complex-valued infinitely differentiable function on Ω.

1.8. The ∂-operator.

The exterior derivative extends to a mapping on complex-valued differential
forms d : CΛm(Ω)→ CΛm+1(Ω) with the properties established in Proposition 1.5.
Moreover, the decomposition given in (1.6) leads to a decomposition of the opertor
d into the sum of two operators ∂ and ∂. The following is the key relationship
between d and the decomposition given in (1.6).

Proposition 1.15. Let ω ∈ Λp,q(Ω). Then dω ∈ Λp+1,q(Ω)⊕ Λp,q+1(Ω).
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Proof. Let p + q = m, let ω ∈ Λp,q(Ω), and let {X1, . . . , Xm+1} be complex
vector fields with X1, . . . , Xj of type (1, 0) and Xj+1, . . . , Xm+1 of type (0, 1). We
need to show that dω(X1, . . . , Xm+1) = 0 if j /∈ {p, p+ 1}.

There are two kinds of terms in the definition of dω. The first arise the sum
m+1∑
r=1

(−1)r+1Xl

[
ω(X1, . . . , X̂r, . . . , Xm+1)

]
.

Since ω ∈ Λp,q(Ω), we have ω(X1, . . . , X̂r, . . . , Xm+1) = 0 unless there are p vectors
of type (1, 0) and q vectors of type (0, 1) in the set {X1, . . . , X̂r, . . . , Xm+1}. But
since Xr is itself either of type (1, 0) or (0, 1), this would imply that j ∈ {p, p+ 1}.
Hence all these terms must vanish.

The other kind of terms arise in the sum∑
r<s

(−1)r+sω
(

[Xr, Xs] , X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1

)
.

Suppose that Xr and Xs are both of type (1, 0). Then according to Proposition
1.10, [Xr, Xs] is also of type (1, 0). If

ω
(

[Xr, Xs] , X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1

)
6= 0,

it follows that the set {[Xr, Xs] , X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1} contains p vectors
of type (1, 0). It follows that j = p + 1. Similarly, if Xr and Xs are both of type
(0, 1), it follows that j = p.

Finally if the vectors Xr and Xs are of different type, we can write [Xr, Xs] =
U + V where U is of type (1, 0) and V is of tyep (0, 1). But if

ω
(
U,X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1

)
6= 0,

it follows that the set {U,X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1} must contain p vectors of
type (0, 1), in which case j = p+ 1. If

ω
(
V,X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1

)
6= 0,

it follows that the set {V,X1, . . . , X̂r, . . . , X̂s, . . . , Xm+1} must contain p vectors of
type (0, 1), in which case j = p. Thus all these terms must vanish as well, and this
completes the proof. �

Definition 1.16. Let πp,q be the projection from CΛp+q(Ω) to Λp,q(Ω). Then

∂ : Λp,q(Ω)→ Λp+1,q(Ω) and ∂ : Λp,q(Ω)→ Λp,q+1(Ω)

are defined by ∂ = πp+1,q d and ∂ = πp,q+1 d.

It follows from Proposition 1.15 that d = ∂ + ∂. Since d2 = 0, it follows that
∂2 + ∂∂ + ∂∂ + ∂

2
= 0. But if ω ∈ Λp,q(Ω), then ∂2[ω] ∈ Λp+2,q, (∂∂ + ∂∂)[ω] ∈

Λp+1,q+1, and ∂
2
[ω ∈ Λp,q+2. Since these spaces intersect only at (0), it follows

that
∂2 = 0, ∂∂ + ∂∂ = 0, ∂

2
= 0. (1.7)

The other basic properties of the operators ∂ and ∂ now follow from Proposition
1.5.



1. DIFFERENTIAL FORMS AND THE d AND ∂-OPERATORS 222

Proposition 1.17.

(1) For any differential forms ω ∈ CΛl(Ω) and η ∈ CΛm(Ω), we have

∂(ω ∧ η) = ∂ω ∧ η + (−1)lω ∧ ∂η,

∂(ω ∧ η) = ∂ω ∧ η + (−1)lω ∧ ∂η.

(2) In local coordinates,

(a) if f ∈ EC(Ω) then

∂f =
n∑
j=1

∂f

∂zj
dzj and ∂f =

n∑
j=1

∂f

∂z̄j
dz̄j ;

(b) If ω =
∑
J∈I∗p,K∈I∗q

ωJ,K dzJ ∧ dz̄K ∈ Λp,q(Ω), then

∂ω =
∑

J∈I∗p,K∈I∗q

∂[ω] ∧ dzJ ∧ dz̄K =
∑

J∈I∗p,K∈I∗q

n∑
l=1

∂ωJ,K
∂zl

dzl ∧ dzJ ∧ dz̄K ,

∂ω =
∑

J∈I∗p,K∈I∗q

∂[ω] ∧ dzJ ∧ dz̄K =
∑

J∈I∗p,K∈I∗q

n∑
l=1

∂ωJ,K
∂z̄l

dz̄l ∧ dzJ ∧ dz̄K .

1.9. The ∂-problem.

In analogy with the real situation, we see that if Ω ⊂ Cn is an open set (or more
generally a complex manifold of dimension n), then for each integer 0 ≤ p ≤ n, the
operator ∂ gives us the following sequence of mappings:

Λp,0(Ω) ∂0−→ Λp,1(Ω) ∂1−→ Λp,2(Ω) ∂2−→ · · · ∂n−1−→ Λp,n(Ω).

Since ∂k+1∂k = 0, at each point the image of one mapping is contained in the
null space of the next. This is called the Dolbeault-complex. The corresponding
quotients

Hp,q(Ω,C) = Kernel(∂q)/Image(∂q−1)

are called the Dolbeault cohomology groups. See, for example [GR65].
Note that a function u ∈ Λ0,0(Ω) is holomorphic if and only if ∂[u] = 0, and

these are the homogeneous Cauchy-Riemann equations. For many reasons, it is
also important to consider the inhomogeneous version

∂[u] = g

where g ∈ Λ0,1(Ω) is a given (0, 1)-form. Since ∂
2

= 0, a necessary condition for
finding a solution for the unknown function u is that ∂[g] = 0. The ∂-problem can
be stated rather vaguely as follows:

Determine if the equation ∂[u] = g has a solution u when g is a
given (p, q+ 1)-form such that ∂[g] = 0. If a solution does exist,
find a solution ug with good regularity properties that reflect the
regularity of g.



2. THE ∂-NEUMANN PROBLEM 223

2. The ∂-Neumann problem

Part of the difficulty of the ∂-problem is that a solution to ∂[u] = g, if it exists,
is not unique. Thus if u is a function, then ∂[u+h] = ∂[u] for any function h which
is holomorphic. We now turn to one classical approach to the lack of uniqueness,
which is to choose the particular solution which is orthogonal, in an appropriate
sense, to the null space of ∂.

From an algebraic point of view, we are given linear transformations ∂q−1 and
∂q between certain vector spaces of differential forms, with ∂q∂q−1 = 0. We want
to know if the range of ∂q−1 is equal to the null space of ∂q. In order to talk about
orthogonality, we need to give a Hilbert space structure to the vector spaces of
forms, and find a way of establishing the existence of solutions. We start with an
easy finite dimensional analogue of this problem. This shows that the existence of
a certain estimate (equation (2.1) below) implies that solutions exist. We will later
attempt to imitate this procedure in the infinite dimensional situation.

2.1. A finite dimensional analogue.

Proposition 2.1. Suppose U, V,W are finite dimensional Hilbert spaces, and
that S : U → V and T : V → W are linear maps with TS = 0. Let S∗ : V → U
and T ∗ : W → V be the adjoint mappings. Put3

L = S S∗ + T ∗ T : V → V.

(1) If L is invertible with inverse N , and if v ∈ V with T [v] = 0, then
u = S∗N [v] ∈ U is the (unique) solution to S[u] = v which is orthogonal
to the null space of S.

(2) The following statements are equivalent:
(a) There is a constant C > 0 so that for every v ∈ V ,∣∣∣∣ v ∣∣∣∣2

V
≤ C2

[∣∣∣∣S∗[v]
∣∣∣∣2
U

+
∣∣∣∣T [v]

∣∣∣∣2
W

]
. (2.1)

(b) The mapping L is one-to-one and onto.
(c) The range of the mapping S equals the null space N(T ) of the map-

ping T .

Proof. If T [v] = 0 and N is the inverse of L it follows that

v = (SS∗ + T ∗T )
[
N [v]

]
.

Applying T to both sides we get

0 = T [v] = TSS∗N [v] + TT ∗TN [v] = TT ∗TN [v]

since TS = 0. Thus TT ∗TN [v] = 0, and so

0 = (TT ∗TN [v], TN [v])W = (T ∗TN [v], T ∗TN [v])V =
∣∣∣∣T ∗TN [v]

∣∣∣∣
V
.

It follows that T ∗TN [v] = 0. But then

v = SS∗N [v] + T ∗TN [v] = S
[
S∗N [v]

]
.

3In our later examples, the operator L will be the Laplace operator acting on components
of a differential form. The inverse which satisfies the required boundary conditions is called the

Neumann operator.
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Thus u = S∗N [v] is a solution to S[u] = v. Moreover, the range of S∗ is always
orthogonal to the null space N(S) of S, so we have established the first assertion.

Next, suppose that assertion (a) is true. If v ∈ V with L[v] = 0, we have

0 = (L[v], v)V = (SS∗[v], v)V + (T ∗T [v], v)V

= (S∗[v], S∗[v])U + (T [v], T [v])W =
∣∣∣∣S∗[v]

∣∣∣∣2
U

+
∣∣∣∣T [v]

∣∣∣∣2
W
.

But then ∣∣∣∣ v ∣∣∣∣2
V
≤ C2

[∣∣∣∣S∗[v]
∣∣∣∣2
U

+
∣∣∣∣T [v]

∣∣∣∣2
W

]
= 0,

so v = 0, and hence L is one-to-one. Since V is finite dimensional, this implies that
L is onto, and hence assertion (b) is true. (Note that we will need a more involved
argument in the infinite dimensional case).

Now if assertion (b) is true, then assertion (1) shows that the range of S equals
the null space of T , so assertion (c) is true. Finally, if (c) holds, then since orthog-
onal complement of the null space of S∗ is the (closure of the) range of S, it follows
that V = N(T )⊕N(S∗). Thus if v ∈ V we can write v = v1 + v2 where v1 ∈ N(T )
and v2 ∈ N(S∗). We have

∣∣∣∣ v ∣∣∣∣2
V

=
∣∣∣∣ v1

∣∣∣∣2
V

+
∣∣∣∣ v2

∣∣∣∣2
V

. Now S∗ restricted to
N(S∗)⊥ = N(T ) is one-to-one, and hence

∣∣∣∣ v1

∣∣∣∣
V
≤ C

∣∣∣∣S∗[v1]
∣∣∣∣
U

= C
∣∣∣∣S∗[v]

∣∣∣∣
U

.
Similarly, we have

∣∣∣∣ v2

∣∣∣∣
V
≤ C

∣∣∣∣T [v2]
∣∣∣∣
U

= C
∣∣∣∣T [v]

∣∣∣∣
U

, and this establishes as-
sertion (a). �

2.2. Hilbert spaces.

In trying to develop an analogue of Proposition 2.1 for use in the ∂-problem,
there are several difficulties. After putting a Hilbert space structure on the space
of differential forms E(Ω)0,q

0 , we need to establish the analogue of the inequality in
equation (2.1), and we also must deal with the fact that differential operators like
∂q are not bounded operators on L2-spaces. We defer the first problem, which is
specific to the ∂-problem, to Section 2.5. In this section we continue to work more
abstractly, and develop an analogue of Proposition 2.1 for closed, densely defined
operators in infinite dimensional Hilbert spaces.

Thus suppose that U , V , and W are Hilbert spaces and S : U → V and
T : V →W are closed, densely defined linear mappings. It follows that the Hilbert
space adjoints S∗ : V → U and T ∗ : W → V are also closed and densely defined.
(See Chapter 5, Section 2 for background information on unbounded operators).
Thus as before, we have

U
S−→ V

T−→W,

but of course S and T are now not defined on all of U and V . Let N(S) and N(T )
denote the null spaces of S and T , and let R(S) and R(T ) denote the ranges of
these operators. Let

H = Dom(T ) ∩Dom(S∗) ⊂ V.
For h1, h2 ∈ H, put

Q(h1, h2) = (S∗[h1], S∗[h2])U + (T [h1], T [h2])W .

Put

Dom(L) =
{
v ∈ V

∣∣∣ v ∈ H, S∗[v] ∈ Dom(S), and T [v] ∈ Dom(T ∗)
}
,
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and for v ∈ Dom(L), put

L[v] = S S∗[v] + T ∗ .T [v].

We make three basic assumptions:

(i) R(S) ⊂ N(T ) so that TS = 0.

(ii) H is dense in V .

(iii) There is a constant C so that for all h ∈ H∣∣∣∣h ∣∣∣∣2
V
≤ C2

[∣∣∣∣T [h]
∣∣∣∣2
W

+
∣∣∣∣S∗[h]

∣∣∣∣2
U

]
. (2.1)

Then the main result is the following:

Lemma 2.2. The range of S equals the null space of T . In addition, there is a
unique bounded linear operator N : V → H ⊂ V with the following properties:

(1) If C is the constant from inequality (2.1), then
∣∣∣∣N [v]

∣∣∣∣
V
≤ C2

∣∣∣∣ v ∣∣∣∣
V

for all v ∈ V .

(2) For any h ∈ H and v ∈ V we have (h, v) = Q
(
h,N [v]

)
.

(3) N : V → Dom(L) ⊂ H. Moreover, N : N(T ) → H1 = N(T ) ∩ Dom(S∗)
and N : N(S∗)→ H2 = N(S∗) ∩Dom(T ).

(4) N is one-to-one on V and L is one-to-one on Dom(L).

(5) N is the inverse of L in the following sense:

L
[
N [v]

]
= v for every v ∈ V ,

N
[
L[v]

]
= v for every v ∈ Dom(L),

(6) The operator N is self adjoint, and the operator L is closed, densely de-
fined, and self-adjoint.

(7) If v ∈ V ∩ Dom(T ) with T [v] = 0, then u = S∗N [v] ∈ U is the unique
solution to S[u] = v which is orthogonal to the null space of S.

The proof will requires several preliminary steps. We first establish the follow-
ing facts. Part (4) is the first statement of Lemma 2.2.

Proposition 2.3.

(1) R(S) = N(T ).

(2) R(S∗) =
{
u ∈ V

∣∣∣ (∃v ∈ Dom(S∗) ∩N(T )
) (
u = S∗[v]

)}
.

(3) R(S∗) is closed.

(4) R(S) is closed, and hence R(S) = N(T ).

(5) R(T ) =
{
w ∈W

∣∣∣ (∃v ∈ Dom(T ) ∩N(S∗)
) (
w = S∗[v]

)}
.

(6) R(T ) is closed, and hence R(T ∗) is closed.
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Proof of (1): We have R(S) ⊂ N(T ). If these closed subspaces are not
equal, there is a non-zero vector v ∈ N(T ) ∩ R(S)⊥. Then for every u ∈ Dom(S)
we have |(S[u], v)| = 0 = 0 ·

∣∣∣∣u ∣∣∣∣
U

. Hence v ∈ Dom(S∗) and S∗[v] = 0. But then∣∣∣∣ v ∣∣∣∣2
V
≤ C

[∣∣∣∣T [v]
∣∣∣∣2
W

+
∣∣∣∣S∗[v]

∣∣∣∣2
U

] = 0, so v = 0.

Proof of (2): We certainly have

R(S∗) ⊃
{
u ∈ V

∣∣∣ (∃v ∈ Dom(S∗) ∩N(T )
) (
u = S∗[v]

)}
.

On the other hand, since N(S∗)⊥ = R(S), we also have

V = N(S∗)⊕R(S) = N(S∗)⊕N(T )

by (1). Thus if v ∈ Dom(S∗), we can write v = v1 + v2 with v1 ∈ N(S∗) and
v2 ∈ Dom(S∗) ∩N(T ). But then S∗[v] = S∗[v1] + S∗[v2] = S∗[v2]. Thus

R(S∗) ⊂
{
u ∈ V

∣∣∣ (∃v ∈ Dom(S∗) ∩N(T )
) (
u = S∗[v]

)}
.

Proof of (3): For every v ∈ Dom(S∗) ∩ N(T ) ⊂ Dom(S∗) ∩ Dom(T ), it
follows from the estimate in equation (2.1) that

∣∣∣∣ v ∣∣∣∣
V
≤ C

∣∣∣∣S∗[v]
∣∣∣∣
U

. Let {un}
be a sequence in the range of S∗ which converges to an element u0 ∈ U . By (2),
we can find vn ∈ Dom(S∗) ∩N(T ) so that un = S∗[vn], and hence∣∣∣∣ vm − vn ∣∣∣∣V ≤ C ∣∣∣∣S∗[vm − vn]

∣∣∣∣
U

= C
∣∣∣∣um − un ∣∣∣∣U .

Since {un} is a Cauchy sequence, it follows that {vn} is also a Cauchy sequence,
and hence converges to a vector v0 ∈ V . But then since S∗ is a closed operator, it
follows that v0 ∈ S∗ and u0 = S∗[v0] ∈ R(S∗). Thus R(S∗) is closed.

Proof of (4): We saw in Chapter 5, Lemma 2.6, that if T : V → W is any
closed, densely defined linear operator, then the range of T is closed if and only if
the range of T ∗ is closed.

Proof of (5): This follows in the same way as (2). If v ∈ Dom(T ) we can
write v = v1 + v2 with v1 ∈ N(S∗) and v2 ∈ N(T ). Then T (v) = T (v1).

Proof of (6): The proof that R(T ) is closed follows in the same way as
(3). If {wn} is a sequence in R(T ) which converges to w0 ∈ W , we can write
wn = T (vn) with vn ∈ Dom(T ) ∩N(S∗). Then

∣∣∣∣ vm − vn ∣∣∣∣V ≤ C
∣∣∣∣wm − wn ∣∣∣∣W ,

and so {vn} converges to an element v0 ∈ V . Since T is a closed operator, it follows
that w0 = T [v0] ∈ R(T ), so R(T ) is closed. Then, as in (4), this implies that R(T ∗)
is closed. This completes the proof. �

In preparation for the definition of the operator N , we observe the following.

Proposition 2.4. The quadratic form Q is an inner product on H which makes
H into a Hilbert space with norm denoted by

∣∣∣∣ · ∣∣∣∣
Q

, and∣∣∣∣ v ∣∣∣∣
V
≤ C

∣∣∣∣ v ∣∣∣∣
Q

for all v ∈ H. Moreover,

H =
(
N(T ) ∩H

)
⊕
(
N(S∗) ∩H

)
= H1 ⊕H2,

where H1 =
(
N(T ) ∩ H

)
and H2 =

(
N(S∗) ∩ H

)
are closed subspaces of H with

respect to the norm { · }Q
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Proof. The basic inequality (2.1) shows that
∣∣∣∣h ∣∣∣∣

V
≤ C

∣∣∣∣h ∣∣∣∣
Q

for all h ∈ H.
Let {hn} be a sequence in H which is Cauchy with respect to the norm

∣∣∣∣ · ∣∣∣∣
Q

.
Then

C−1
∣∣∣∣hm− hn ∣∣∣∣2V =

∣∣∣∣T [hm]− T [hm]
∣∣∣∣2
W

+
∣∣∣∣S∗[hm]−S∗[hn]

∣∣∣∣2
U

=
∣∣∣∣hm− hn ∣∣∣∣2Q

so {hn} is Cauchy in V , {T [hn]} is Cauchy in W , and {S∗[hn]} is Cauchy in U .
Suppose hn → h0 in V , T [hn]→ w0 in W , and S∗[hn]→ u0 in U . Since T and S∗

are closed operators, it follows that h0 ∈ H. Thus H is complete, and hence is a
Hilbert space under the norm

∣∣∣∣ · ∣∣∣∣
Q

.
Next, since V = N(T )⊕N(S∗), it follows that if h ∈ H, we can write h = v1+v2

where v1 ∈ N(T ) and v2 ∈ N(S∗). In particular, v1 ∈ Dom(T ) and v2 ∈ Dom(S∗).
It follows that v1 = h−v2 ∈ Dom(S∗) and v2 = h−v1 ∈ Dom(T ). Thus v1, v2 ∈ H,
and so we H =

(
N(T )∩H

)
+
(
N(S∗)∩H

)
. These two spaces are orthogonal with

respect to the inner product Q, and hence they are both closed. This completes
the proof. �

Proof of Lemma 2.2. We begin with the construction of the operator N .
This is done by defining N on the two complementary subspaces N(T ) and N(S∗).
For any v1 ∈ N(T ), define a linear functional Lv on H1 by setting Lv1 [h] = (h, v1)V .
Then ∣∣Lv1 [h]

]
| =

∣∣(h, v1)V
∣∣ ≤ ∣∣∣∣ v1

∣∣∣∣
V

∣∣∣∣h ∣∣∣∣
V
≤ C

∣∣∣∣ v1

∣∣∣∣
V

∣∣∣∣h ∣∣∣∣
Q
,

and so Lv1 is bounded on H1. By the Riesz representation theorem, there exists a
unique g1 ∈ H1 =

(
N(T )∩H

)
with

∣∣∣∣ g1

∣∣∣∣
Q
≤ C

∣∣∣∣ v1

∣∣∣∣
V

, so that for all h ∈ H1 we
have

(h, v1) = Q(h, g1) =
(
S∗[h], S∗[g1]

)
U

+
(
T [h], T [g1]]

)
W

=
(
S∗[h], S∗[g1]

)
U

since T [h] = T [g1] = 0. If we write g1 = N1[v1], it follows that N1 : N(T )→ H1 ⊂
V is a linear transformation, and∣∣∣∣N1[v1]

∣∣∣∣
V
≤ C

∣∣∣∣N [v1]
∣∣∣∣
Q
≤ C2

∣∣∣∣ v1

∣∣∣∣
V

Thus N1 : N(T )→ H is bounded, with norm bounded by C, and N1 : N(T )→ V
with norm bounded by C2.

Similarly, for any v2 ∈ N(S∗), define a linear functional Mv on H2 by setting
Mv2 [h] = (h, v2)V . Then∣∣Mv2 [h]

]
| =

∣∣(h, v2)V
∣∣ ≤ ∣∣∣∣ v2

∣∣∣∣
V

∣∣∣∣h ∣∣∣∣
V
≤ C

∣∣∣∣ v2

∣∣∣∣
V

∣∣∣∣h ∣∣∣∣
Q
,

and so Mv1 is bounded on H2. By the Riesz representation theorem, there exists
a unique g2 ∈ H1 =

(
N(S∗) ∩H

)
with

∣∣∣∣ g2

∣∣∣∣
Q
≤ C

∣∣∣∣ v2

∣∣∣∣
V

so that for all h ∈ H2

we have

(h, v2) = Q(h, g2) =
(
S∗[h], S∗[g2]

)
U

+
(
T [h], T [g2]]

)
W

=
(
T [h], T [g2]]

)
W

since S∗[h] = S∗[g2] = 0. If we write g2 = N2[v2], it follows that N2 : N(T ) →
H1 ⊂ V is a linear transformation, and∣∣∣∣N2[v2]

∣∣∣∣
V
≤ C

∣∣∣∣N [v2]
∣∣∣∣
Q
≤ C2

∣∣∣∣ v2

∣∣∣∣
V

Thus N2 : N(T )→ H is bounded, with norm bounded by C, and N2 : N(T )→ V
with norm bounded by C2.
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We can now put the two operators together. For v ∈ V , write v = v1 + v2 with
v1 ∈ N(T ) and v2 ∈ N(S∗). Define

N(v) = N1(v1) +N2(v2) ∈ H1 +H2 = H.

Then N : V → H ⊂ V is a linear mapping. Since H1 and H2 are orthogonal, we
have∣∣∣∣N(v)

∣∣∣∣2
V

=
∣∣∣∣N1[v1]

∣∣∣∣2
V

+
∣∣∣∣N1[v1]

∣∣∣∣2
V
≤ C2

[∣∣∣∣N1[v1]
∣∣∣∣2
Q

+
∣∣∣∣N1[v1]

∣∣∣∣2
Q

]
≤ C4

[∣∣∣∣ v1

∣∣∣∣2
V

+
∣∣∣∣ v2

∣∣∣∣2
V

]
= C4

∣∣∣∣ v ∣∣∣∣2
V
,

and so ∣∣∣∣N [v]
∣∣∣∣
V
≤ C2

∣∣∣∣ v ∣∣∣∣
V
,

which establishes statement (1) of Lemma 2.2.

Let h = h1 + h2 ∈ H1 +H2 = H and v = v1 + v2 ∈ N(T ) +N(S∗) = V . Then
since S∗[h2] = 0 ∈ U and T [h1] = 0 ∈W , we have

(h, v)V = (h1, v1)V + (h2, v2)v
= (S∗[h1], S∗[N1[v1]])U + (T [h2], T [N2[v2]])W
= (S∗[h], S∗[N [v]])U + (T [h], T [N [v]])W (2.2)

= Q
(
h,N [h]

)
.

This establishes statement (2).

We next show that if v ∈ V , we have S∗[N [v]] ∈ Dom(S) and T [N [v]] ∈
Dom(T ∗). Since (S∗)∗ = S, it follows that in order to show S∗[N [v]] ∈ Dom(S),
we need to show that for every h ∈ Dom(S∗) we have∣∣(S∗[h], S∗[N [v]])U

∣∣ ≤ C ∣∣∣∣h ∣∣∣∣
V
.

If h ∈ Dom(S∗) ⊂ V , write h = h1+h2 where h1 ∈ N(T ) and h2 ∈ N(S∗). It follows
that h1 ∈ N(T ) ∩ Dom(S∗) ⊂ H. Thus S∗[h] = S∗[h1] + S∗[h2] = S∗[h1]. Next,
write N [v] = N1[v1] +N2[v2] where N1[v1] ∈ H1 = N(T )∩H and N2[v2] ∈ N(S∗).
Thus S∗[N [v]] = S∗[N1[v1]]. But then we have∣∣(S∗[h], S∗[N [v]])U =

∣∣(S∗[h1], S∗[N1[v1]])U
∣∣ =

∣∣(h1, v1)V
∣∣

≤
∣∣∣∣h1

∣∣∣∣
V

∣∣∣∣ v1

∣∣∣∣
V
≤ C

∣∣∣∣h1

∣∣∣∣
V

∣∣∣∣ v1

∣∣∣∣
Q
≤ C

∣∣∣∣h ∣∣∣∣
V

∣∣∣∣ v1

∣∣∣∣
Q
.

The proof that T [N [v]] ∈ Dom(T ∗) is similar. Let h ∈ Dom(T ), and write h =
h1 + h2 as before. It follows that h2 ∈ N(S∗) ∩Dom(T ) ⊂ H. Then T [h] = T [h2],
and if we decompose N [v] = N1[v1]+N2[v2] as before, we have T [N [v]] = T [N2[v2]].
Thus∣∣(T [h], T [N [v]])U =

∣∣(T [h2], T [N2[v2]])U
∣∣ =

∣∣(h2, v2)V
∣∣

≤
∣∣∣∣h2

∣∣∣∣
V

∣∣∣∣ v2

∣∣∣∣
V
≤ C

∣∣∣∣h2

∣∣∣∣
V

∣∣∣∣ v2

∣∣∣∣
Q
≤ C

∣∣∣∣h ∣∣∣∣
V

∣∣∣∣ v2

∣∣∣∣
Q
.

Thus we have shown that N [v] ∈ Dom(L), and this is assertion (3).

If v ∈ V and N [v] = 0, it follows from assertion (2) that

(h, v)V = Q
(
h,N [v]

)
= Q(h, 0) = 0
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for all h ∈ H. Since H is dense in V , this implies that v = 0, so the operator N is
one-to-one. Suppose that v ∈ Dom(L) and L[v] = 0. Then

0 = (v, L[v])V = (v, S S∗[v])V + (v, T ∗ T [v])V

= (S∗[v], S∗[v])U + (T [v], T [v])W =
∣∣∣∣S∗[v]

∣∣∣∣2
U

+
∣∣∣∣T [v]

∣∣∣∣2
W
.

It follows follows from the basic inequality that
∣∣∣∣ v ∣∣∣∣

V
= 0, so the operator L is

also one-to-one. This establishes assertion (4).

Now returning to equation (2.3), it now follows from (3) that if v ∈ V then

(h, v)V = (S∗[h], S∗[N [v]])U + (T [h], T [N [v]])W
=
(
h, L

[
N [v]

])
for every h ∈ H. Since H is dense in V , it follows that L

[
N [v]

]
= v for all v ∈ V .

Finally, if v ∈ Dom(L), then L[v] ∈ V , and so N
[
L[v]

]
∈ dom(L). But then

L
[
N
[
L[v]

]]
= L[v].

Since L is one-to-one, it follows that v = N
[
L[v]

]
, and this establishes assertion

(5).

Now let v1, v2 ∈ V . Then v2 = L
[
N [v2]

]
, so we have(

N [v1], v2

)
V

=
(
N [v1], L

[
N [v2]

])
V

=
(
S∗
[
N [v1]

]
, S∗
[
N [v2]

])
U

+
(
T
[
N [v1]

]
, T
[
N [v2]

)
W

=
(
L
[
N [v1]

]
, N [v2])V

=
(
v1, N [v2]

)
V
.

Thus N is self-adjoint. Moreover, since N is one-to-one, N has dense range. Since
L is the inverse to N , it follows that L is densely defined and is self-adjoint. This
establishes (6).

If v ∈ N(T ), the same argument as in Proposition 2.1 shows that u = S∗N [v]
is the unique solution to S[u] = v. This completes the proof. �

2.3. Notation.

If we try to imitate the finite dimensional situation, we want to replace the
operator S by the mapping ∂q−1 and the operator T by the mapping ∂q. We also
want to replace U , V , and W by certain Hilbert spaces of differential forms. Thus
let Ω ⊂ Cn be a domain with C2-boundary. Thus we assume there is an open
neighborhood U of the boundary ∂Ω and a function ρ : U → R of class C2 such
that

Ω ∩ U =
{
z ∈ U

∣∣∣ ρ(z) < 0
}

and |∇ρ(z)| 6= 0 for all z ∈ U . In fact, we shall assume that∣∣∇ρ(z)
∣∣ = 1

for all z ∈ ∂Ω.
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We let dm denote Lebesgue measure on Ω. It will be important to consider
certain weighted spaces. Thus if ϕ : Ω → R is continuous, we let Lϕ denote the
space of (equivalence classes) of complex-valued measurable functions f such that∣∣∣∣ f ∣∣∣∣2

ϕ
=
∫

Ω

|f(z)|2 e−ϕ(z) dm(z) <∞.

Lϕ is a Hilbert space with inner product

(f, g)ϕ =
∫

Ω

f(z) g(z) e−ϕ(z) dm(z).

In order to put a Hilbert space norm on differential forms, we need to introduce
a metric on the complexified tangent space. We shall use the Riemannian metric
on Ω ⊂ Cn ∼= R2n, in which{ 1√

2
∂x1 , . . . ,

1√
2
∂xn ,

1√
2
∂y1 , . . . ,

1√
2
∂yn

}
is an orthonormal basis for Tz, and the dual basis{√

2dx1, . . . ,
√

2dxn,
√

2dy1, . . . ,
√

2dyn
}

is an orthonormal basis for T ∗z = Λ1
z. If we extend this metric to an Hermitian

metric < · , · > on CΛ1
z, we have

< dzj , dzk > =< dxj + idyj , dxk + idyk >=< dxj , dxk > + < dyj , dyk >= δj,k

< dz̄j , dz̄k > =< dxj − idyj , dxk − idyk >=< dxj , dxk > + < dyj , dyk >= δj,k

< dzj , dz̄k > =< dxj + idyj , dxk − idyk >=< dxj , dxk > − < dyj , dyk >= 0

Thus the elements
{dz1, . . . , dzn, dz̄1, . . . , dz̄n}

form an orthonormal basis for CΛ1
z. This metric then naturally extends to the

spaces Λp,qz , so that the elements {dzJ ∧ dz̄K} for J ∈ I∗p and K ∈ I∗q form an
orthonormal basis. In particular, if ω =

∑
ωJ,K dzJ ∧ dz̄K ∈ Λp,qz , then∣∣∣∣ω ∣∣∣∣2

z
=
〈
ω, ω

〉
z

=
∑

J∈I∗p,K∈I∗q

∣∣ωJ,K∣∣2.
The inner product on Λmz allows us to introduce the notion of contraction of

two differential forms. This is the dual of the wedge product. Given α ∈ CΛkz and
β ∈ CΛjz with j ≤ k, we define α ∨ β ∈ CΛk−jz by requiring that(

α ∨ β, γ
)
z

=
(
α, β ∧ γ

)
z

(2.3)

for all γ ∈ CΛk−jz . Suppose that

α =
∑
K∈I∗k

αK dz̄k, β =
∑
J∈I∗j

βJ dz̄J , and γ =
∑

L∈I∗k−j

γL dz̄L.

Then (
α, β ∧ γ

)
z

=
∑
J∈I∗j

∑
K∈I∗k

∑
L∈I∗k−j

ε
(J,L)
K αK βJ γL.

Thus
β ∨ α =

∑
L∈I∗k−j

[ ∑
J∈I∗j

∑
K∈I∗k

ε
(J,L)
K αK βJ

]
dz̄L.
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In particular, if ρ is a real valued function and if ω =
∑
K∈I∗q

ωK dz̄K ∈ Λ0,q
z , then

∂ρ ∨ ω =
∑

J∈I∗q−1

[ ∑
K∈I∗q

n∑
j=1

ε
(j,J)
K

∂ρ

∂zj
ωK

]
dz̄J

=
∑

J∈I∗q−1

[ n∑
j=1

ε
(j,J)
[(j,J)]

∂ρ

∂zj
ω[(j,J)]

]
dz̄J

=
∑

J∈I∗q−1

[ n∑
j=1

∂ρ

∂zj
ω(j,J)

]
dz̄J .

(2.4)

We shall use the following general notation. If B is a space of functions or
distributions on Ω or its closure Ω, we let Bp,q denote the space of (p, q)-forms with
coefficients in B. In particular:

(1) D(Ω)p,q denotes the space of (p, q)-forms with coefficients which are infin-
itely differentiable and compactly supported in Ω;

(2) E(Ω)p,q denotes the space of forms which are infinitely differentiable on
Ω;

(3) E(Ω)p,q denotes the space of forms which are restrictions to Ω of smooth
forms on Cn;

(4) E(Ω)p,q0 denotes the space of forms on Ω which are restrictions of forms
compactly supported in Cn (but not necessarily compactly supported in
Ω. Note that if Ω is bounded, then E(Ω)p,q = E(Ω)p,q0 .

(5) Lp,qϕ (Ω) denotes the space of (p, q)-forms with coefficients in Lϕ, and is
itself a Hilbert space. If ω, η ∈ Lp,qϕ (Ω) with

ω =
∑

J∈I∗p,K∈I∗q

ωJ,K dzJ ∧ dz̄K , and η =
∑

J∈I∗p,K∈I∗q

ηJ,K dzJ ∧ dz̄K ,

then (
ω, η)ϕ =

∑
J∈I∗p,K∈I∗q

∫
Ω

ωJ,K(z) ηJ,K(z) e−ϕ(z) dm(z).

If ϕ = 0, we will simply write Lp,q(Ω) instead of Lp,q0 (Ω) for the space of
(p, q)-forms with coefficients which are square integrable on Ω.

We will also need to consider inner products taken on the boundary ∂Ω of Ω.
Let σ denote surface area measure. If ω, η ∈ E(Ω)p,q0 with

ω =
∑

J∈I∗p,K∈I∗q

ωJ,K dzJ ∧ dz̄K , and η =
∑

J∈I∗p,K∈I∗q

ηJ,K dzJ ∧ dz̄K ,

we put [
ω, η

]
ϕ

=
∑

J∈I∗p,K∈I∗q

∫
∂Ω

ωJ,K(z) ηJ,K(z) e−ϕ(z) dσ(z).
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2.4. Computation of ∂ and its formal adjoint.

From now on, we will take p = 0, since it plays no role for domains in Cn.
Recall that if K ∈ I∗q and 1 ≤ k ≤ n, we have dz̄k ∧ dz̄K =

∑
L∈I∗q+1

ε
(k,K)
L dz̄L.

Thus we have the following formulae for ∂[ω].

Proposition 2.5. If ω =
∑
K∈I∗q

ωK dz̄K ∈ E(Ω)0,q then

∂[ω] =
∑
K∈I∗q

n∑
k=1

∂ωK
∂z̄k

dz̄k ∧ dz̄K =
∑

L∈I∗q+1

[ ∑
K∈I∗q

n∑
k=1

ε
(k,K)
L

∂ωK
∂z̄k

]
dz̄L.

The operator ∂ has a formal adjoint, obtained by formal integration by parts.
We compute this, using the following consequence of the divergence theorem.

Proposition 2.6. Suppose Ω has a defining function ρ which is of class C2

such that |∇ρ(z)| = 1 for z ∈ ∂Ω. If f ∈ E(Ω)0, we have∫
Ω

∂f

∂zj
(z) dm(z) =

∫
∂Ω

f(z)
∂ρ

∂zj
(z) dσ(z).

If η ∈ E(Ω)0,q−1
0 and ω ∈ E(Ω)0,q

0 , we shall want to integrate by parts in the
inner product (∂q−1[η], ω)ψ, and move the differentiation from η to ω. This will
lead to a differential operator on Ω.

Definition 2.7. The formal adjoint of ∂q−1 is the mapping ϑq : E(Ω)0,q →
E(Ω)0,q−1 given by

ϑq

[ ∑
K∈I∗q

ωK dz̄K

]
= −

∑
J∈I∗q−1

[ ∑
K∈I∗q

n∑
j=1

ε
(j,J)
K eλ

∂

∂zj

[
e−ψ ωK

]]
dz̄J

= −
∑

J∈I∗q−1

[ n∑
j=1

ε
(j,J)
[(j,J)] e

λ ∂

∂zj

[
e−ψ ω[(j,J)]

]]
dz̄J

= −
∑

J∈I∗q−1

[ n∑
j=1

eλ
∂

∂zj

[
e−ψ ω(j,J)

]]
dz̄J .

The last equality follows from our notation so that ε(j,J)
[(j,J)] ω[(j,J)] = ω(j,J).

Integration by parts also leads to a boundary integral, which in our case will
involve ∂ρ ∨ ω. Recall from equation (2.3) that we can write

∂ρ ∨ ω =
∑

J∈I∗q−1

[ n∑
j=1

∂ρ

∂zj
(z)ω(j,J)(z)

]
dz̄J .

Proposition 2.8. Let ρ be the defining function of the domain Ω, and assume
that |∇ρ(z)| = 1 for z ∈ ∂Ω.

(1) If η ∈ E(Ω)0,q−1
0 and ω ∈ E(Ω)0,q

0 . Then(
∂q−1[η], ω

)
ψ

=
(
η, ϑq[ω]

)
λ

+
[
η, ∂ρ ∨ η

]
ψ
.
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(2) If η ∈ D(Ω)0,q−1
0 (so η has compact support in Ω), and ω ∈ E(Ω)0,q

0 (so
there is no assumption about the behavior of ω at the boundary), then(

∂q−1[η], ω
)
ψ

=
(
η, ϑq[ω]

)
λ
.

(3) If ω ∈ E(Ω)0,q
0 then

(
∂q−1[η], ω

)
ψ

=
(
η, ∂ρ ∨ ω

)
λ

for every η ∈ E(Ω)0,q−1
0

if and only if for all z ∈ ∂Ω we have ∂ρ ∨ ω(z) = 0.

Proof. We have

(∂[η], ω)ψ =
∑
K∈I∗q

∑
J∈I∗q−1

n∑
j=1

ε
(j,J)
K

∫
Ω

∂ηJ
∂z̄j

(z)ωK(z) e−ψ(z) dm(z).

Integration by parts shows that this equals

−
∑

J∈I∗q−1

∑
K∈I∗q

n∑
j=1

ε
(j,J)
K

∫
Ω

ηJ(z) eλ
∂

∂zj

[
e−ψ ωK

]
(z) e−λ(z) dm(z)

+
∑
K∈I∗q

∫
∂Ω

ηJ(z)
∑

J∈I∗q−1

n∑
j=1

ε
(j,J)
K

∂ρ

∂zj
(z)ωK(z) e−ψ(z) dA(z)

=
(
η, ϑq[ω]

)
λ

+
[
η, ∂ρ ∨ ω

]
ψ
.

This gives assertion (1), and assertions (2) and (3) then follow easily. �

2.5. The basic identity.

If ω =
∑
K∈I∗q

ωK dz̄K ∈ E(Ω)0,q
0 , we want to compute the quadratic form

Qq(ω, ω) =
∣∣∣∣ ∂q[ω]

∣∣∣∣2
ϕ

+
∣∣∣∣ϑq[ω]

∣∣∣∣2
λ
.

We first consider the case when λ = φ = ϕ.

Theorem 2.9. Suppose that λ = φ = ϕ and ω ∈ E(Ω)0,q
0 . If ∂ρ∨ω = 0 on ∂Ω,

then ∣∣∣∣ ∂q[ω]
∣∣∣∣2
ϕ

+
∣∣∣∣ϑq[ω]

∣∣∣∣2
ϕ

=
∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
∑

J∈I∗q−1

∫
Ω

n∑
j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2ϕ

∂zj∂z̄k
(z) dm(z)

+
∑

J∈I∗q−1

n∑
j,k=1

∫
∂Ω

ω(j,J)(z)ω(k,J)(z)
∂2ρ

∂zj∂z̄k
(z) dσ(z)

If the weights are not all the same, we do not have such a nice identity, but if
2φ = ϕ+ λ we do have an inequality. Define

Bq

[ ∑
K∈I∗q

ωK dz̄K

]
=

∑
J∈I∗q−1

[ n∑
j=1

∂(ϕ− ψ)
∂zj

ω(j,J)

]
dz̄J .

Thus Bq : Λ0,q(Ω)→ Λ0,q−1(Ω) is a multiplication operator.
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Theorem 2.10. Suppose that 2φ = ϕ + λ and ω ∈ E(Ω)0,q
0 . If ∂ρ ∨ ω = 0 on

∂Ω, then

∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
∑

J∈I∗q−1

∫
Ω

n∑
j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2ϕ

∂zj∂z̄k
(z) e−ϕ(z) dm(z)

+
∑

J∈I∗q−1

n∑
j,k=1

∫
∂Ω

ω(j,J)(z)ω(k,J)(z)
∂2ρ

∂zj∂z̄k
(z) e−ϕ(z) dσ(z).

≤
∣∣∣∣ ∂q[ω]

∣∣∣∣2
ϕ

+ 2
∣∣∣∣ϑq[ω]

∣∣∣∣2
λ

+
∑

J∈I∗q−1

∫
Ω

∣∣∣ n∑
j=1

∂(ϕ− ψ)
∂zj

(z)ω(j,J)(z)
∣∣∣2 e−ϕ(z) dm(z)

The proofs of these results is a long and ingenious calculation, which probably
should not be attempted in public. We begin with an identity for the term

∣∣∣∣ ∂[ϕ]
∣∣∣∣2
ϕ

.

Proposition 2.11. Let ω =
∑
K∈I∗q

ωK dz̄K . Then

∣∣∣∣ ∂[ω]
∣∣∣∣2
ϕ

=
∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ
−

∑
L∈I∗q−1

n∑
k1,k2=1

(∂ω(k2,L)

∂z̄k1
,
∂ω(k1,L)

∂z̄k2

)
ϕ
.

Proof. We have ∂[ω] =
∑

L∈I∗q+1

∑
K∈I∗q

n∑
k=1

ε
(k,K)
L

∂ωK
∂z̄k

dz̄L. Thus

∣∣∣∣ ∂[ω]
∣∣∣∣2
ϕ

=
∑

L∈I∗q+1

∣∣∣∣∣∣ ∑
K∈I∗q

n∑
k=1

ε
(k,K)
L

∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

=
∑

L∈I∗q+1

∑
K1,K2∈I∗q

n∑
k1,k2=1

ε
(k1,K1)
L ε

(k2,K2)
L

(∂ωK1

∂z̄k1
,
∂ωK2

∂z̄k2

)
ϕ
.

If the product ε(k1,K1)
L ε

(k2,K2)
L 6= 0, there are two possibilities.

(a) We can have k1 = k2 = k, K1 = K2 = K, and k /∈ K. In this case
εk1,K1
L = εk2,K2

L so εk1,K1
L εk2,K2

L = 1.

(b) We can have k1 6= k2 and K1 = [(k2, J)], K2 = [(k1, J)] for some J ∈ I∗q−1.

In this case ε(k1,K1)
L = ε

(k1,[k2,J)]
L and ε

(k2,K2)
L = ε

(k2,[k1,J])
L , so

ε
(k1,[k2,J])
L ε

(k2,[k1,J])
L = −ε(k1,J)

[(k1,J)] ε
(k2,J)
[(k2,J)].

The terms for which possibility (a) holds gives rise to the sum∑
K∈I∗q

∑
k/∈K

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ
.
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The terms for which possibility (b) hold give the sum

−
∑

J∈I∗q−1

∑
j1 6=j2
j1,j2 /∈J

ε
(j1,J)
[(j1,J)] ε

(j2,J)
[(j2,J)]

(∂ω[(j2,J)]

∂z̄j1
,
∂ω[(j1,J)]

∂z̄j2

)
ϕ

= −
∑

J∈I∗q−1

∑
j1 6=j2
j1,j2 /∈J

(∂ω(j2,J)

∂z̄j1
,
∂ω(j1,J)

∂z̄j2

)
ϕ
.

We rearrange the inner sum as follows:

−
∑
j1 6=j2
j1,j2 /∈J

(∂ω(j2,J)

∂z̄j1
,
∂ω(j1,J)

∂z̄j2

)
ϕ

=

(
−

n∑
j1,j2=1

+
∑

j1=j2 /∈J

+
∑

j1,j2∈J
+
∑
j1∈J
j2 /∈J

+
∑
j2∈J
j1 /∈J

)(∂ω(j2,J)

∂z̄j1
,
∂ω(j1,J)

∂z̄j2

)
ϕ
.

Now if j1 ∈ J then ω(j1,J) = 0, and if j2 ∈ J then ω(j2,J) = 0, so the last three
summations are zero. Thus we have

−
∑

J∈I∗q−1

∑
j1 6=j2
j1,j2 /∈J

(∂ω(j2,J)

∂z̄j1
,
∂ω(j1,J)

∂z̄j2

)
ϕ

= −
∑

J∈I∗q−1

n∑
j1,j2=1

(∂ω(j2,J)

∂z̄j1
,
∂ω(j1,J)

∂z̄j2

)
ϕ

+
∑
k∈K

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣
ϕ
.

Putting cases (a) and (b) together, we obtain the stated equality. �

We next turn to the term
∣∣∣∣ϑq[ω]

∣∣∣∣
λ
. Define an operator Dk by setting

Dk[f ] = eϕ
∂

∂zk

[
e−ϕ f

]
=

∂f

∂zk
− ∂ϕ

∂zk
f.

Proposition 2.12.(
Dj [f ], Dk[g]

)
ϕ

=
( ∂f
∂z̄k

,
∂g

∂z̄j

)
ϕ

+
(
f

∂2ϕ

∂zj∂z̄k
, g
)
ϕ

+
[
f
∂ρ

∂zj
, Dk[g]

]
ϕ
−
[
f
∂ρ

∂z̄k
,
∂g

∂z̄j

]
ϕ
.

Proof. Integration by parts shows that(
Dj [f ], g

)
ϕ

=
(
f,
∂g

∂z̄j

)
ϕ

+
[
f
∂ρ

∂zj
, g
]
ϕ

and

(
f,Dk[g]

)
ϕ

=
( ∂g
∂z̄k

, g
)
ϕ

+
[
f
∂ρ

∂z̄k
, g
]
ϕ0.
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Thus(
Dj [f ], Dk[g]

)
ϕ

= −
(
f,

∂

∂z̄j

[
Dk[g]

])
ϕ

+
[
f
∂ρ

∂zj
, Dk[g]

]
ϕ

= −
(
f,Dk

[ ∂g
∂z̄k

])
ϕ

+
(
f,

[
∂

∂z̄j
, Dk

]
[g]
)
ϕ

+
[
f
∂ρ

∂zj
, Dk[g]

]
ϕ

=
( ∂f
∂z̄k

,
∂g

∂z̄j

)
ϕ

+
(
f,

[
∂

∂z̄j
, Dk

]
[g]
)
ϕ

+
[
f
∂ρ

∂zj
, Dk[g]

]
ϕ
−
[
f
∂ρ

∂z̄k
,
∂g

∂z̄j

]
ϕ

But it is easy to check that [
∂

∂z̄j
, Dk

]
[g] =

∂2ϕ

∂z̄j∂zk
g,

and this completes the proof. �

Now

eλ
∂

∂zk

[
e−ψ f

]
= e(λ−ψ)

[
Dk[f ] +

∂(ϕ− ψ)
∂zk

f
]
,

and so we can write

ϑq[ω] =
∑

J∈I∗q−1

[ ∑
K∈I∗q

n∑
k=1

εk,JK eλ
∂

∂zk

[
e−ψ ωK

]]
dz̄J

= e(λ−ψ)
∑

J∈I∗q−1

[ ∑
K∈I∗q

n∑
k=1

εk,JK Dk[ωK ]
]
dz̄J

+ e(λ−ψ)
∑

J∈I∗q−1

[ ∑
K∈I∗q

n∑
k=1

εk,JK
∂(ϕ− ψ)
∂zk

ωK

]
dz̄J

= e(λ−ψ)Aq[ω] + e(λ−ψ)Bq[ω].

There are two cases of particular interest. The first is when λ = φ = ϕ, in
which case Bq[ω] = 0. The second is if 2ψ = λ+ ϕ, in which case we have∣∣∣∣ e(λ−ψ)Aq[ω]

∣∣∣∣
λ

=
∣∣∣∣Aq[ω]

∣∣∣∣
ϕ∣∣∣∣ e(λ−ψ)Bq[ω]

∣∣∣∣
λ

=
∣∣∣∣Bq[ω]

∣∣∣∣
ϕ
.

Thus we have∣∣∣∣Aq[ω]
∣∣∣∣2
ϕ

=
∣∣∣∣ϑq[ω]

∣∣∣∣2
λ

in the first case, and∣∣∣∣Aq[ω]
∣∣∣∣2
ϕ
≤ 2
∣∣∣∣ϑq[ω]

∣∣∣∣2
λ

+ 2
∣∣∣∣Bq[ω]

∣∣∣∣2
ϕ

in the second case.

Now we have∣∣∣∣Aq[ω]
∣∣∣∣2
ϕ

=
∑

J∈I∗q−1

∑
K1,K2∈I∗k

n∑
j1,j2=1

ε
(j1,J)
K1

ε
(j2,J)
K2

(
Dj1 [ωK1 ], Dj2 [ωK2 ]

)
ϕ

=
∑

J∈I∗q−1

n∑
j1,j2=1

ε
(j1,J)
[(j1,J)] ε

(j2,J)
[(j2,J)]

(
Dj1 [ω[(j1,J)]], Dj2 [ω[(j2,J)]]

)
ϕ
.
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But εj1,J[j1,J] ε
j2,J
[j2,J] = 0 unless j1, j2 /∈ J and [j1, J ] = [j1, J ] and [j2, J ] = [j2, J ]. Thus

this sum is

∣∣∣∣Aq[ω]
∣∣∣∣2
ϕ

=
∑

J∈I∗q−1

n∑
j,k=1

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)]

(
Dj [ω[(j,J)]], Dk[ω[(k,J)]]

)
ϕ

=
∑

J∈I∗q−1

n∑
j,k=1

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)]

(∂ω[(j,J)]

∂z̄k
,
∂ω[(k,J)]

∂z̄j

)
ϕ

+
∑

J∈I∗q−1

n∑
j,k=1

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)]

(
ω[(j,J)]

∂2ϕ

∂zj∂z̄k
, ω[(k,J)]

)
ϕ

+
∑

J∈I∗q−1

[ n∑
j=1

ε
(j,J)
[(j,J)]

∂ρ

∂zj
ω[(j,J)] ,

n∑
k=1

ε
(k,J)
[(k,J)]Dk[ω[(k,J)]]

]
ϕ

−
∑

J∈I∗q−1

[ n∑
j=1

ε
(j,J)
[(j,J)] ω[(j,J)],

n∑
k=1

ε
(k,J)
[(k,J)]

∂ρ

∂zk

∂ω[(k,J)]

∂z̄j

]
ϕ
.

Suppose now that ∂ρ∨ω = 0. Then for every J ∈ I∗q−1 and all z ∈ ∂Ω we have

n∑
j=1

ε
(j,J)
[(j,J)]

∂ρ

∂zj
(z)ω[(j,J)](z) =

n∑
j=1

ω(j,J)
∂ρ

∂zj
(z) = 0, (2.5)

and this means that the third sum equals zero. Also, this means that the operator

LJ =
n∑
j=1

ε
(j,J)
[(j,J)] ω[(j,J)]

∂

∂zj

annihilates ρ along ∂Ω, and hence is tangential. But〈
n∑
j=1

ε
(j,J)
[(j,J)] ω[(j,J)],

n∑
k=1

ε
(k,J)
[(k,J)]

∂ρ

∂zk

∂ω[(k,J)]

∂z̄j

〉
z

=
n∑
j=1

ε
(j,J)
[(j,J)] ω[(j,J)]

n∑
k=1

ε
(k,J)
[(k,J)]

∂ρ

∂zk

∂ω[(k,J)]

∂z̄j

=
n∑
j=1

ε
(j,J)
[(j,J)] ω[(j,J)]

∂

∂zj

[ n∑
k=1

ε
(k,K)
[(k,K)] ω[(k,J)]

∂ρ

∂zk

]
−

m∑
j,k=1

ε
(j,J)
[(j,J)] ε

(k,K)
[(k,J)] ω[(j,J)] ω[(k,K)]

∂2ρ

∂zj∂z̄k

= LJ

[ n∑
k=1

ε
(k,K)
[(k,K)] ω[(k,J)]

∂ρ

∂zk

]
−

m∑
j,k=1

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)] ω[(j,J)] ω[(k,J)]

∂2ρ

∂zj∂z̄k
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Thus we have shown∣∣∣∣ ∂q[ω]
∣∣∣∣2
ϕ

+
∣∣∣∣Aq[ω]

∣∣∣∣2
ϕ

=
∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
∑

J∈I∗q−1

n∑
j,k=1

∫
Ω

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)]ω[(j,J)](z)ω[(k,J)](z)

∂2ϕ

∂zj∂z̄k
(z) dm(z)

+
∑

J∈I∗q−1

n∑
j,k=1

∫
∂Ω

ε
(j,J)
[(j,J)] ε

(k,J)
[(k,J)]ω[(j,J)](z)ω[(k,J)](z)

∂2ρ

∂zj∂z̄k
(z) dσ(z).

2.6. Further estimates.

We now want to derive some consequences of Theorem 2.10. We shall assume
that the domain Ω is pseudo-convex, so that

n∑
j,k=1

∂2ρ

∂zj∂z̄k
(z) ξj ξk ≥ 0

for every z ∈ ∂Ω and every ξ = (ξ1, . . . , ξn) ∈ Cn such that
n∑
j=1

ξj
∂ρ

∂zj
(z) = 0.

According to equation (2.4), for each J ∈ I∗q−1, the vector (ω(1,J), . . . , ω(n,J) satisfies
this condition. It follows that∑

J∈I∗q−1

n∑
j,k=1

∫
∂Ω

ω(j,J) ω(k,J) e
−ϕ(z) dσ(z) ≥ 0.

We also set ψ = 0 so that λ = −ϕ. This means that

ϑq

[ ∑
K∈I∗q

ωK dz̄K

]
= eϕ

∑
J∈I∗q−1

[ n∑
j=1

∂ω(j,J)

∂zj

]
dz̄K

is the formal adjoint of ∂ in the unweighted case, multiplied by eϕ. In this situation,
Theroem 2.10 gives∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
∑

J∈I∗q−1

∫
Ω

n∑
j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2ϕ

∂zj∂z̄k
(z) e−ϕ(z) dm(z)

≤
∣∣∣∣ ∂q[ω]

∣∣∣∣2
ϕ

+ 2
∣∣∣∣ϑq[ω]

∣∣∣∣2
−ϕ + 2

∑
J∈I∗q−1

∫
Ω

∣∣∣ n∑
j=1

∂ϕ

∂zj
(z)ω(j,J)(z)

∣∣∣2 e−ϕ(z) dm(z)

Following Catlin [Cat84], we let ϕ = 1
6 e

λ. Then∣∣∣ n∑
j=1

∂ϕ

∂zj
ω(j,J)

∣∣∣2 =
1
36
e2λ
∣∣∣ n∑
j=1

∂λ

∂zj
ω(j,J)

∣∣∣2
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and
n∑

j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2ϕ

∂zj∂z̄k
(z) =

1
6
eλ

n∑
j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2λ

∂zj∂z̄k

+
1
6
eλ
∣∣∣ n∑
j=1

∂λ

∂zj
ω(j,J)

∣∣∣2.
Thus it follows that∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
1
6

∑
J∈I∗q−1

∫
Ω

n∑
j,k=1

ω(j,J)(z)ω(k,J)(z)
∂2λ

∂zj∂z̄k
(z) e(λ−ϕ)(z) dm(z)

+
1
6

∑
J∈I∗q−1

∫
Ω

∣∣∣ n∑
j=1

∂λ

∂zj
ω(j,J)

∣∣∣2(eλ − 1
3
e2λ
)
e−ϕ dm(z)

≤
∣∣∣∣ ∂q[ω]

∣∣∣∣2
ϕ

+ 2
∣∣∣∣ϑq[ω]

∣∣∣∣2
−ϕ

Now if 0 ≤ λ ≤ 1, we have

eλ − 1
3
e2λ ≥ 0,

eλ−ϕ ≥ 3
4

e−ϕ ≤ 1

eϕ ≤ e 1
6 ≤ 2.

Thus we have established

Theorem 2.13. Suppose that λ ∈ C2(Ω), with 0 ≤ λ ≤ 1. If ω ∈ E(Ω)0,q
0 and

if ∂ρ ∨ ω = 0 on ∂Ω, then∑
K∈I∗q

n∑
k=1

∣∣∣∣∣∣ ∂ωK
∂z̄k

∣∣∣∣∣∣2
ϕ

+
∑

J∈I∗q−1

n∑
j,k=1

∫
Ω

ω(j,J)(z)ω(k,J)(z)
∂2λ

∂zj∂z̄k
(z) dm(z)

≤ C
[∣∣∣∣ ∂[ω]

∣∣∣∣2
L2(Ω

+
∣∣∣∣ϑ[ω]

∣∣∣∣2
L2(Ω)

]
,

where C is an absolute constant.

2.7. Hilbert spaces.

Let {λ, ψ, ϕ} be three real valued functions defined on Ω. When we try to
imitate the finite dimensional model, we replace the sequence

U
S−→ V

T−→W.

by the sequence

L0,q−1
λ (Ω)

∂q−1−→ L0,q
ψ (Ω)

∂q−→ L0,q+1
ϕ (Ω).

These differential operators are not defined on the whole Hilbert space. Instead,
we turn again to the theory of unbounded operators and be satisfied with linear
transformations which are closed and densely defined. We focus on the operator
∂q; the operator ∂q−1 is handled similarly.
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We need to specify a domain for ∂q. Let us temporarily distinguish between
the operator ∂q defined on E0,q(Ω) and the unbounded Hilbert space operator Dq

we wish to define. Let

Dom(Dq) =
{
ω ∈ L0,q

ψ (Ω)
∣∣∣ ∂[ω] ∈ L0,q+1

ϕ in the sense of distributions
}
.

Precisely, this means that ω ∈ L0,q
ψ (Ω) belongs to the domain of Dq if and only if

there exists a form η ∈ L0,q+1
ϕ (Ω) such that for every form α ∈ D0,q+1(Ω) (smooth

forms with compact support in Ω), we have(
η, α

)
ϕ

=
(
ω, ϑq+1[α]

)
ψ
. (2.6)

If it exists, the form η is uniquely determined since the space D0,q+1(Ω) is dense in
L0,q+1
ϕ (Ω), and we write Dq[ω] = η.

The operator
(
Dq,Dom(Dq)

)
is closed, densely defined, and is a natural ex-

tension of the differential operator ∂q. Thus if ω ∈ E(Ω)0,q ∩ L0,q
ψ (Ω) and if

∂q[ω] ∈ L0,q+1
ϕ (Ω), then η = ∂q[ω] satisfies equation (2.6), and so ω ∈ Dom(Dq)

with Dq[ω] = ∂q[ω]. The operator Dq is densely defined since the space D0,q(Ω)
is certainly dense in L0,q

ψ (Ω) and D0,q(Ω) ⊂ Dom(Dq). Finally,
(
Dq,Dom(Dq)

)
is

closed since if ωn ∈ Dom(Dq) and if ωn → ω0 in L0,q
ψ and Dq[ωn]→ η0 ∈ L0,q+1

ϕ (Ω),
then for any α ∈ D0,q+1(Ω) we have(

η0, α
)
ϕ

= lim
n→∞

(
Dq[ωn], α

)
ϕ

= lim
n→∞

(
ωn, ϑq+1[α]

)
ψ

=
(
ω0, ϑq+1[α]

)
ψ
.

Thus ω0 ∈ Dom(Dq) and Dq[ω0] = η0.
In fact, we can say more about the domain of Dq.

Lemma 2.14. The space E0,q
ψ (Ω)0 is dense in Dom(Dq) in the graph norm∣∣∣∣ω ∣∣∣∣

ψ
+
∣∣∣∣Dq[ω]

∣∣∣∣
ϕ

. Precisely, given ω ∈ Dom(Dq), there is a sequence {ωn} in
E0,q(Ω)0 so that

lim
n→∞

∣∣∣∣ω − ωn ∣∣∣∣ψ = 0, and

lim
n→∞

∣∣∣∣Dq[ω]− ∂q[ωn]
∣∣∣∣
ϕ

= 0.
GIVE PROOF

Since the Hilbert space operator
(
Dq,Dom(Dq)

)
is closed and densely defined,

it follows that it has a closed, densely defined adjoint D
∗
q . Recall that

Dom(D
∗
q) =

{
η ∈ L0,q+1

ϕ (Ω)
∣∣∣∣∣(Dq[ω], η

)
ϕ

∣∣ ≤ Cη ∣∣∣∣ω ∣∣∣∣ψ for all ω ∈ Dom(Dq)
}
,

and that for ω ∈ Dom(Dq) and η ∈ Dom(D
∗
q) we have(

ω,D
∗
q [η]
)
ψ

=
(
Dq[ω], η

)
ϕ
. (2.7)

It is easy to calculate the action of D
∗
q on forms which are smooth on Ω, and to

characterize the elements of the domain of D
∗
q which are smooth up to the boundary.

Lemma 2.15.

(1) If η ∈ E0,q+1(Ω) ∩Dom(D
∗
q), then D

∗
q [η] = ϑq+1[η].

(2) If η ∈ E(Ω)0,q+1
0 (Ω), then η ∈ Dom(D

∗
q) if and only if ∂ρ ∨ η(z) = 0 for

all z ∈ ∂Ω.
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Proof. Let η ∈ E0,q+1(Ω) ∩ Dom(D
∗
q). Since D0,q(Ω) ⊂ Dom(Dq), for every

ω ∈ D0,q(Ω) we have(
∂q[ω], η

)
ϕ

=
(
Dq[ω], η

)
ϕ

=
(
ω,D

∗
q [η]
)
ψ
.

But according to (2) in Proposition 2.8, we also have(
∂q[ω], η

)
ϕ

=
(
ω, ϑq+1[η]

)
ψ
.

Since D0,q(Ω) is dense, it follows that D
∗
q [η] = ϑq+1[η].

Next, suppose η ∈ E(Ω)0,q+1
0 (Ω)∩Dom(D

∗
q). Then for every ω ∈ E(Ω)0,q

0 (Ω) ⊂
Dom(Dq), we have(

∂q[ω], η
)
ϕ

=
(
Dq[ω], η

)
ψ

=
(
ω,D

∗
q [η]
)
ψ

=
(
ω, ϑq+1[η]

)
ψ
.

Then according to (3) in Proposition 2.8 we have ∂ρ ∨ η = 0 on ∂Ω.
Conversely, if η ∈ E(Ω)0,q+1

0 (Ω) and ∂ρ∨ η = 0 on ∂Ω, then according to (1) in
Proposition 2.8, for every ω ∈ E(Ω)0,q

0 (Ω) we have(
Dq[ω], η

)
ϕ

=
(
∂q[ω], η

)
ϕ

=
(
ω, ϑq+1[η]

)
ψ
,

Now let ω0 ∈ Dom(Dq), and let {ωn} ⊂ E(Ω)0,q
0 be an approximating sequence as

in Lemma 2.14. Then ∣∣(Dq[ω], η
)
ϕ

∣∣ = lim
n→∞

∣∣(Dq[ωn], η
)
ϕ

∣∣
= lim
n→∞

∣∣(ωn, ϑq+1[η]
)
ϕ

∣∣
=
∣∣(ω0, ϑq+1[η]

)
ϕ

∣∣
≤
∣∣∣∣ϑq+1[η]

∣∣∣∣
ϕ

∣∣∣∣ω0

∣∣∣∣
ϕ
.

It follows that η ∈ Dom(D
∗
q), with Dq[η] = ϑq+1[η], and this completes the proof.

�

We give a special name to the smooth functions which satisfy this boundary
condition.

Definition 2.16. N 0,q(Ω) =
{
ω ∈ E0,q

0 (Ω)
∣∣∣ ∂ρ ∧ ω(z) = 0 for all z ∈ ∂Ω

}
.

Theorem 2.17. The space N 0,q is dense in Dom(Dq)∩Dom(D
∗
q−1) in the graph

norm
∣∣∣∣ω ∣∣∣∣

ψ
+
∣∣∣∣Dq[ω]

∣∣∣∣
ϕ

+
∣∣∣∣D∗q−1[ω]

∣∣∣∣
λ

. Precisely, if ω ∈ Dom(Dq)∩Dom(D
∗
q−1),

there exists a sequence {ωn} in N 0,q(Ω) such that

lim
n→∞

∣∣∣∣ω − ωn ∣∣∣∣ψ = 0, and

lim
n→∞

∣∣∣∣Dq[ω]− ∂q[ωn]
∣∣∣∣
ϕ

= 0

lim
n→∞

∣∣∣∣D∗q−1[ω]− ϑq[ωn]
∣∣∣∣
λ

= 0.



2. THE ∂-NEUMANN PROBLEM 242

2.8. The Neumann operator.

As a corollary of the density established in Theorem 2.17, we have

Theorem 2.18. Suppose that Ω is a bounded pseudo-convex with C2-boundary.
Suppose the diameter of Ω is D. Then if ω ∈ Dom(Dq) ∩Dom(D

∗
q−1), we have∣∣∣∣ω ∣∣∣∣2

L2(Ω)
≤ 4D2q−1

[∣∣∣∣ ∂q[ω]
∣∣∣∣2
L2(Ω)

+
∣∣∣∣ϑq[ω]

∣∣∣∣2
L2(Ω)

]
.

Proof. We can assume that Ω lies in the Euclidean ball in Cn centered at 0
with radius D/2. Then take λ(z) = 4D−2|z|2. In this case A = 4D−2, and this
completes the proof. �

Now it follows from our discussion in Section 2.2 that we have the following
solution to the ∂-Neumann problem. Let Dq be the Hilbert space extension of the
operator ∂q. Put

D0,q(Ω) =
{
ω ∈ L0,q(Ω)

∣∣∣ω ∈ Dom(Dq) ∩Dom(D
∗
q−1)

}
Dom(�q) =

{
ω ∈ D0,q(Ω)

∣∣∣Dq[ω] ∈ Dom(D
∗
q) and D

∗
q−1[ω] ∈ Dom(Dq−1)

}
�q[ω] = Dq−1D

∗
q−1[ω] +D

∗
q Dq[ω] for ω ∈ Dom(�q).

Theorem 2.19. Let Ω ⊂ Cn be a bounded pseudo-convex domain with C2-
boundary. Let 1 ≤ q ≤ n. Then the ranges of the operators Dq−1 and D

∗
q are closed

subspaces of L0,q, and

R(Dq−1) = N(Dq) = N(D
∗
q−1)⊥

R(D
∗
q) = N(D

∗
q−1) = N(Dq)⊥

L0,q(Ω) = N(Dq)⊕N(D
∗
q−1).

There is a bounded, self-adjoint operator Nq : L0,q(Ω) → L0,q(Ω) which is one-to-
one, and which has the following properties:

Nq : L0,q → Dom(�q) (a)

Nq : N(Dq)→ N(Dq) ∩Dom(D
∗
q−1), (2.8)

Nq : N(D
∗
q−1)→ N(D

∗
q−1) ∩Dom(Dq); (2.9)

�q
[
Nq[ω]

]
= ω for all ω ∈ L0,q; (2.10)

Nq
[
�[ω]

]
= ω for all ω ∈ Dom(�); (2.11)∣∣∣∣Nq[ω]

∣∣∣∣
L2(Ω)

≤ 4D2q−1
∣∣∣∣ω ∣∣∣∣

L2(Ω)
. (2.12)



CHAPTER 9

Appendix on background material

In this chapter we gather together a summary of material that we use in the
rest of the book.

1. Distributions, Fourier transforms, and Fundamental Solutions

The purpose of this section is to establish some standard terminology that will
be used in the rest of the book, and to recall the definitions and basic properties
of the spaces D(U) and E(U) of infinitely differentiable functions defined on open
subsets U ⊂ Rn. We also briefly discuss the properties of the dual spaces D′(U)
and E ′(U), which are spaces of distributions. We give the definition of the Fourier
transform, and then use this to define the scale of Sobolev spaces Hs(Rn). Fi-
nally, we discuss the concepts of fundamental solution and parametrix for a partial
differential operator.

1.1. Notation.

If X is a topological space and if E ⊂ X is a subset, we denote by E, Eo, and
∂E the closure, the interior, and the boundary of E. If U ⊂ X is open, a subset
E ⊂ U is relatively compact if E ⊂ U and if E is compact. A subset Ω ⊂ Rn is
a domain if it is open and connected. We say that a domain Ω has Cm-smooth
boundary if there is an open neighborhood U of ∂Ω and an m-times continuously
differentiable function ρ : U → R so that

(a) Ω ∩ U =
{
x ∈ U

∣∣∣ ρ(x) < 0
}

;
(b) The gradient ∇ρ(x) 6= 0 for all x ∈ U .

The function ρ is called a defining function. If ρ is infinitely differentiable, we
sometimes say that Ω has smooth boundary.

We shall use standard multi-index notation. Let Z+ = {0, 1, . . .} be the set of
non-negaitve integers. A multi-index α on Rn is an n-tuple α = (α1, . . . , αn) ∈ Zn+.
If x = (x1, . . . , xn) ∈ Rn and if α is an n-tuple,

|α| = α1 + · · ·+ αn

α! = α1! · · ·αn!

xα = xα1
1 · · ·xαnn

∂αxϕ =
∂|α|ϕ

∂xα
=

∂α1+···+αnϕ

∂xα1
1 · · · ∂x

αn
n

(1.1)

1.2. Spaces of smooth functions.

Let U ⊂ Rn be open. The space Cm(U) is the space of m-times continuously
differentiable functions on U and C∞(U) is the space of infinitely differentiable
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functions on U . When we need to distinguish between real- and (possibly) complex-
valued functions on U , we write C∞R (U) or C∞C (U). For every m ∈ Z+, Cm(U) ⊂
Cm+1(U) ⊃ C∞(U). We focus primarily on the space C∞(U).

If K ⊂ U is a compact set, m ∈ Z+, and f ∈ C∞(U), let∣∣∣∣ f ∣∣∣∣
K,m

= sup
|α|≤m

sup
x∈K

∣∣∂αxϕ(x)
∣∣ (1.2)

Then
∣∣∣∣ · ∣∣∣∣

K,m
is a semi-norm on the space C∞(U). We can define a topology on this

space so that a sequence {fn} ⊂ C∞(U) converges to a limit function f0 ∈ C∞(U)
if and only if limn→∞

∣∣∣∣ f0 − fn
∣∣∣∣
K,m

= 0 for every compact subset K ⊂ Ω and
for every non-negative integer m. The space C∞(U) equipped with this topology
is denoted by E(U). It is easy to check that if {fn} ⊂ E(U) is a sequence which
is Cauchy in every semi-norm

∣∣∣∣ · ∣∣∣∣
K,m

, then the sequence converges to a limit
f0 ∈ E(U).

If f ∈ C∞(U), the support of f is the closure of the set of points x ∈ U
such that f(x) 6= 0. The support of f is denoted by suppt(f). Then C∞0 (U) is
the subspace of C∞(U) consisting of functions with compact support. There is a
topology on C∞0 (U) such that a sequence {f1, fn, . . . , fn, . . .} ⊂ C∞0 (U) converges
to a limit function f0 ∈ C∞0 (U) if and only there is a compact set K ⊂ U so that
suppt(fn) ⊂ K for all n ≥ 0 and limn→∞

∣∣∣∣ f0−fn
∣∣∣∣
K,m

= 0 for every non-negative
integer m. The space C∞0 (U) with this topology is denoted by D(U). It should be
noted that this topology is not the same as the topology that C∞0 (U) naturally
inherits as a subspace of E(U). However, with the given topologies on the two
spaces, the inclusion map D(U) ↪→ E(U) is continuous. Note that if χ ∈ C∞0 (U),
then the mapping Rχ : E(U)→ D(U) given by Rχ[f ] = χf is continuous.

1.3. Spaces of distributions.

The space of distributions on U is the dual space D′(U) of continuous real-
or complex-valued continuous linear functionals on D(U). The pairing between a
distribution T ∈ D′(U) and a smooth, compactly supported function ϕ ∈ D(U) is
denoted by

〈
T, ϕ

〉
. Of course, if f ∈ L1

loc(U), then f induces a distribution Tf whose
action is given by

〈
Tf , ϕ

〉
=
∫
U
f(x)ϕ(x) dx. Abusing notation, we shall frequently

denote the distribution Tf simply by f . We shall also engage in another, perhaps
more serious abuse by sometimes writing the action of a distribution u ∈ D′(U) on
a function ϕ ∈ D(U) by

∫
U
u(x)ϕ(x) dx.

The space D(U) is closed under the operation of multiplication by a smooth
function in E(U), and also under differentiation. By duality, this allows us to define
the product of a distribution and a smooth function, and to define the derivative
of a distribution. Thus let T ∈ D′(U) be a distribution. If a ∈ E(U) is a smooth
function, the product aT is the distribution defined by the requirement that〈

aT, ϕ
〉

=
〈
T, aϕ

〉
. (1.3)

For every multi-index α ∈ Zn+, the distribution ∂αT is defined by the requirement
that 〈

∂αT, ϕ
〉

= (−1)|α|
〈
T, ∂αϕ

〉
. (1.4)

In particular, if
P [ϕ](x) =

∑
|α|≤M

aα(x)∂αx [ϕ](x) (1.5)
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is a linear partial differential operator of order M with coefficients {aα} ⊂ E(U)
and if u ∈ D′(U) is a distribution, then P [u] is also a distribution on U whose
action on a test function ϕ ∈ E(U) is given by〈

P [u], ϕ
〉

=
〈
u,
∑
|α|≤M

∂αx [aαϕ]
〉
. (1.6)

Note that the operator

P ∗[ϕ](x) =
∑
|α|≤M

∂αx
[
aα ϕ

]
(x) (1.7)

is also a linear partial differential operator of order M . It is called the formal
adjoint of P . Thus equation (1.6) is equivalent to the statement〈

P [u], ϕ
〉

=
〈
u, P ∗[ϕ]

〉
. (1.6′)

If T ∈ D′(U), the support of T is the smallest closed set E ⊂ U such that if
ϕ ∈ C∞0 (U−E), then

〈
T, ϕ

〉
= 0. We again denote the support of a distribution T by

suppt(T ). The dual space E ′(U) is the space of continuous real- or complex-valued
linear functionals on E(U). Since the inclusion map D(U) ↪→ E(U) is continuous,
every continuous linear functional on E(U) restricts to a continuous linear functional
on D(U), so there is an induced mapping E ′(U)→ D′(U). It is not hard to see that
this mapping is one-to-one, so E ′(U) is a subspace of distributions on U . In fact,
E ′(U) is exactly the space of distributions on U with compact support.

The Schwartz space S(Rn) is the space of complex-valued infinitely differen-
tiable functions ϕ defined on Rn such that for every multi-index α and every positive
integer N it follows that for all x ∈ Rn∣∣∂αxϕ(x)

∣∣ ≤ Cα,β(1 + |x|)−N . (1.8)

The collection of semi-norms∣∣∣∣ϕ ∣∣∣∣
α,N

= sup
x∈Rn

∣∣(1 + |x|)N∂αx f(x)
∣∣ (1.9)

allows us to put a topology on S(Rn) so that a sequence {ϕn} ⊂ S(Rn) converges
to a limit ϕ0 if and only if limn→∞

∣∣∣∣ϕ0 − ϕn
∣∣∣∣
α,N

= 0 for every α and N . It is
easy to see that S(Rn) ⊂ L1(Rn).

1.4. The Fourier Transform.

We briefly recall some basic facts about the Fourier transform. This material
can be found in many places, such as [SW71]. For f ∈ L1(Rn), the Fourier
transform F [f ] = f̂ is defined by the absolutely convergent integral

F [f ](ξ) = f̂(ξ) =
∫

Rn
e−2πix·ξ f(x) dx, (1.10)

where x · ξ = x1ξ1 + · · ·+ xnξn. The inverse Fourier transform F−1[f ] = f∨ is

F−1[f ](x) = f∨(x) =
∫

Rn
e2πix·ξ ϕ(ξ) dξ. (1.11)

If ϕ ∈ S(Rn), one can show that F [ϕ] ∈ S(Rn), and the Fourier transform is a
continuous and invertible linear mapping of S(Rn) to itself. The inversion formula
asserts that

ϕ(x) = F−1
[
F [ϕ]

]
(x) =

∫
Rn
e2πix·ξ ϕ̂(ξ) dξ.. (1.12)



1. DISTRIBUTIONS, FOURIER TRANSFORMS, AND FUNDAMENTAL SOLUTIONS 246

If ϕ,ψ ∈ S(Rn), Fubini’s theorem shows that∫
Rn
ϕ(x) ψ̂(x) dx =

∫
Rn
ϕ̂(y)ψ(y) dy. (1.13)

Also, if ϕ ∈ S(Rn), the Plancherel formula asserts that∣∣∣∣ϕ ∣∣∣∣2
L2(Rn)

=
∫

Rn
|ϕ(x)|2 dx =

∫
Rn
|ϕ̃(ξ)|2 dξ =

∣∣∣∣ ϕ̂ ∣∣∣∣2
L2(Rn)

, (1.14)

and it follows that the Fourier transform extends by continuity to an isometry of
L2(Rn).

For ϕ ∈ S(Rn), define

Ms[ϕ](x) = (1 + 4π2|x|2)
s
2ϕ(x). (1.15)

Then it is easy to check that Ms maps the space S(Rn) to itself, and is continuous
and invertible with inverse M−s. Hence we can define a mapping Λs : S(Rn) →
S(Rn) by setting Λs = F−1MsF , or explicitly

Λ̂s[ϕ](ξ) = (1 + 4π2|ξ|2)
s
2 ϕ̂(ξ) (1.16)

The space of tempered distributions S ′(Rn) is the space of continuous real- or
complex-valued linear functionals on S(Rn). It is clear that every f ∈ L2(Rn) de-
fines a tempered distribution by setting

〈
Tf , ϕ

〉
=
∫

Rn f(x)ϕ(x) dx for ϕ ∈ S(Rn).
Since the Fourier transform is continuous and invertible on S(Rn), it is possible to
extend the defintion of the Fourier transform to the space of tempered distributions
by setting 〈

T̂ , ϕ
〉

=
〈
T, ϕ̂

〉
(1.17)

for T ∈ S ′(Rn) and ϕ ∈ S(Rn). We can also extend the mapping Λs to the space
S ′(Rn) by setting 〈

ΛsT, ϕ
〉

=
〈
T,Λsϕ

〉
. (1.18)

We then have Λ̂sT = MsT since〈
Λ̂sT , ϕ

〉
=
〈
ΛsT, ϕ̂

〉
=
〈
T,Λsϕ̂

〉
=
〈
T̂ , (Λsϕ̂)∨

〉
=
〈
T̂ ,Msϕ

〉
=
〈
MsT̂ , ϕ

〉
. (1.19)

For every s ∈ Rn, the Sobolev space Hs(Rn) is the subspace of tempered dis-
tributions T ∈ S ′(Rn) such that ΛsT ∈ L2(Rn). This means that T̂ is given by a
locally integrable function and∣∣∣∣T ∣∣∣∣2

s
=
∫

Rn
|T̂ (ξ)|2(1 + 4π2|ξ|2)s dξ <∞. (1.20)

In particular. H0(Rn) = L2(Rn), and we often write the norm of f ∈ L2(Rn) as∣∣∣∣ f ∣∣∣∣
L2(Rn)

=
∣∣∣∣ f ∣∣∣∣

0
.

1.5. Fundamental solutions and parametrices.

We can now define the concept of a fundamental solution or a parametrix for
a partial differential operator P given in equation (1.5).
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Definition 1.1.
(1) A distribution K ∈ D′(Ω × Ω) is a fundamental solution for P if for all

ϕ,ψ ∈ D(Ω) we have〈
K,ψ ⊗ P [ϕ]

〉
=
〈
K,P ∗[ψ]⊗ ϕ

〉
=
∫

Ω

ϕ(x)ψ(x) dx.

Equivalently, a continuous linear mappping K : D(Ω) → D′(Ω) is a fun-
damental solution for the differential operator P if

P
[
K[ϕ]

]
= K

[
P [ϕ]

]
= ϕ

for all ϕ ∈ D(Ω).

(2) A continuous linear mapping S : D(Ω)→ D′(Ω) is infinitely smoothing if
the Schwartz kernel S ∈ C∞(Ω× Ω).

(3) A distribution K ∈ D′(Ω×Ω) is a parametrix for P if for all ϕ,ψ ∈ D(Ω)
we have〈

K,ψ ⊗ P [ϕ]
〉

=
∫

Ω

ϕ(x)ψ(x) dx+
∫

Ω×Ω

ψ(x)ϕ(y)S1(x, y) dx dy, and

〈
K,P ∗[ψ]⊗ ϕ

〉
=
∫

Ω

ϕ(x)ψ(x) dx+
∫

Ω×Ω

ψ(x)ϕ(y)S2(x, y) dx dy

where S1, S2 ∈ C∞(Ω × Ω). Equivalenty, a continuous linear mappping
K : D(Ω)→ D′(Ω) is a parametrix for the differential operator P if

P
[
K[ϕ]

]
= ϕ+ S1[ϕ] and K

[
P [ϕ]

]
= ϕ+ S2[ϕ]

for all ϕ ∈ D(Ω), where S1,S2 are infinitely smoothing operators. Equiv-
alently,

Note that K ∈ D′(Ω× Ω) is a fundamental solution for P if and only if

Px ⊗ I[K] = I ⊗ P ∗y [K] = δ

where δ is the distribution on Ω× Ω given by〈
δ, ϕ⊗ ψ

〉
=
∫

Ω

ϕ(x)ψ(x) dx.

Here Px⊗I or I⊗P ∗y indicates that the operator P or P ∗ is applied in the x-variables
with y fixed, or in the y-variables with x fixed. In particular, a fundamental solution
is not unique. For example, one can add to a given fundamental solution K once
can add any distribution L such that Px ⊗ I[L] = I ⊗ P ∗y [L] = 0.

As we will see, properties of fundamental solutions or parametrices for P , if they
exist, can provide information about the existence and the regularity of solutions
u to the equation P [u] = g. In particular, an explicit knowledge of the distribution
K, or even estimates on the size of K and its derivatives away from its singularities,
can be used to prove estimates for solution in a variety of function spaces.



CHAPTER 10

Pseudodifferential operators

We recall the definitions and basic properties of standard pseudodifferential
operators on Rn. Most of this material can be found in [Ste93], Chapter VI.

Throughout this chapter we will use the following notation. If E ⊂ Rn, the
closure of E is denoted by E, the interior of E is denoted by Eo or int(E), and the
boundary of E is denoted by ∂E. A subset Ω ⊂ Rn is a domain if it is open and
connected. If U ⊂ Rn is open, a subset E ⊂ U is relatively compact if E ⊂ U and
if E is compact. This is written E b U .

We shall also use standard multi-index notation. Z+ = {0, 1, . . .} is the set of
non-negaitve integers. A multi-index α on Rn is an n-tuple α = (α1, . . . , αn) ∈ Zn+.
We write

|α| = α1 + · · ·+ αn

α! = α1! · · ·αn!

xα = xα1
1 · · ·xαnn

∂αxϕ =
∂α1+···+αnϕ

∂xα1
1 · · · ∂x

αn
n

(0.21)

1. Functions, distributions, and Fourier transforms

In this section we recall the definitions and basic properties of the spaces D(U)
and E(U) of infinitely differentiable functions defined on open subsets U ⊂ Rn. We
also discuss the properties of the dual spaces D′(U) and E ′(U), which are spaces of
distributions. We give the definition of the Fourier transform, and then use this to
define the scale of Sobolev spaces Hs(Rn).

1.1. Spaces of smooth functions. Let U ⊂ Rn be open. The space C∞(U)
is the space of infinitely differentiable functions on U . When we need to distinguish
between real- and (possibly) complex-valued functions on U , we write C∞R (U) or
C∞C (U). If K ⊂ U is a compact set and m ∈ Z+, let∣∣∣∣ f ∣∣∣∣

K,m
= sup
|α|≤m

sup
x∈K

∣∣∂αxϕ(x)
∣∣ (1.1)

Then
∣∣∣∣ · ∣∣∣∣

K,m
is a semi-norm on the space C∞(U). We can define a topology on this

space so that a sequence {fn} ⊂ C∞(U) converges to a limit function f0 ∈ C∞(U)
if and only if limn→∞

∣∣∣∣ f0 − fn
∣∣∣∣
K,m

= 0 for every compact subset K ⊂ Ω and
for every non-negative integer m. The space C∞(U) equipped with this topology
is denoted by E(U). It is easy to check that if {fn} ⊂ E(U) is a sequence which
is Cauchy in every semi-norm

∣∣∣∣ · ∣∣∣∣
K,m

, then the sequence converges to a limit
f0 ∈ E(U).

248
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If f ∈ E(U), the support of f is the closure of the set of points x ∈ U such that
f(x) 6= 0. The support of f is denoted by suppt(f). Then C∞0 (U) is the subspace of
E(U) consisting of functions with compact support. There is a topology on C∞0 (U)
such that a sequence {f1, fn, . . . , fn, . . .} ⊂ C∞0 (U) converges to a limit function
f0 ∈ C∞0 (U) if and only there is a compact set K ⊂ U so that suppt(fn) ⊂ K
for all n ≥ 0 and limn→∞

∣∣∣∣ f0 − fn
∣∣∣∣
K,m

= 0 for every non-negative integer m.
The space C∞0 (U) with this topology is denoted by D(U). It should be noted that
this topology is not the same as the topology that C∞0 (U) naturally inherits as
a subspace of E(U). However, with the given topologies on the two spaces, the
inclusion map D(U) ↪→ E(U) is continuous. Note that if χ ∈ C∞0 (U), then the
mapping Rχ : E(U)→ D(U) given by Rχ[f ] = χf is continuous.

1.2. Spaces of distributions. The space of distributions on U is the dual
space D′(U) of continuous real- or complex-valued continuous linear functionals on
D(U). The pairing between a distribution T ∈ D′(U) and a smooth, compactly
supported function ϕ ∈ D(U) is denoted by

〈
T, ϕ

〉
. Of course, if f ∈ L1

loc(U), then
f induces a distribution Tf whose action is given by

〈
Tf , ϕ

〉
=
∫
U
f(x)ϕ(x) dx.

Abusing notation, we shall frequently denote the distribution Tf simply by f . We
shall also engage in another, perhaps more serious abuse by sometimes writing the
action of a distribution u ∈ D′(U) on a function ϕ ∈ D(U) by

∫
U
u(x)ϕ(x) dx.

The space D(U) is closed under the operation of multiplication by a smooth
function in E(U), and also under differentiation. By duality, this allows us to define
the product of a distribution and a smooth function, and to define the derivative
of a distribution. Thus let T ∈ D′(U) be a distribution. If a ∈ E(U) is a smooth
function, the product aT is the distribution defined by the requirement that〈

aT, ϕ
〉

=
〈
T, aϕ

〉
. (1.2)

For every multi-index α ∈ Zn+, the distribution ∂αT is defined by the requirement
that 〈

∂αT, ϕ
〉

= (−1)|α|
〈
T, ∂αϕ

〉
. (1.3)

In particular, if P =
∑
|α|≤M aα∂

α is a linear partial differential operator of order
M with coefficients {aα} ⊂ E(U) and if u ∈ D′(U) is a distribution, then P [u] is
also a distribution on U .

If T ∈ D′(U), the support of T is the smallest closed set E ⊂ U such that if
ϕ ∈ C∞0 (U −E), then

〈
T, ϕ

〉
= 0. We again denote the support of a distribution T

by suppt(T ).
The dual space E ′(U) is the space of continuous real- or complex-valued linear

functionals on E(U). Since the inclusion map D(U) ↪→ E(U) is continuous, every
continuous linear functional on E(U) restricts to a continuous linear functional on
D(U), so there is an induced mapping E ′(U) → D′(U). It is not hard to see that
this mapping is one-to-one, so E ′(U) is a subspace of distributions on U . In fact,
E ′(U) is exactly the space of distributions on U with compact support.

The Schwartz space S(Rn) is the space of complex-valued infinitely differen-
tiable functions ϕ defined on Rn such that for every multi-index α and every positive
integer N it follows that for all x ∈ Rn∣∣∂αxϕ(x)

∣∣ ≤ Cα,β(1 + |x|)−N . (1.4)
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The collection of semi-norms∣∣∣∣ϕ ∣∣∣∣
α,N

= sup
x∈Rn

∣∣(1 + |x|)N∂αx f(x)
∣∣ (1.5)

allows us to put a topology on S(Rn) so that a sequence {ϕn} ⊂ S(Rn) converges
to a limit ϕ0 if and only if limn→∞

∣∣∣∣ϕ0 − ϕn
∣∣∣∣
α,N

= 0 for every α and N . It is
easy to see that S(Rn) ⊂ L1(Rn).

For f ∈ L1(Rn), the Fourier transform F [f ] is defined by the absolutely con-
vergent integral

F [f ](ξ) = f̂(ξ) =
∫

Rn
e−2πi<x,ξ> f(x) dx, (1.6)

where < x, ξ >= x1ξ1 + · · ·+xnξn. If ϕ ∈ S(Rn), one can show that F [ϕ] ∈ S(Rn),
and the Fourier transform is a continuous and invertible linear mapping of S(Rn) to
itself. The inverse to the Fourier transform is given for ϕ ∈ S(Rn) by the inversion
formula

ϕ(x) = F−1[ϕ̂](x) =
∫

Rn
e2πi<x,ξ> ϕ̂(ξ) dξ. (1.7)

If ϕ,ψ ∈ S(Rn), Fubini’s theorem shows that∫
Rn
ϕ(x) ψ̂(x) dx =

∫
Rn
ϕ̂(y)ψ(y) dy. (1.8)

Also, if ϕ ∈ S(Rn), the Plancherel formula asserts that∣∣∣∣ϕ ∣∣∣∣2
L2(Rn)

=
∫

Rn
|ϕ(x)|2 dx =

∫
Rn
|ϕ̃(ξ)|2 dξ =

∣∣∣∣ ϕ̂ ∣∣∣∣2
L2(Rn)

, (1.9)

and it follows that the Fourier transform extends by continuity to an isometry of
L2(Rn).

Define Ms[ϕ](x) = (1 + 4π2|x|2)
s
2 if ϕ ∈ S(Rn). Then it is easy to check

that Ms maps the space S(Rn) to itself, and is continuous and invertible with
inverse M−s. Hence we can define a mapping Λs : S(Rn) → S(Rn) by setting
Λs = F−1MsF , or explicitly

Λ̂s[ϕ](ξ) = (1 + 4π2|ξ|2)
s
2 ϕ̂(ξ) (1.10)

The space of tempered distributions S ′(Rn) is the space of continuous real- or
complex-valued linear functionals on S(Rn). It is clear that every f ∈ L2(Rn) de-
fines a tempered distribution by setting

〈
Tf , ϕ

〉
=
∫

Rn f(x)ϕ(x) dx for ϕ ∈ S(Rn).
Since the Fourier transform is continuous and invertible on S(Rn), it is possible to
extend the defintion of the Fourier transform to the space of tempered distributions
by setting 〈

T̂ , ϕ
〉

=
〈
T, ϕ̂

〉
(1.11)

for T ∈ S ′(Rn) and ϕ ∈ S(Rn). We can also extend the mapping Λs to the space
S ′(Rn) by setting 〈

ΛsT, ϕ
〉

=
〈
T,Λsϕ

〉
. (1.12)

Note that we then have〈
Λ̂sT , ϕ

〉
=
〈
ΛsT, ϕ̂

〉
=
〈
T,Λsϕ̂

〉
= (1.13)
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For every s ∈ Rn, the Sobolev space Hs(Rn) is the subspace of tempered dis-
tributions T ∈ S ′(Rn) such that ΛsT ∈ L2(Rn). This means that T̂ is given by a
locally integrable function and∣∣∣∣T ∣∣∣∣2

s
=
∫

Rn
|T̂ (ξ)|2(1 + 4π2|ξ|2)s dξ <∞. (1.14)

In particular. H0(Rn) = L2(Rn), and we often write the norm of f ∈ L2(Rn) as∣∣∣∣ f ∣∣∣∣
L2(Rn)

=
∣∣∣∣ f ∣∣∣∣

0
.

2. Pseudodifferential Operators

The space Sm of standard symbols of order m ∈ R on Rn is the space of
functions a ∈ C∞(Rn) with the property that for every pair of multi-indices α and
β there is a constant Cα,β so that for all (x, ξ) ∈ Rn × Rn,∣∣∂αξ ∂βxa(x, ξ)

∣∣ ≤ Cα,β(1 + |ξ|)m−|α|. (2.1)

The collection of norms

pα,β(a) = sup
(x,ξ)∈Rn×Rn

(1 + |ξ|)−m+|α|∣∣∂αξ ∂βxa(x, ξ)
∣∣ (2.2)

make Sm into a Fréchet space.
If a ∈ Sm, the pseudodifferential operator a(x,D) with symbol a defined on

the Schwartz space S(Rn) is given by

a(x,D)[f ](x) =
∫

Rn
e−2πi<x,ξ> a(x, ξ) f̂(ξ) dξ. (2.3)

This integral converges absolutely since f ∈ S implies that the Fourier transform
f̂ ∈ S(Rn) and thus has rapid decay. It is easy to check that a(x,D)[f ] is infinitely
differentiable and all derivatives have rapid decay. Thus a(x,D) : S(Rn)→ S(Rn).
By duality, a(x,D) defines a mapping S ′(Rn)→ S ′(Rn), and so a(x,D) is defined
on the space of tempered distributions.

We denote the space of pseudodifferential operators of order m by OPm(Rn),
and we set

OP (Rn) =
⋃
m∈R

OPm(Rn), (2.4)

and

OP−∞(Rn) =
⋂
m∈R

OPm(Rn). (2.5)

If A ∈ OP (Rn), we write o(A) for the order of the operator A.
Let a ∈ Sm. For each ε > 0, set

Kε
a(x, y) =

∫
Rn
e−2πi<x−y,ξ> a(x, ξ) dξ. (2.6)

The integral is absolutely convergent. If χ ∈ C(Rn × Rn), then the expression〈
K,χ

〉
= lim
ε→0

∫
Rn×Rn

Kε
a(x, y)χ(x, y) dx dy (2.7)
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exists, and defines a distribution Ka on Rn × Rn, which is the Schwartz kernel for
the operator a(x,D). That is, if ϕ,ψ ∈ C∞0 (Rn),∫

Rn
a(x,D)[ϕ](x)ψ(x) dx = lim

ε→0

∫∫
Rn×Rn
Kε
a(x, y)ϕ(y)ψ(x) dx dy =

〈
Ka, ϕ⊗ ψ

〉
.

We define a family of symbols λs ∈ Ss by

λm(x, ξ) = (1 + 4π2|ξ|2)
s
2 . (2.8)

The corresponding pseudodifferential operator is denoted by Λs, and we have

Λ̂s[f ](ξ) = (1 + 4π2|ξ|2)
s
2 f̂(ξ) (2.9)

for each f ∈ S(Rn). When s is a positive even integer s = 2m, the Fourier inversion
formula shows that

Λ2m[f ] = (1−4x)m[f ]. (2.10)

For any s ∈ R we define the Sobolev space Hs(Rn) to be the subspace of tempered
distributions u ∈ S ′(Rn) such that Λs[u] ∈ L2(Rn). For u ∈ Hs(Rn), set

||u||s =
∣∣∣∣Λs[u]

∣∣∣∣
L2(Rn)

=
∣∣∣∣Λs[u]

∣∣∣∣
0
. (2.11)

2.1. Results.

2.1.1. The symbolic calculus.

The space OP (Rn) is an algebra under composition, and is closed under taking
adjoints.

Theorem 2.1. Let aj ∈ Smj for j = 1, 2. Then there is a symbol b ∈ Sm1+m2

so that
a1(x,D) ◦ a2(x,D) = b(x,D). (2.12)

Moreover, the symbol b has an asymptotic expansion so that

b−
∑
|α|<N

1
(2πi)|α| α!

∂αa1

∂ξα
∂αa2

∂xα
∈ Sm1+m2−N . (2.13)

Corollary 2.2. If aj ∈ Smj for j = 1, 2, the commutator

[a1(x,D), a2(x,D)] = a1(x,D) ◦ a2(x,D)− a2(x,D) ◦ a1(x,D) (2.14)

is a pseudodifferential operator of order m1 +m2 − 1.

Theorem 2.3. Let a ∈ Sm. Then there is a symbol b ∈ Sm so that

a(x,D)∗ = b(x,D). (2.15)

More precisely, if f, g ∈ S(Rn),∫
Rn
a(x,D)[f ](x) g(x) dx =

∫
Rn
f(x) b(x,D)[g](x) dx. (2.16)

Moreover, the symbol b has an asymptotic expansion so that

b−
∑
|α|<N

1
(2πi)|α| α!

∂2αa

∂ξα∂xα
∈ Sm−N . (2.17)
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2.1.2. Continuity on Sobolev spaces.

Pseudodifferential operators induce bounded operators between appropriate
Sobolev spaces.

Theorem 2.4. Let a ∈ S0. Then a(x,D) : L2(Rn) → L2(Rn is a bounded
operator, with norm

∣∣∣∣ a(x,D)
∣∣∣∣

0
depending on finitely many of the semi-norms

{pα,β(a)}.

It follows from Theorem 2.1 that if a ∈ Sm, then the pseudodifferential op-
erators Λs a(x,D) and a(x,D) Λs are pseudodifferential operators of order m + s.
Combining this with the definition of the Sobolev spaces Hs(Rn) and Theorem 2.3,
we have

Corollary 2.5. Let b ∈ Sm. Then for every s ∈ R the operator b(x,D) is a
bounded operator from Hs(Rn) to Hs−m(Rn). The norm of this operator depends
on s, m, and on finitely many of the semi-norms pα,β(b).

2.1.3. Pseudolocality.

Theorem 2.6. If a ∈ Sm, the Schwartz kernel Ka for the operator a(x,D) is
of class C∞ away from the diagonal of Rn × Rn. Moreover, for all multi-indices α
and β and every N ≥ 0 with m+ n+ |α|+ |β|+N > 0, if x 6= y,∣∣∂αx ∂βyKa(x, y)

∣∣ ≤ Cα,β,N |x− y|−n−m−|α|−|β|−N . (2.18)

Definition 2.7. Let a ∈ Sm. The operator a(x,D) is properly supported if
for every ϕ ∈ C∞0 (Rn), the functions Ka(x, y)ϕ(y) and Ka(x, y)ϕ(x) have compact
support in Rn×Rn. The space of properly supported pseudodifferential operators is
denoted by OPp(Rn).

Proposition 2.8. If a1(x,D) and a2(x,D) are properly supported pseudodif-
ferential operators, then so are a1(x,D) ◦ a2(x,D) and aj(x,D)∗. If a ∈ Sm, there
exists ã ∈ Sm so that ã(x,D) is properly supported and a− ã ∈ OP−∞(Rn).
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