
CHARACTERISTIC VARIETIES OF HYPERSURFACE COMPLEMENTS

YONGQIANG LIU AND LAURENŢIU MAXIM

Abstract. We give divisibility results for the (global) characteristic varieties of hypersurface
complements expressed in terms of the local characteristic varieties at points along one of the
irreducible components of the hypersurface. As an application, we recast old and obtain new
finiteness and divisibility results for the classical (infinite cyclic) Alexander modules of com-
plex hypersurface complements. Moreover, for the special case of hyperplane arrangements,
we translate our divisibility results for characteristic varieties in terms of the corresponding
resonance varieties.

Contents

1. Introduction 2
1.1. Foreword 2
1.2. Main results 2
1.3. Summary and applications 4
2. Alexander varieties and Characteristic varieties 6
2.1. Algebraic preliminaries 6
2.2. Alexander varieties 7
2.3. Homology versus cohomology Alexander varieties 8
2.4. Characteristic varieties 10
3. Sabbah Specialization complex and local Alexander modules 11
3.1. Alexander modules of hypersurface complements 12
3.2. Sabbah specialization complex 13
3.3. Local Alexander modules 13
4. Divisibility results for hypersurfaces transversal at infinity 15
4.1. Residue complex and its stalks 16
4.2. Divisibility results for Alexander varieties and characteristic varieties 17
5. A more general setting 20
5.1. Divisibility results 21
5.2. Vanishing of Alexander polynomials 25
5.3. Hyperplane arrangements 27
6. Dwyer-Fried invariants and classical Alexander modules 28
6.1. Dwyer-Fried invariants 28

Date: October 5, 2016.
2010 Mathematics Subject Classification. 14J17, 14J70, 32S20, 32S25, 32S55.
Key words and phrases. free abelian cover, hypersurface complement, hyperplane arrangements, non-isolated

singularities, Alexander varieties, characteristic varieties, Dwyer-Fried sets, resonance varieties.
1



6.2. Classical Alexander modules 28
7. Resonance varieties and straightness 31
7.1. Tangent cone inclusion and locally straight space 32
7.2. Divisibility results for resonance varieties 33
References 35

1. Introduction

1.1. Foreword. The study of the topology of complex algebraic varieties is a classical subject
going back to Zariski, Enriques, Deligne, Hirzebruch or Arnol’d. A particularly fruitful approach
consists of using local topological information at singular points in order to extract global
topological properties of singular algebraic varieties.

A celebrated result in this circle of ideas is Libgober’s divisibility theorem for the classical
(infinite cyclic) Alexander invariants of complements to complex affine hypersurfaces with only
isolated singularities, including at infinity (see [Lib82, Lib83, Lib94]). More precisely, Libgober
showed that the (only nontrivial) global Alexander polynomial of such a complement divides
the product of the local Alexander polynomials associated with each singular point. The
second-named author ([Max06]) extended these divisibility results to the case of hypersurfaces
with arbitrary singularities and in general position at infinity. Furthermore, this global-to-
local approach was used in [DM07] to show that such divisibility results also hold for certain
multivariable Alexander-type invariants, called the Alexander varieties (or support loci) of the
hypersurface complement.

The Alexander varieties of a topological space are closely related to the so-called characteris-
tic varieties (or jumping loci of rank-one local systems), which are topological invariants of the
space. It is known that the characteristic varieties of any smooth quasi-projective variety and
of any hypersurface singularity germ complement are unions of torsion-translated subtori of the
character torus, by work of Budur-Wang [BW14, BW15] building on a result of Arapura [A97].
The interplay between the characteristic and Alexander varieties of any topological space is
investigated in detail in [PS10].

1.2. Main results. Let f : Cn+1 → C (n ≥ 2) be a reduced homogeneous polynomial of
degree d > 1. Then f defines a global Milnor fibration f : M → C∗ with total space

M = Cn+1 \ f−1(0)

and Milnor fiber F = f−1(1). Let V be the hypersurface in CPn defined by f , and set

M∗ = CPn \ V.
Assume that f = f1 · · · · · fr, where fi are the irreducible factors of f with degree di. Then
Vi = {fi = 0} are the irreducible components of V .

Let Vi(M) and Vi(M
∗) denote the i-th characteristic varieties (i.e., jumping loci of rank one

local systems with non-trivial i-th homology group) forM andM∗, respectively (see Definition
2.14). These are sub-varieties of the r-dimensional torus (C∗)r, which is the scheme of the
multivariable Laurent polynomial ring Γr := C[t1, t

−1
1 , · · · , tr, t−1

r ].
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The aim of this paper is to establish a relationship between the characteristic varieties (the
jumping loci of rank-one local systems with ) of M and M∗, and to compute them in terms
of the corresponding local invariants around singularities via divisibility-type results.

One of our main results, Theorem 5.2, relates the characteristic varieties of M and M∗ as
follows:

Theorem 1.1. For any k ≥ 0,

(1.1)
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂ V (

r∏
i=1

tdii = 1).

(Here, for an ideal I of a commutative ring R, we denote as usual by V (I) the reduced
subscheme of Spec(R) defined by I.)

We also derive general divisibility-type results expressing the global characteristic varieties
Vi(M) and Vi(M

∗) of M and M∗, respectively, in terms of the local topology around singu-
larities. Let us describe some of these results in more detail. Let x ∈ V be a point, and Bx

be a small open ball in CPn centered at x. Set M∗
x = M∗ ∩ Bx for the local complement.

Set Ix = {i | fi(x) = 0}. In order to account for the possibility that some fi does not
vanish at x (i.e., i /∈ Ix), we introduce the uniform (local) Alexander varieties Wunif

i (M∗
x , νx),

see Definition 2.5 and Definition 3.6 for details. We denote by W(M∗
x , νx), W

unif (M∗
x , νx)

and V(M∗
x) the union of the corresponding (uniform) Alexander varieties and characteristic

varieties, respectively. Then one of our main divisibility results can be stated as follows (see
Theorem 5.4 for a precise formulation):

Theorem 1.2. With the above notations, for any k ≤ n− 1 we have that:

(1.2)
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂

⋃
S⊂V1

Wunif (M∗
xS
, νxS),

where the union is over the strata of V1 with dimC S ≥ n− k − 1 and xS ∈ S is arbitrary.

When coupled with results of [PS10] about the relation between local Alexander and charac-
teristic varieties (cf. Theorem 2.16), Theorem 1.2 above implies that the characteristic varieties
(resp. Alexander varieties) of M and M∗ are (up to degree n − 1) contained in the union of
the local characteristic varieties at points along one of the irreducible components of V .

Our divisibility results are optimal in the sense that no additional assumptions on the hyper-
surace are needed. Moreover, our results improve on the divisibility theorems for the Alexander
varieties obtained by Dimca and the second-named author in [DM07], see Remarks 4.4 and
5.5.

The uniform local characteristic varieties used in the proof of Theorem 1.2 were first in-
troduced by Budur, and play an important role in the relation with Bernstein-Sato ideals, see
[Bud15A] for details. In this paper, we also provide a correction to loc. cit., see Proposition
3.7 and Remark 3.8.

In the special case of hyperplane arrangements, the above divisibility results can be sharpened
as follows (see Theorem 5.14):
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Theorem 1.3. LetM∗ = CPn\V be the complement of an essential hyperplane arrangement.
Then, for any k ≤ n− 1,

(1.3)
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂

⋃
S⊂V1

{V(M∗
xS

)× V (
∏
i/∈IxS

ti = 1)},

where the union is over the strata of V1 with dimC S ≥ n− k − 1, and xS ∈ S is arbitrary.

In the course of proving Theorem 1.2, we also investigate (and obtain divisibility results for)
the Alexander and characteristic varieties of the space

U := CPn \ (V ∪H),

where H is any hyperplane in CPn, which is in general position with respect to the hypersurface
V . These are then related to Vi(M) and Vi(M

∗) via the n-homotopy equivalence U ↪→ M ,
see Proposition 5.3.

As an application of Theorem 1.2, we obtain the following characterization of the topological
Euler characteristic of F and M∗ (see Corollary 5.12), which generalizes several known results
obtained by different techniques:

Corollary 1.4. Assume r ≥ 2 and V satisfies one of the following assumptions:
(a) V is an essential hypersurface, i.e.,

⋂r
i=1 Vi = ∅.

(b) One of the irreducible components of V , say V1, is smooth and transversal to
⋂r
i=2 Vi.

(c) V is a normal crossing divisor along any point of
⋂r
i=1 Vi.

Then

(1.4) (−1)nχ(F ) = (−1)nd · χ(M∗) ≥ 0.

1.3. Summary and applications. The paper is organized as follows.
In Section 2, we investigate the relationship between the homology and resp. cohomology

Alexander varieties. In Section 3, we introduce the Sabbah specialization complex associated
to an affine hypersurface, and compute the stalks of its cohomology sheaves in terms of
the corresponding local cohomology Alexander modules. The proofs of the above-mentioned
divisibility results of Theorem 1.2 are carried out in Sections 4 and 5. In particular, we derive
vanishing results for the homology Alexander polynomials in Section 5.2. In Section 5.3, we
focus on the special case of hyperplane arrangements.

Sections 6 and 7 are devoted to applications of these divisibility results.
In section 6, we first recall the definition of the Dwyer-Fried invariants. Dwyer and Fried

[DF87] observed that the homological finiteness properties of free abelian covers are completely
determined by the Alexander varieties. Moreover, it was noted in [PS10] that in the previous
sentence one can replace the Alexander varieties by the characteristic varieties. By combining
this fact with our divisibility results, we recast several finiteness and divisibility results for
classical (infinite cyclic) Alexander modules of hypersurface complements, e.g., Libgober’s
results for hypersurfaces with only isolated singularities, including at infinity [Lib94], or the
second-named author’s results for hypersurfaces in general position at infinity [Max06]. We
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also obtain a divisibility result for the classical Alexander invariants of essential hyperplane
arrangements, which (to our knowledge) seems to be new (see Remark 6.9):

Proposition 1.5. Assume that V is an essential hyperplane arrangement in CPn with r
irreducible components. Choose one of the irreducible components of V , say V1, as the
hyperplane at infinity. Then the classical (infinite cyclic) Alexander modules of M∗ are torsion
up to degree n− 1. If ωi(t) (i ≤ n− 1) denotes the corresponding i-th Alexander polynomial
of M∗, then the roots of ωi(t) have order (r − 1)!.

In Section 7, we first introduce the resonance varieties Ri(−) and recall the tangent cone
inclusion (cf. [Lib02]), which establishes a nice relationship between the characteristic varieties
and the resonance varieties. It is known that for the special case of hyperplane arrangements,
the tangent cone inclusion becomes an equality. Using this fact, we translate our divisibility
results for the Alexander and characteristic varieties of hyperplane arrangement complements
into similar results for the corresponding resonance varieties (see Theorem 7.9):

Theorem 1.6. Let M∗ be the complement of an essential hyperplane arrangements. Then,
for any k ≤ n− 1, we have:

(1.5)
k⋃
i=0

Ri(M) =
k⋃
i=0

Ri(M∗) ⊂
⋃
S⊂V1

{R(M∗
xS

)× V (
∑
i/∈IxS

zi = 0)},

where the union is over the strata of V1 with dimC S ≥ n− k − 1 and xS ∈ S is arbitrary.

Here, Ri(M) and Ri(M∗) denote the i-th resonance varieties ofM andM∗, respectively, while
for a finite connected n-dimensional CW-complex X, we set (see Definition 7.1):

R(X) =
n⋃
i=1

Ri(X).

Note that the resonance varieties Ri(M) and Ri(M∗) are both homogeneous sub-varieties of
the affine space Cr, with coordinates z = (z1, · · · , zr).

Remark 1.7. If M∗ is the complement of an essential hyperplane arrangement of dimension
n, then Denham-Suciu-Yuzvinsky showed ([DSY15, Theorem 1.3]) that both the characteristic
varieties and resonance varieties of M∗ propagate, i.e.,

V0(M∗) ⊂ V1(M∗) ⊂ · · · ⊂ Vn(M∗),
R0(M∗) ⊂ R1(M∗) ⊂ · · · ⊂ Rn(M∗).

Note thatM exhibits similar properties, sinceM is also a complement of an essential hyperplane
arrangement of dimension (n+ 1). So in this case the left hand sides of inclusions in (1.3) and
(1.5) can be replaced by Vk(M) = Vk(M

∗) and Rk(M) = Rk(M∗) (k ≤ n− 1), respectively.

Convention: Unless otherwise specified, all homology and cohomology groups will be assumed
to have C-coefficients.
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2. Alexander varieties and Characteristic varieties

In this section, we introduce three types of jumping loci associated to a space and establish
a relation between homology Alexander varieties and cohomology Alexander varieties.

2.1. Algebraic preliminaries. Let Γr = C[t1, t
−1
1 , · · · , tr, t−1

r ] be the Laurent polynomial
ring in r variables. Γr is a regular Noetherian domain, and in particular it is factorial. If A is
a finitely generated Γr-module, the support locus of A is defined by the annihilator ideal of A,
i.e.,

(2.1) Supp(A) = V (ann(A)).

By construction, Supp(A) is a Zariski closed subset of the r-dimensional affine torus (C∗)r,
where (C∗)r is the scheme defined by Γr. The support locus Supp(A) is called proper, if it
has at least codimension 1 in (C∗)r.

For λ = (λ1, · · · , λr) ∈ (C∗)r, let mλ be the corresponding maximal ideal in Γr. For a
Γr-module A, we denote by Aλ the localization of A at the maximal ideal mλ. For A = Γr,
we use the simpler notation Γλ. Then, if A is of finite type, we have that

(2.2) Supp(A) = {λ ∈ (C∗)r | Aλ 6= 0}.
Let P be a prime ideal in Γr, of height 1. Since Γr is a regular Noetherian domain, the

localization of Γr at P , denoted by ΓP , is a regular local ring of dimension 1. So ΓP is a
discrete valuation ring, hence a principal ideal domain. A prime ideal P of height 1 in Γr is
principal, and we let ∆(P ) denote the generator of P , which is well-defined up to multiplication
by units of Γr.

Assume that Supp(A) is proper in (C∗)r, i.e., ann(A) 6= 0. Then, if V (P ) * Supp(A),
AP = 0. On the other hand, if V (P ) ⊂ Supp(A), then ann(A) ⊂ P and ann(AP ) =
{ann(A)}P 6= 0, hence AP is a torsion ΓP -module. This shows that AP has finite length as
a ΓP -module, which is denoted by lg(AP ). The characteristic polynomial of A is defined by

(2.3) ∆(A) =
∏
P

∆(P )lg(AP ),

where the product is over all the prime ideals P in Γr of height 1 such that V (P ) ⊂ Supp(A).
Since SuppA is proper, this product is indeed a finite product. The prime factors of ∆(A)
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are in one-to-one corespondence with the codimension one irreducible hypersurfaces of (C∗)r
contained in Supp(A). Note that if codim Supp(A) > 1 then ∆(A) = 1. If Supp(A) = (C∗)r,
then ∆(A) = 1 by convention.

Remark 2.1. Sabbah used the alternating product of the above characteristic polynomials to
define the Zeta function of a Γr-module complex, see [Sab90, Definition 2.1.12]. The support
of the Γr-module A can also be defined by the first Fitting ideal of A, see [DM07].

Lemma 2.2. If A→ B → C is an exact sequence of finitely generated Γr-modules, then

Supp(B) ⊂ Supp(A) ∪ Supp(C).

Moreover, if Supp(A) and Supp(C) are proper in (C∗)r, then so is Supp(B), and ∆(B) divides
∆(A)×∆(C).

Proof. Using the exactness of localization (see [Wei94], p.76), for any λ ∈ (C∗)r as above we
get an exact sequence Aλ → Bλ → Cλ. If λ /∈ Supp(A) ∪ Supp(C), then Aλ = 0 = Cλ.
Thus Bλ = 0, i.e., λ /∈ Supp(B).

Let P be a prime ideal in Γr of height 1. By the exactness of localization, we get an exact
sequence AP → BP → CP . Assuming that Supp(A) and Supp(C) are proper in (C∗)r, it
follows that lg(BP ) ≤ lg(AP ) + lg(CP ). So ∆(B) divides ∆(A)×∆(C). �

Lemma 2.3. [Ser65, Proposition 4(c)] If A and B are finitely generated Γr-modules, then

Supp(A⊗Γr B) = Supp(A) ∩ Supp(B).

2.2. Alexander varieties. Assume that X is a finite connected n-dimensional CW complex
with π1(X) = G. Let ν : G � Zr be an epimorphism, and consider the corresponding free
abelian cover Xν of X. The group of covering transformations of Xν is isomorphic to Zr and
acts on the covering space. By choosing fixed lifts of the cells of X to Xν , we obtain a free
basis for the chain complex C∗(Xν ,C) of Γr-modules.

Remark 2.4. ([DM07, Remark 2.2]) Though the ring Γr is commutative, it should be regarded
as a quotient ring of C[π1(X)], which is non-commutative in general. Hence, one should be
careful to distinguish the right from the left Γr-modules. The ring Γr has a natural involution
denoted by an overbar, sending each ti to ti := t−1

i . To a left Γr-module A, we associate
the right Γr-module A, with the same underlying abelian group but with the Γr-multiplication
given by a · c 7−→ c ·a, for a ∈ A and c ∈ Γr. In this paper, we regard C∗(Xν ,C) as a complex
of right Γr-modules. Conversely, to a right Γr module A, we can associate a corresponding
left module A by using the involution. Moreover, it can be seen that A = (A).

Let us now define

Supp(A) := {(t1, · · · , tr) ∈ (C∗)r | (t−1
1 , · · · , t−1

r ) ∈ Supp(A)}
and

∆(A)(t1, · · · , tr) := ∆(A)(t−1
1 , · · · , t−1

r ).

Then Supp(A) = Supp(A) and ∆(A) = ∆(A).
7



Definition 2.5. The i-th homology Alexander module Ai(X, ν) of X associated to the epi-
morphism ν is by definition the Γr-module Hi(X

ν ,C). Similarly, the i-th cohomology Alexan-
der module Ai(X, ν) of X is by definition the i-th cohomology module of the dual complex
HomΓr(C∗(X

ν ,C),Γr), where Γr is considered here with the induced right Γr-module struc-
ture, as in Remark 2.4.

Since X is a finite n-dimensional CW complex, it is clear by definition that

Ai(X, ν) = 0 = Ai(X, ν) for i > n.

Definition 2.6. The i-th homology Alexander variety of X associated to the epimorphism ν
is the support locus of the annihilator ideal of Ai(X, ν):

Wi(X, ν) := Supp(Ai(X, ν)),

and, the corresponding i-th homology Alexander polynomial is ∆i(X, ν) := ∆(Ai(X, ν)).
Similarly, the i-th cohomology Alexander variety of X associated to the epimorphism ν is the
support locus of the annihilator ideal of Ai(X, ν):

Wi(X, ν) := Supp(Ai(X, ν)),

and, the corresponding i-th cohomology Alexander polynomial is ∆i(X, ν) := ∆(Ai(X, ν)).

Since X is a finite CW-complex, the chain complex C∗(Xν ,C) is of finite type, so the
corresponding (homology or cohomology) Alexander varieties are well-defined. The (homology
or cohomology) Alexander varieties and (homology or cohomology) Alexander polynomials are
homotopy invariants of X.

Remark 2.7. For the one-variable case, the homology Alexander polynomials coincide with the
classical Alexander polynomials, as studied e.g., in [Lib94, Max06], while the homology Alexan-
der varieties can be identified with the sets of roots of the corresponding classical Alexander
polynomials.

If ν is the composition map: π1(X) � H1(X,Z) � Free H1(X,Z), where the first map is
the Hurewicz (or abelianization) map and the second map just kills the torsion part, then we
simply write Ai(X) := Ai(X, ν), Wi(X) := Wi(X, ν), ∆i(X) := ∆i(X, ν), and similar nota-
tions are used for the cohomology versions. Moreover, if H1(X,Z) is free, this corresponding
cover is called the universal abelian cover, and the covering map is denoted by ab.

Here we only give the definition of these Alexander invariants with C-coefficients, but see
[PS10, Section 3.2] for arbitrary field coefficients.

2.3. Homology versus cohomology Alexander varieties. In this section, we employ here
the spectral sequence approach from [DM07, section 2.3] in order to relate the homology and
resp. cohomology Alexander varieties. More precisely, A∗(X) can be computed from A∗(X)
by using the Universal Coefficient spectral sequence:

(2.4) ExtqΓr(As(X),Γr) =⇒ As+q(X).
8



Using the exactness of localization, we then get the following localized spectral sequence for
any λ ∈ (C∗)r:
(2.5) ExtqΓλ(As(X)λ,Γλ) =⇒ As+q(X)λ.

The next proposition is a direct consequence of [DM07, Proposition 2.3].

Proposition 2.8. For X a finite connected CW-complex and any k ≥ 0, we have:

(2.6)
k⋃
i=0

Wi(X) ⊂
k⋃
i=0

Wi(X).

Proof. If λ /∈
⋃k
i=0 Wi(X), then we have by (2.2) that Ai(X)λ = 0 for all 0 ≤ i ≤ k. Then

the spectral sequence (2.5) yields that Ai(X)λ = 0 for i ≤ k. Hence λ /∈
⋃k
i=0 W

i(X). �

Since C∗(Xab,C) is a complex of finitely generated free Γr-modules, we have the following
Γr-module complex isomorphism:

HomΓr(HomΓr(C∗(X
ab,C),Γr),Γr) ∼= C∗(Xab,C).

So, similarly, we also have a Universal Coefficient spectral sequence computing A∗(X) from
A∗(X):

(2.7) ExtqΓs(A
n−s(X),Γr) =⇒ An−s−q(X)

and a corresponding localized spectral sequence for any λ ∈ (C∗)r:

(2.8) ExtqΓλ(An−s(X)λ,Γλ) =⇒ An−s−q(X)λ.

Proposition 2.9. For X a finite connected CW-complex of dimension n, and any k ≤ n, we
have:

(2.9)
n⋃
i=k

Wi(X) ⊂
n⋃
i=k

Wi(X).

Moreover,

(2.10)
n⋃
i=0

Wi(X) =
n⋃
i=0

Wi(X).

Proof. The first claim follows from the spectral sequence (2.8) by an argument similar to that
of Proposition 2.8. The second claim follows from (2.6) and (2.9). �

Remark 2.10. Since A0(X) = Γr/m1, where 1 = (1, · · · , 1), it follows from [DM07, Proposi-
tion 2.3] that A0(X) = 0.

Remark 2.11. Since X is a finite n-dimensional CW-complex, An(X) is torsion-free as a Γr-
module. So, if An(X) 6= 0, then Wn(X) = (C∗)r. Moreover, (2.9) yields that Wn(X) ⊂
Wn(X), hence Wn(X) = (C∗)r. In particular, ∆n(X) = ∆n(X) = 1.

Next, we investigate the relationship between the Alexander polynomials ∆∗(X) and ∆∗(X).
9



Proposition 2.12. Assume that
⋃k
i=0 Wi(X) is proper in (C∗)r. Then, for any i ≤ k,

(2.11) ∆i−1(X) = ∆i(X).

Therefore, there is an exact correspondence between the codimension 1 irreducible hypersur-
faces of (C∗)r contained in Wi−1(X) and Wi(X), respectively, for i ≤ k.

Proof. Let P be a prime ideal in Γr of height 1. By the exactness of localization at P , we get
from (2.4) a localized spectral sequence:

(2.12) Es,q
2 = ExtqΓP (As(X)P ,ΓP ) =⇒ As+q(X)P .

ΓP is a discrete valuation ring, hence a principal ideal domain. So Es,q
2 = 0 for q > 1. Note

also that Es,0
2 = Ext0

ΓP
(As(X)P ,ΓP ) is always free, and Es,1

2 = Ext1
ΓP

(As(X)P ,ΓP ) is always
torsion as a ΓP -module. So the spectral sequence (2.12) degenerates at E2. Since

⋃k
i=0 Wi(X)

is proper, we have that

Ext0
Γr(As(X),Γr) = HomΓr(As(X),Γr) = 0, for any s ≤ k.

Then the spectral sequence (2.12) yields that Ext1
ΓP

(Ai−1(X)P ,ΓP ) ∼= Ai(X)P , for i ≤ k.
The claim follows now from the Universal Coefficient Theorem for the principal ideal domain
ΓP . �

Remark 2.13. The results stated in this subsection hold more generally, for the Alexander
varieties and Alexander polynomials associated to any epimorphism ν : G� Zr.

2.4. Characteristic varieties. Let X be, as before, a finite n-dimensional connected CW-
complex with π1(X) = G. Let C∗ be the multiplicative group of non-zero complex numbers.
Then the group of C-valued characters, Hom(G,C∗), is a commutative, affine algebraic group.
Each character ρ ∈ Hom(G,C∗) defines a rank one local system on X, denoted by Lρ.

Definition 2.14. The i-th characteristic variety of X is the Zariski closed subset of the
character group Hom(G,C∗) defined as:

Vi(X) = {ρ ∈ Hom(G,C∗) | dimCHi(X,Lρ) 6= 0}.

Remark 2.15. Vi(X) is filtered by the closed subsets

Vki (X) = {ρ ∈ Hom(G,C∗) | dimCHi(X,Lρ) ≥ k},

for all k > 0.

Remark 2.16. Some references define the characteristic varieties by using cohomology rather
than homology:

Vi(X) = {ρ ∈ Hom(G,C∗) | dimCH
i(X,Lρ) 6= 0}.

Let ρ denote the inverse of ρ in the character group Hom(G,C∗), then

(2.13) H i(X,Lρ) ∼= HomC(Hi(X,Lρ),C).

Therefore, Vi(X) = Vi(X), where Vi(X) = {ρ ∈ Hom(G,C∗) | ρ ∈ Vi(X)}.
10



The characteristic varieties Vi(X) are homotopy invariants of X, see [Su14, Lemma 2.4].

If ν : π1(X) = G� Zr is an epimorphism, then ν induces an embedding

ν∗ : (C∗)r = Hom(Zr,C∗) ↪→ Hom(G,C∗).
The following relationship between the characteristic varieties and the homology Alexander
varieties was established in [PS10]:

Theorem 2.17. ([PS10, Theorem 3.6]) For any k ≥ 0 and any epimorphism ν : G� Zr,

(2.14)
k⋃
i=0

Wi(X, ν) = im(ν∗) ∩

(
k⋃
i=0

Vi(X)

)
.

Let Hom(G,C∗)0 denote the identity component of the algebraic group Hom(G,C∗), with
G = π1(X) as before. Set:

V(X) =
n⋃
i=0

Vi(X) and W(X) =
n⋃
i=0

Wi(X).

Then the following result follows at once from Theorem 2.17:

Proposition 2.18. If X is a finite connected CW-complex of dimension n, then:

(2.15) W(X) = V(X) ∩ Hom(G,C∗)0.

Remark 2.19. It is known that for any character ρ of π1(X), the following identity holds:
χ(X,Lρ) = χ(X) (see [Di04, Proposition 2.5.4]). Hence, if χ(X) 6= 0, we have that V(X) =
Hom(G,C∗) and W(X) = Hom(G,C∗)0. So, V(X) and W(X) are interesting to study only
when χ(X) = 0.

3. Sabbah Specialization complex and local Alexander modules

In this section, we recall the definition of the Sabbah specialization complex associated to
an affine hypersurface, and compute the stalks of its cohomology sheaves in terms of the local
cohomology Alexander modules.

For any complex algebraic variety X and any commutative ring R, we denote by Db
c(X,R)

the derived category of bounded cohomologically R-constructible complexes of sheaves on X.
For a quick introduction to derived categories, the reader is advised to consult [Di04].

Definition 3.1. For F ∈ Db
c(X,Γr) and a point x ∈ X, the i-th support of F at x is defined

by
Suppix(F) := Supp(Hi(F)x) ⊂ (C∗)r,

and the i-th characteristic polynomial of F at x is defined by

δi(Fx) := ∆(Hi(F)x).

The support of F at x is then set to be the union

Suppx(F) :=
⋃
i

Suppix(F).
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The multi-variable monodromy zeta-function of F at x is defined as:

Z(Fx) :=
∏
i

δi(Fx)
(−1)i .

3.1. Alexander modules of hypersurface complements. Let V be a hypersurface in CPn
defined by a degree d reduced homogeneous polynomial f . Assume that f = f1 · · · · ·fr, where
fi are the irreducible factors of f , so Vi = {fi = 0} are the irreducible components of V .

Choose a hyperplane H * V in CPn as the hyperplane at infinity. Without loss of generality,
assume that CPn has coordinates [x0 : · · · : xn] and H = {x0 = 0}. Then Cn = CPn \H has
coordinates (x1, · · · , xn). Set gi = fi(1, x1, · · · , xn) and g =

∏r
i=1 gi, so g = (g1, · · · , gr)

defines a polynomial map from Cn to Cr. Set
Di = {gi = 0}, D =

⋃r
i=1Di,

and
U = Cn \D = CPn \ (V ∪H).

It is known that H1(U,Z) = Zr is torsion free ([Di92],(4.1.3),(4.1.4)), generated by meridian
loops γi about each irreducible component Vi, 1 ≤ i ≤ r. If γ∞ denotes the meridian about
the hyperplane at infinity, then there is a relation in H1(U,Z) :

∑r
i=1 diγi + γ∞ = 0, where

di = deg fi.
We can associate to the hypersurface complement U the homology (resp. cohomolgy)

Alexander varieties Wi(U) (resp. Wi(U)) and homology (resp. cohomolgy) Alexander polyno-
mials ∆i(U) (resp. ∆i(U)) as defined in Section 2.2. Note that U has the homotopy type of a
finite n-dimensional CW complex. So Ai(U) = 0 = Ai(U) for i > n, and An(U) is torsion-free
as a Γr-module.

Define a local system L on U with stalk Γr and representation of the fundamental group
determined by the composition:

π1(U)→ H1(U,Z)→ Aut(Γr),

where the first map is the abelianization, and the last map is defined by γi → ti, i.e., the action
of γi on Γr is given by the multiplication with ti. Let L∨ be the dual local system, whose stalk
at a point x ∈ U is L∨x := HomΓr(Lx,Γr).

For F ∈ Db
c(X,Γr), let DF denote its Verdier dual and F denote its conjugation (i.e., F is

defined by composing all module structures with the involution). Then there is an isomorphism
of local systems: L∨ ' L, see [DM07, section 2.2].

The Alexander modules of U are related to the above local system by the following Γr-module
isomorphisms:

(3.1) Hi(U,L) ∼= Ai(U) and H i(U,L) ∼= Ai(U)

for all i. Note that since U is smooth of complex dimension n, we also have that
DL = L[2n] and D(DL) = L.

Remark 3.2. The following isomorphism follows by an argument similar to the one used in the
proof of [Max06, Corollary 3.4]:

(3.2) Ai(U) ∼= H2n−i
c (U,L).
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The second named author proved this isomorphism in the one-variable case by using intersec-
tion homology, see [Max06, Corollary 3.4]. Since the intersection homology theory is defined
for any Noetherian commutative ring of finite cohomological dimension ([B83, pp.68]), this
isomorphism also holds for the multi-variable Laurent polynomial ring Γr.

3.2. Sabbah specialization complex. The Sabbah specialization complex (see [Sab90], and
its reformulation in [Bud15A]) can be regarded as a generalization of Deligne’s nearby cycle
complex.

In our notations, consider the following commutative diagram of spaces and maps:

D
i // Cn

g

��

U
loo

g

��

Uabπoo

ĝ
��

Cr (C∗)roo (̂C∗)rπ̂oo

where π̂ is the universal covering of (C∗)r, and the right-hand square of the diagram is cartesian.

Definition 3.3. ([Bud15A, Definition 3.2]) The Sabbah specialization complex functor of g
is defined by

ψg = i∗Rl∗Rπ!(l ◦ π)∗ : Db
c(Cn,C)→ Db

c(D,Γr),
and we call ψgCCn the Sabbah specialization complex.

Remark 3.4. ([Bud15A, Remark 3.3]) The Sabbah specialization complex can be viewed as a
generalization of Deligne’s nearby cycles. In fact, when r = 1, ψgF as defined here equals
ψgF[−1] as defined by Deligne (see [Bry86], page 13), where Rπ! is replaced by Rπ∗.

For short, in the following we write C for the constant sheaf CCn on Cn.

Lemma 3.5. [Bud15A, Lemma 3.4]We have the following distinguished triangle inDb
c(Cn,Γr):

(3.3) l!L→ Rl∗L→ i!ψgC
[1]→ .

In particular, ψgC = i∗Rl∗L.

3.3. Local Alexander modules. Let x be a point in D and Bx be a small open ball centered
at x in Cn. Set Ux = U∩Bx. Denote by Ix = {i | gi(x) = 0} and rx = #|Ix|. It is known that
H1(Ux,Z) is torsion free. The map H1(Ux,Z) → H1(U,Z) induced by the natural inclusion
can be viewed as a composition of the following two maps:

(3.4) H1(Ux,Z) � Zrx ↪→ Zr = H1(U,Z)

where Zrx is the free abelian group generated by the meridian loops {γi}i∈Ix . The first map
in (3.4) is surjective and the second map is injective. (In the special case of hyperplane
arrangements, the first map in (3.4) is always an isomorphism.)

Let νx denote the canonical epimorphism:

(3.5) π1(Ux)
νx
� Zrx

defined by the composition
π1(Ux) � H1(UxZ) � Zrx
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of the first map in (3.4) with the abelianization map. Let V(Ux) denote as before the union of
the characteristic varieties of Ux. Then Theorem 2.17 yields thatW(Ux, νx) = V(Ux)∩im(ν∗x).
The embedding ν∗x identifies the variables along branches that come from the same global
irreducible component. For a concrete situation, see Examples 3.9 and 3.10.

Let Γrx be the sub-ring of Γr with variables {ti}i∈Ix , and Γr−rx be the sub-ring of Γr in the
remaining variables. Then Γr = Γrx ⊗C Γr−rx .

Definition 3.6. The uniform Alexander varieties of Ux are defined by

W
unif
i (Ux, νx) = Wi(Ux, νx)× (C∗)r−rx and Wunif (Ux, νx) = W(Ux, νx)× (C∗)r−rx ,

where (C∗)r−rx is the scheme corresponding to Γr−rx .

The characteristic varieties of the local complement Ux have been studied by Budur-Wang
in [BW15]. In particular, V(Ux) is a finite union of torsion-translated subtori. By combining
this property with the fact that the Alexander variety W(Ux, νx) = V(Ux) ∩ im(ν∗x) can be
defined over Q, we get that the involution does not change W(Ux, νx). Moreover, if W(Ux, νx)
is proper, then the involution keeps ∆i(Ux, νx) = ∆i−1(Ux, νx) unchanged.

Proposition 3.7. With the above assumptions and notations, for any x ∈ D, we have:

Suppix(ψgC) = Wi(Ux, νx)× (C∗)r−rx ;

Suppx(ψgC) = Wunif (Ux, νx).

Moreover, Suppx(ψgC) is proper in (C∗)r, so, for any i ≥ 0,

(3.6) δi(ψgC)x = ∆i(Ux, νx) = ∆i−1(Ux, νx).

Proof. By Lemma 3.5, there exist Γr-module isomorphsims: Hi(ψgC)x ∼= H i(Ux,L|Ux), for
all i. On the other hand, we have:

(3.7) C∗(Ux,L|Ux) ∼= HomΓrx (C∗(U
νx
x ),Γr) ∼= HomΓrx (C∗(U

νx
x ),Γrx)⊗C Γr−rx ,

where the first isomorphism follows from the definition of the cohomology of a local system.
In fact, since C∗(Uνx

x ) is isomorphic to a direct sum of copies of the ring Γrx , we only need
to show that (3.7) holds for C∗(Uνx

x ) = Γrx . As already stated, the first isomorphism in (3.7)
follows from the definition of the local system cohomology. Moreover,

HomΓrx (Γrx ,Γr)
∼= Γr ∼= Γrx ⊗C Γr−rx

∼= HomΓrx (Γrx ,Γrx)⊗C Γr−rx ,

where all the isomorphisms are Γr-module isomorphisms. Hence (3.7) follows.
So Hi(ψgC)x ∼= Ai(Ux, νx) ⊗C Γr−rx , and ann(Hi(ψgC)x) = 〈ann(Ai(Ux, νx))〉, where
〈ann(Ai(Ux, νx))〉 is the ideal in Γr generated by ann(Ai(Ux, νx)). Therefore, Suppix(ψgC) =

Wi(Ux, νx) × (C∗)r−rx , and δi(ψgC)x = ∆i(Ux, νx). Since the involution does not change
W(Ux, νx), we then conclude that Suppx(ψgC) = Wunif (Ux, νx).

As we will show later on in Proposition 6.5, W(Ux, νx) is proper in (C∗)rx . Thus Suppx(ψgC)
is proper in (C∗)r. Finally, (3.6) follows from Proposition 2.12 together with the fact that the
involution keeps ∆i(Ux, νx) unchanged. �
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Remark 3.8. Proposition 3.7 is similar to, but more detailed than [Bud15A, Lemma 3.18], which
in turn is an extension of [Sab90, 2.2.5]. [Bud15A] draws two conclusions out of this calculation:
that one needs and can introduce Wunif , as here, and Suppunif . The last conclusion is not
correct, as Proposition 3.7 points out, namely Suppunif should stay simply Supp in [Bud15A].
N. Budur [Bud15B] has communicated to us that, indeed, our Proposition 3.7 above is the
correct version, and therefore it simplifies all the statements in [Bud15A] concerning Suppunif ,
by replacing it with Supp.

Since Suppx(ψgC) is proper in (C∗)r, we say that the Sabbah specialization complex is a
torsion Γr-module complex, i.e., the stalks of its cohomology sheaves are torsion Γr-modules.

Example 3.9. Nodal curve case: Choose g = x2
1 − x2

2(x2 + 1), and x = (0, 0). Then
H1(Ux,Z) = Z2 and V(Ux) = {(1, 1)}. The map ν∗x gives an embedding: C∗ → (C∗)2, where
ν∗x(t) = (t, t). So W(Ux, νx) = {1}.

Example 3.10. Choose g1 = x2
1 − x2

2(x2 + 1), and let g2 be a generic linear polynomial.
Set x = (0, 0). Then Ux is homotopy equivalent to S1 × (S1

∨
S1), and H1(Ux,Z) = Z3.

Hence V(Ux) = V (s1s2s3 = 1). The map ν∗x gives the embedding (C∗)2 → (C∗)3, where
ν∗x(t1, t2) = (t1, t1, t2). So W(Ux, νx) = V (t21t2 = 1) ⊂ (C∗)2.

Next, we give some vanishing results for ∆i(Ux, νx).

Example 3.11. Assume that D is a normal crossing divisor (NC) at x. Then Uab
x is con-

tractible. Thus V(Ux) = {1}, and W(Ux, νx) = im(ν∗x) ∩ V(Ux) = {1}. So Suppx(ψgC) =
Wunif (Ux, νx) = (C∗)r−rx . If rx ≥ 2, then ∆i(Ux, νx) = 1 for all i.

Example 3.12. Assume that D is an isolated non-normal crossing divisor at x. Then Uab
x has

the homotopy type of a bouquet of (n− 1)-spheres, see [DL07, Theorem 3.2]. So A0(Ux) =
Γrx/m1, and Ai(Ux) = 0 for 0 < i < n− 1. It follows that ∆i(Ux, νx) = 1 for all i < n− 1,
if rx ≥ 2.

Example 3.13. Choose x ∈
⋂r
i=1 Di, where r ≥ 2. Assume that D1 is smooth and D1

intersects the other components of D transversally in Bx. Set U′x := Bx \
⋃r
i=2Di. If follows

that Uab
x ' (U′x)

ab × R (see [DM07, Remark 3.3]), hence Ai(Ux) = Ai(U
′
x) ⊗C

C[t1, t
−1
1 ]

〈t1 − 1〉
.

Then W(Ux, νx) is proper in the sub-torus of (C∗)r defined by {t1 = 1}, so it has at least
codimension 2 in (C∗)r, and ∆i(Ux, νx) = 1 for all i.

4. Divisibility results for hypersurfaces transversal at infinity

From now on, we always assume that the projective hypersurface V is transversal (in the
stratified sense) to the hyperplane at infinity H (i.e., g =

∏r
i=1 gi is transversal (or regular) at

infinity). Then the affine hypersurface D = {g = 0} is homotopy equivalent to a bouquet of
(n− 1)-spheres, i.e.,

(4.1) D ∼
∨
µ

Sn−1,
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where µ denotes the number of spheres in the above join (cf. [DP03, page 476]). It is shown
in loc.cit. that µ can be determined topologically as the degree of the gradient map associated
to f .

In this section, we give a general divisibility result (compare also with [DM07, Theorem 3.2])
for the Alexander varieties of U = CPn \ (V ∪H) by using the associated residue complex.

4.1. Residue complex and its stalks. First, let us introduce the residue complex.

Definition 4.1. Let j : U ↪→ CPn be the inclusion map, and let L be the Γr-local system on U

defined in Section 3.1. The residue complex <• associated to U is defined by the distinguished
triangle:

(4.2) j!L→ Rj∗L→ <•
[1]→

Remark 4.2. The residue complex is a generalization of the peripheral complex used in [Max06].
In fact, when r = 1, the residue complex <• as defined here equals the (shifted) peripheral
complex <•[−2n] as defined by Cappell and Shaneson, see [CS91] or [Max06].

Recall from Section 3.1 that DL = L[2n]. Then we have:
Dj!L = Rj∗L[2n], and DRj∗L = j!L[2n].

So, by dualizing (4.2), we see that, up to a shift, <• is a self-dual (i.e., <• ∼= D<•[−2n+ 1]),
Γr-perverse sheaf. Moreover, by comparing the two distinguished triangles (3.3) and (4.2), we
have that

<•|D = ψgC.
Then similar properties hold for ψgC, since D is open in V ∪H.

Next, we compute the stalk cohomology of <•. It is clear from definition that <• has
compact support on V ∪H. Fix a Whitney b-regular stratification S of V . By the transversality
assumption, there is a stratification S′ of V ∪H with strata of the form: H \ V ∩H, S ∩H
and S \ S ∩H, where S ∈ S. Then Suppx<• is constant for x in a given stratum of S′. The
computation of stalk cohomology for <• will be divided into the following 3 cases, according
to the type of strata in S′:

(1) If x ∈ D = V \H, then <•|D = ψgC, hence Hi(<•)x for x ∈ D is already computed
in Section 3.3. In particular, we have in this case that

Suppx(<•) = Wunif (Ux, νx).

(2) If x ∈ H \ V , the link pair of H \ V is (S1, ∅), and the corresponding generator γ∞ is
mapped to

∏r
i=1 t

−di
i under the representation defining the local system L. So, in this case,

Hi(<•)x ∼=
{

Γr/〈
∏r

i=1 t
−di
i = 1〉, i = 1,

0, otherwise,
hence

Suppx(<•) = V (
r∏
i=1

tdii = 1).
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(3) If x ∈ H∩V , assume that x ∈ S∩H with dimC S > 0, where S ∈ S. Set U′x := Bx−V .
The transversality assumption implies that Uab

x ' (U′x)
ab×R, and the deck group action on the

product factor R is given as in the previous case. Choose an arbitrary point xS ∈ S\S∩H ⊂ D.
Then the Künneth formula yields that

Hi(<•)x ∼=H i(UxS ,L|UxS )⊗Γr Γr/〈
r∏
i=1

t−dii = 1〉

⊕H i−1(UxS ,L|UxS )⊗Γr Γr/〈
r∏
i=1

t−dii = 1〉.

In particular, Lemma 2.3 implies that in this case we get:

Suppx(<•) = Wunif (UxS , νxS)
⋂

V (
r∏
i=1

tdii = 1).

The above stalk calculations, combined with Proposition 6.5 below, show that Suppx(<•)
is always proper, for any x ∈ V ∪ H. So <• is a torsion Γr-module complex. Moreover, the
involution does not change Suppx(<•) for any x.

4.2. Divisibility results for Alexander varieties and characteristic varieties. The fol-
lowing theorem is proved by using methods similar to those of [Max06], where the second
named author obtained general divisibility results for the classical (one-variable) Alexander
invariants of the hypersurface complement U by making use the peripheral complex.

Theorem 4.3. Assume that the hypersurface V ⊂ CPn is transversal to the hyperplane at
infinity H. Fix a Whitney stratification S of V , and let S′ be the induced stratification of
V ∪H as above. Then, for any 0 ≤ k ≤ n− 1, we have that

(4.3)
k⋃
i=0

Vi(U) =
k⋃
i=0

Wi(U) ⊂
⋃
S⊂D1

Wunif (UxS , νxS),

where the last union is over the strata S of S′ contained in a fixed irreducible component D1

of D with dimC S ≥ n− k − 1 and xS ∈ S is arbitrary. Moreover,

(4.4)
n−1⋃
i=0

Vi(U) =
n−1⋃
i=0

Wi(U) ⊂ V (
r∏
i=1

tdii = 1).

In particular, Wi(U) and Vi(U) are proper in (C∗)r for all i ≤ n− 1.

Proof. The proof is divided into 3 steps.

Step 1: We first compute the Alexander modules Ai(U) (i ≤ n − 1) in terms of the residue
complex <•.

Let u and v be the inclusions of CPn \ V1 and respectively V1 into CPn. By applying the
compactly supported hypercohomology functor to the distinguished triangle

v∗v
!j!L→ j!L→ u∗u

∗j!L
[1]→,
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we have the following long exact sequence:

(4.5) · · · → H2n−i(V1, v
!j!L)→ H2n−i(CPn, j!L)→ H2n−i(CPn \ V1, u

∗j!L)→ · · ·
Since U is smooth of complex dimension n, we have that L[n] ∈ Perv(U). The inclusion
k : U ↪→ CPn \ V1 is a quasi-finite affine morphism, hence k!L[n] ∈ Perv(CPn \ V1) (e.g., see
[Di04], Corollary 5.2.17). Since CPn \ V1 is an n-dimensional affine variety, Artin’s vanishing
theorem (e.g., see [Sch03], Corollary 6.0.4) yields that:

(4.6) H2n−i(CPn \ V1, k!L) = 0 for i < n.

Note that u∗j!L = k!L, and recall that by Remark 3.2 we have that

Ai(U) ∼= H2n−i
c (U,L) ∼= H2n−i(CPn, j!L).

Therefore, the long exact sequence (4.5), together with the vanishing from (4.6), yields that:

Ai(U) ∼= H2n−i(V1, v
!j!L) for i < n− 1,

and An−1(U) is a quotient of the Γr-module Hn+1(V1, v
!j!L).

Step 2: Next, we prove the divisibility result (4.3) for k = n− 1.
Let c be the map from V1 to a point. Then

H2n−i(V1, v
!j!L) ∼= H2n−i(Rc∗v

!j!L)

(1)∼= H−i(Rc∗v
!j!D(L))

∼=H−i(Rc∗D(v∗Rj∗L))

∼= H−i(D(Rc!(<•|V1)))

where (1) follows from DL ∼= L[2n].
Note that D(Rc!(<•|V1)) = RHomΓr(Rc!(<•|V1),Γr). Then we have the following spectral

sequence (e.g., see [B83, p.243])

(4.7) ExtqΓr(H
s
c (V1,<•),Γr) =⇒ H2n−q−s(V1, v

!j!L).

On the other hand, D(DL) = L, so we have a similar spectral sequence:

(4.8) ExtqΓr(H
2n−s(V1, v

!j!L),Γr) =⇒ Hs+q
c (V1,<•)

By using the same arguments as in the proofs of Proposition 2.8 and Proposition 2.9, we obtain
2n⋃
i=0

Supp(H2n−i(V1, v
!j!L)) =

2n⋃
i=0

Supp(H i
c(V1,<•)).

Recall from Step 1 above that Ai(U) ∼= H2n−i(V1, v
!j!L) for i < n − 1, and An−1(U) is

a quotient of the Γr-module Hn+1(V1, v
!j!L). Then by Lemma 2.2 we have that Wi(U) ⊂

Supp(H2n−i(V1, v
!j!L) for i ≤ n− 1. Thus:

(4.9)
n−1⋃
i=0

Wi(U) ⊂
n−1⋃
i=0

Supp(H2n−i(V1, v
!j!L)) ⊂

2n⋃
i=0

Supp(H i
c(V1,<•)).
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By using the compactly supported hypercohomology long exact sequence for the inclusion of
strata of V1, we get by Lemma 2.2 that

Supp(H i
c(V1,<•)) ⊂

⋃
S⊂V1

Supp(H i
c(S,<•|S)),

where S runs over all strata of S′ contained in V1. Note that H i
c(S,<•|S) is the abutment of

a spectral sequence with the E2-term defined by Es,q
2 = Hs

c (S,H
q(<•)), and Suppix(<•) is

constant along the stratum S. By using the exactness of localization and the corresponding
localized spectral sequence, it follows that if λ /∈ Supp(<•|S) then λ /∈ Supp(H i

c(S,<•|S)).
So

Supp(H i
c(S,<•|S)) ⊂ Supp(<•|S) = Supp(<•|S),

where the last identification follows from the fact that the involution does not change Suppx(<•),
see the analysis of the stalks of <• in Section 4.1.

If S ⊂ D1, then it follows from the discussion of the previous section that Supp(<•|S) =
Wunif (UxS , νxS), for xS ∈ S arbitrary. Similarly, if S ⊂ V1∩H, there exists a stratum S ′ ⊂ D1

such that Supp(<•|S) = Wunif (UxS′
, νxS′ ) ∩ V (

∏r
i=1 t

di
i = 1), where xS′ ∈ S ′. Altogether,

(4.10)
n−1⋃
i=0

Wi(U) ⊂
⋃
S⊂D1

Wunif (UxS , νxS).

If we replace V1 by the hyperplane at infinity H, then the stalk calculations for <• over H
yield that

(4.11)
n−1⋃
i=0

Wi(U) ⊂ V (
r∏
i=1

tdii = 1).

Step 3: We use the Lefschetz hyperplane section theorem to complete the proof of the theorem.
Fix 1 ≤ k < n − 1. Consider L = CPk+1 a generic (k + 1)-dimensional linear subspace

of CPn, such that L is transversal to V ∪H. Then W = L ∩ V is a k-dimensional, reduced
hypersurface in L, which is transversal to the hyperplane at infinity H ∩L of L. Moreover, by
the transversality assumption, L∩D has a Whitney stratification induced from D, with strata
of the form S ∩ L.

By applying the Lefschetz hyperplane section theorem ([Di92], (1.6.5)) to the section of
U by L, we see that the inclusion U ∩ L ↪→ U is a homotopy (k + 1)-equivalence. Hence
Wi(U∩L) = Wi(U) for i ≤ k. Using the fact that the link pair of a stratum S∩L in L∩D is
the same as the link pair of S in D, the claim follows by reindexing (replace s by s−(n−k−1),
where s = dimC S). �

Remark 4.4. Similar results are stated in [DM07] for Wi(U) (i ≤ n−1) , see Theorem 3.2 and
Theorem 3.6 in loc.cit. However, by using (2.6), it can be seen that the statement of Theorem
4.3 is sharper than the above mentioned results from [DM07]. For the curve case, (4.4) is first
proved by Libgober in [Lib92, Corollary 3.3].

Corollary 4.5. An(U) = 0 if and only if µ = 0.
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Proof. If µ = 0, then U admits an infinite cyclic cover which has the homotopy type of a
finite CW-complex of dimension (n− 1) (e.g., the generic fibre of g, see [LiM15, Proposition
4.6(c)]). It then follows that the universal abelian cover Uab has the homotopy type of an
(n− 1)-dimensional CW-complex, so An(U) = 0.

Conversely, if An(U) = 0, then Vn(U) = 0, so
⋃n−1
i=0 Vi(U) =

⋃n
i=0 Vi(U) = V(U). Theorem

4.3 shows that V(U) is proper in (C∗)r, hence by Remark 2.19 we get that χ(U) = 0. Thus
µ = (−1)nχ(U) = 0. �

Remark 4.6. A typical example with µ = 0 is the affine hypersurface complement M defined
in the introduction. Moreover, in the isolated singularities case, the condition µ = 0 implies
that U is the affine complement of a homogeneous polynomial, up to a change of coordinates
(see [Huh12, Theorem 1] or the reformulation from [Liu16, Theorem 4.3]). The hypersurface
complement U with the transversality assumption and µ = 0 exhibits many similar properties
with M , e.g., V(U) ⊂ V (

∏r
i=1 t

di
i = 1). For more results in this direction, see [Liu16,

Proposition 4.2] and [LiM15, Proposition 4.6].

Example 4.7. Let U be the complement of the arrangement of 4 lines in C2 defined by
g = x(x−y)(x+y)(2x−y+1). Then g is transversal at infinity and the line {2x−y+1 = 0}
intersects the other components transversally. So V1(U) ⊂ V (t4 = 1) ∩ V (t1t2t3t4 = 1). (In
fact, these two sets are equal, see [Su00, Examples 2.5 and 3.7].)

5. A more general setting

Let V ⊂ CPn be, as before, a degree d hypersurface defined by the homogeneous polynomial
f =

∏r
i=1 fi, and set

M∗ := CPn \ V.

Then f also defines a hypersurface f−1(0) in Cn+1, the affine cone on V . The complement

M := Cn+1 \ f−1(0)

is the total space of the global Milnor fibration f : M → C∗, whose fiber

F := f−1(1)

is called the Milnor fiber of f . Then there exists a d-fold covering map pd : F →M∗.
The Hopf map induces a fibration:

p : M →M∗.

As we will show later on in the proof of Proposition 5.3 below, the transversality assumption
implies that π1(U) ∼= π1(M) = G, so {γi}1≤i≤r are also generators of H1(M,Z) ∼= Zr.

In this section, we pass on the divisibility results from U to M and M∗, respectively. As an
application, we obtain vanishing results for the homology Alexander polynomials ∆i(M), for
i ≤ n− 1.
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5.1. Divisibility results. To obtain the relation between the characteristic varieties ofM and
M∗, we need to use the total turn monodromy operator defined in [CDO02]. The following
description can be found in [Di04, Section 6.4].

Fix a base point a ∈M and denote by σa the loop t 7→ exp(2πit)a for t ∈ [0, 1]. Choosing
a generic line L passing through a, transversal to f−1(0), and close to the line Ca (which
contains the loop σa), we see that the element σa ∈ π1(M,a) is given by the product (in a
certain order) of the elementary loops σj for j = 1, · · · , d, based at a and associated to the
intersection points in L ∩ f−1(0).

By [Di92, Proposition 4.1.3] we have that

H1(M∗,Z) = Zr−1 ⊕ (Z/ gcd(d1, · · · , dr)Z) .

Moreover, H1(M∗,Z) ∼= H1(M,Z)/〈[σ1] + · · ·+ [σd]〉, and note that

[σa] = [σ1] + · · ·+ [σd] = d1[γ1] + · · ·+ dr[γr]

in H1(M,Z).
For λ = (λ1, · · · , λr) ∈ (C∗)r = Hom(G,C∗), consider the corresponding rank one local

system Lλ on M defined by the representation ρλ ∈ Hom(π1(M,a),C∗), which sends each
generator γi of H1(M,Z) to λi. We define the total turn monodromy operator of Lλ to be
the invertible operator:

T (Lλ) = ρλ(σa) ∈ Aut(C) ∼= C∗.

Since [σa] = d1[γ1] + · · ·+ dr[γr] in H1(M,Z), we get that

T (Lλ) =
r∏
i=1

λdii ∈ C∗.

As we will see below, the complex number
∏r

i=1 λ
di
i plays a key role in describing the local

system Rqp∗Lλ. In fact, as shown in [Di04, Section 6.4], for any x ∈M∗, we have:

Hq(Rp∗Lλ)x =

 E0 = ker(
∏r

i=1 λ
di
i − 1), q = 0,

E1 = coker(
∏r

i=1 λ
di
i − 1), q = 1,

0, otherwise.

If λ /∈ V (
∏r

i=1 t
di
i = 1), i.e.,

∏r
i=1 λ

di
i 6= 1, then Rqp∗Lλ = 0 for all q. Thus, for all i, we

obtain in this case that H i(M,Lλ) = H i(M∗, Rp∗Lλ) = 0. Then the duality result (2.13)
yields that Hi(M,Lλ) = 0, or equivalently λ /∈ V(M). Thus V(M) ⊆ V (

∏r
i=1 t

di
i = 1),

which also implies that V(M) ⊂ V (
∏r

i=1 t
di
i = 1), since the involution λ 7→ λ := λ−1 keeps

V (
∏r

i=1 t
di
i = 1) unchanged. The latter inclusion was already mentioned in Remark 4.6.

If λ ∈ V (
∏r

i=1 t
di
i = 1), then E0 ∼= C ∼= E1. By the arguments used in [Di04, Proposition

6.4.3], there exists a rank one local system L∗λ on M∗ such that Lλ = p∗L∗λ. In fact, the
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representation of Lλ on M factors through the representation of L∗λ on M∗:

(5.1) π1(M)
ρλ

%%

p∗ // π1(M∗)

ρ∗λ
��

C∗

where p∗ is the epimorphism induced by the Hopf map p. Here ρλ and ρ∗λ are the representation
homomorphisms defining Lλ and L∗λ, respectively. (Note that the relation

∑r
i=1 diγi = 0 in

H1(M∗,Z) is sent by ρ∗λ to
∏r

i=1 t
di
i = 1.) The sheaves Rqp∗Lλ are local systems on M∗ for

q = 0, 1, and trivial otherwise. As shown in [Di04, Proposition 6.4.3], the following construction
gives the representations defining Rqp∗Lλ (q = 0, 1): for v ∈ Eq, and α ∈ π1(M∗), we set

α · v = ρλ(β)(v)

where β is any lifting of α under the epimorphism p∗. According to the commutative diagram
(5.1), this shows that the local systems Rqp∗Lλ (q = 0, 1) coincide with L∗λ. As a consequence,
the E2-page of the Leray spectral sequence induced by the Hopf map p : M →M∗,

(5.2) Es,q
2 = Hs(M∗, Rqp∗Lλ) =⇒ Hs+q(M,Lλ)

reduces to Es,q
2 = Hs(M∗,L∗λ) for q = 0, 1 and trivial otherwise. Hence this spectral sequence

degenerates at E3.

Proposition 5.1. Under the above assumptions and notations, we have that

Vi(M) ⊂ Vi(M
∗) ∪ Vi−1(M∗).

These two sets are equal if, in addition, one of the irreducible components of V is a hyperplane.

Proof. By Remark 2.16, it suffices to prove the claim for Vi(M). Assume λ /∈ Vi(M∗) ∪
Vi−1(M∗). Then Ei,0

2 = H i(M∗,L∗λ) = 0 and Ei−1,1
2 = H i−1(M∗,L∗λ) = 0. The spectral

sequence (5.2) yields that H i(M,Lλ) = 0, hence λ /∈ Vi(M).
If, in addition, one of the irreducible components of V is a hyperplane, then M = M∗ ×

C∗ (see [Di04, Proposition 6.4.1]). So the spectral sequence (5.2) degenerates at E2, and
H i(M,Lλ) ∼= H i(M∗,L∗λ)⊕H i−1(M∗,L∗λ). The claim follows. �

The next result establishes a close relation between the characteristic varieties of M and
M∗, respectively.

Theorem 5.2. For any k ≥ 0,

(5.3)
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗).

Proof. (⊆) It follows from Proposition 5.1.
(⊇) The proof is done by induction on k. By Remark 2.16, it suffices to prove the claim for

Vi. For k = 0, V0(M) = {(1)} = V0(M∗). Suppose λ ∈
⋃k
i=0 V

i(M∗). We may assume that
λ /∈

⋃k−1
i=0 Vi(M∗), and λ ∈ Vk(M∗), for otherwise the proof is complete, by the induction

hypothesis. These assumptions translate into Es,q
2 = 0 for s < k and Hk(M∗,L∗λ) 6= 0. Thus,
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Hk(M,Lλ) = Ek,0
3 = Ek,0

2 = Hk(M∗,L∗λ) 6= 0.

So λ ∈ Vk(M) and the proof is completed. �

Set G∗ = π1(M∗) and d′i =
di

gcd(d1, · · · , dr)
. The Hopf map induces an injective map

Hom(π1(M∗),C) → Hom(π1(M),C) = (C∗)r. So we can regard Hom(π1(M∗),C) as a
subset of (C∗)r. In fact, we have that

Hom(G∗,C∗) = V (
∏r

i=1 t
di
i = 1), and Hom(G∗,C∗)0 = V (

∏r
i=1 t

d′i
i = 1).

The following proposition is a direct consequence of Theorem 5.2 and [Liu16, Corollary 6.5].
In particular, it reproves (4.4).

Proposition 5.3. Assume that the hyperplane at infinity H is transversal to the hypersurface
V ⊂ CPn. Then, for any k ≤ n− 1, we have:

(5.4)
k⋃
i=0

Vi(U) =
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂ V (

r∏
i=1

tdii = 1).

Proof. Since H is transversal to V , it follows from [Liu16, Corollary 6.5] that the affine hy-
perplane {x0 = 1} in Cn+1 is transversal to the affine hypersurface f−1(0). Note that U

is isomorphic to {x0 = 1} ∩M . The Lefschetz hyperplane section theorem shows that the
natural inclusion U ∼= {x0 = 1} ∩ M ↪→ M is an n-homotopy equivalence; in particular,
π1(U) = π1(M) = G. Then, for any i ≤ n− 1, we have:

Wi(U) = Wi(M), ∆i(U) = ∆i(M) and Vi(U) = Vi(M).

The claim follows now from Theorem 5.2. �

Fix a Whitney b-regular stratification S of V . Since V is transversal to H, for any S ∈ S we
can find a point x ∈ S ∩D such that Ux = M∗

x , where M
∗
x = M∗ ∩ Bx. Here Bx is a small

ball in CPn centered at x. By using Proposition 5.3, the divisibility results for U (cf. Theorem
4.3) can be now translated into similar properties for M and M∗, respectively.

Theorem 5.4. With the above assumption and notations, for any k ≤ n− 1 we have that:

(5.5)
k⋃
i=0

Wi(M) =
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂ (

⋃
S⊂V1

Wunif (M∗
xS
, νxS)) ∩ V (

r∏
i=1

tdii = 1),

(5.6)
k⋃
i=0

Wi(M
∗) ⊂ (

⋃
S⊂V1

Wunif (M∗
xS
, νxS)) ∩ V (

r∏
i=1

t
d′i
i = 1).

where the unions are over the strata S ∈ S contained in V1 with dimC S ≥ n − k − 1 and
xS ∈ S is arbitrary.
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Remark 5.5. Theorem 5.4 is a generalization of Theorem 4.3. Indeed, let us replace V by
V ∪H. Set d0 = 1, and let t0 be the corresponding coordinate for H in the torus defined by
the fundamental group. As shown in Example 3.13, the transversality assumption implies that,
for any x ∈ H, Vunif (Ux) ⊂ V (t0 = 1). Note that

V (
r∏
i=0

tdii = 1)
⋂

V (t0 = 1) = V (
r∏
i=1

tdii = 1)× V (t0 = 1).

Then the divisibility result (5.5) along H gives (4.4), while (4.3) can be obtained from the
divisibility results (5.5) for V1 by intersecting with V (t0 = 1).

Since W(Ux, νx) = V(Ux) ∩ im(ν∗x), the divisibility results (5.5) can be restated as saying
that the global characteristic varieties (except the top one Vn(M∗)) are contained in the union
of the local characteristic varieties along one irreducible component.

For the one-variable case, the above divisibility results imply the corresponding ones for the
classical Alexander invariants of the infinite cyclic cover. More results in this direction are given
in next section.

Since the divisibility results of Theorem 5.4 hold for each irreducible component of V , we
get better estimates by taking the intersection over all the irreducible components.

Corollary 5.6. Assume r ≥ 2 and V satisfies one of the following assumptions:
(a) V is a normal crossing (NC) divisor at any point of the components V1, · · · , Vm of V ,

where m < r.
(b) Every irreducible component {V1, · · · , Vm}, with m < r, is smooth and intersects

transversally all other components of V .
Then dimVi(M

∗) ≤ r − m − 1 for all i ≤ n − 1. In particular, if m = r − 1, then,⋃n−1
i=0 Vi(M) =

⋃n−1
i=0 Vi(M

∗) are just finite sets of torsion points.

Proof. It suffices to prove the case m = 1, whereas the case m ≥ 2 follows by taking intersec-
tions. If V is only a NC divisor along V1, then Examples 3.11 shows that the local Alexander
varieties along V1 are contained in the subtori V (t1 = 1), i.e., Wunif (Ux, νx) ⊂ V (t1 = 1).
On the other hand, as shown in Example 3.13, the transversality assumption of (b) yields the
same fact that Wunif (Ux, νx) ⊂ V (t1 = 1). Then in both cases,

n−1⋃
i=0

Vi(M
∗) ⊂ V (

r∏
i=1

tdii = 1)
⋂

V (t1 = 1),

with dimension at most (r − 2). �

Example 5.7. Assume that V is at most a NC divisor at any point x ∈ V . Then
n−1⋃
i=0

Vi(M) =
n−1⋃
i=0

Vi(M
∗) = {1}.

Example 5.8. Assume that r = 2, and say that V1 and V2 have at most isolated singularities,
and they intersect transversally. Then, for x ∈ V1 ∩ V2, W(M∗

x) = {(1, 1)}; while for x ∈ Vi
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(i = 1, 2), but x /∈ V1 ∩ V2, Wunif (M∗
x , νx) ⊂

⋃
V (ti = λi), where λi are the eigenvalues of

the local Milnor fibration at the point x ∈ Vi. So, by taking intersections, the divisibility result
(5.5) yields that

n−1⋃
i=0

Vi(M
∗) ⊂ {(λ1, λ2) | λd11 λ

d2
2 = 1} ∪ {(1, 1)}

with λ1, λ2 being eigenvalues of the local Milnor fibration at the singular point of V1, V2,
respectively.

Finally, it is also natural to ask what can be said about V(M) = V(M∗). The next result
follows at once from Remark 2.19 and Theorem 5.2.

Proposition 5.9. For M and M∗ defined as above, we have that

W(M) = V(M) = V(M∗) ⊂ V (
r∏
i=1

tdii = 1).

If, in addition, χ(M∗) 6= 0, the above four sets are equal, and W(M∗) = V (
∏r

i=1 t
d′i
i = 1).

Proposition 5.9 is very similar to [Bud15A, Proposition 3.20], except that we do not impose
any restriction on gcd(d1, · · · , dr).

5.2. Vanishing of Alexander polynomials. In this section, we derive vanishing results for
the homology Alexander polynomials ∆i(M), for i ≤ n− 1.

Theorem 5.10. Assume that the hypersurface V ⊂ CPn is transversal to the hyperplane at
infinity H. Then, for fixed i ≤ n−1, the prime factors of ∆i(U) = ∆i(M) are among the prime
factors of the local Alexander polynomials ∆q(UxS , νxS) associated to strata S ⊂

⋂r
i=1Di, with

dimC S = s ≥ n− k − 1 and 0 ≤ q ≤ n− s− 1.

Proof. The prime factors of ∆i(U) are in one-to-one correspondence to the codimension one
irreducible hypersurfaces in (C∗)r contained in Wi(U). Theorem 4.3 shows that the prime
factors of ∆i(U) (i ≤ n− 1) are among the primes factors of the local Alexander polynomials
∆q(UxS , νxS) associated to strata S ⊂ D. We only need to show that the local Alexander
polynomials ∆q(UxS , νxS), with S *

⋂r
i=1 Di, are coprime with ∆i(U).

Assume that x ∈ D, but x /∈
⋂r
i=1Di (i.e., rx < r). Then ∆q(Ux, νx) is a polynomial in

the variables {ti}i∈Ix . Since rx < r, it follows that gcd(∆q(Ux, νx),
∏r

i=1 t
di
i − 1) = 1. On the

other hand, by (4.4) we get that ∆i(U) (i ≤ n− 1) divides (
∏r

i=1 t
di
i − 1). Altogether, we get

that gcd(∆q(Ux, νx),∆i(U)) = 1. �

Set f = (f1, · · · , fr). Then f defines a polynomial map from Cn+1 to Cr. The following
proposition is proved in [Bud15A, Corollary 3.9] by using Sabbah’s generalization of A’Campo’s
formula ([Sab90, 2.6.2]).

Proposition 5.11. Z(ψfC)0 = (
∏r

i=1 t
di
i − 1)−χ(M∗), where 0 is the origin of Cn+1.
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Since f is homogeneous, the local Milnor fibration at the origin is fiber diffeomorphic to the
global Milnor fibration of M , see [Di92, Exercise 3.1.13]. In particular, the corresponding local
and global Alexander polynomials coincide. Then the next result follows at once from Theorem
5.10, Proposition 5.11 and Examples 3.11, 3.13.

Corollary 5.12. Assume that V is transversal to H, r ≥ 2, and V satisfies one of the following
assumptions:

(1) V is an essential hypersurface, i.e.,
⋂r
i=1 Vi = ∅.

(2) One of the irreducible components of V , say V1, is smooth and transversal to
⋂r
i=2 Vi.

(3) V is a normal crossing divisor along any point of
⋂r
i=1 Vi.

Then ∆i(U) = ∆i(M) = 1 for all i ≤ n− 1, and

dim(
n−1⋃
i=0

Vi(U)) = dim(
n−1⋃
i=0

Vi(M)) = dim(
n−1⋃
i=0

Vi(M
∗)) ≤ r − 2.

Furthermore,

∆n(M) =
( r∏
i=1

tdii − 1
)(−1)nχ(M∗)

.

In particular,

(5.7) (−1)nχ(F ) = (−1)nd · χ(M∗) ≥ 0.

Proof. Since W(M) ⊂ V (
∏r

i=1 t
di
i = 1), then W(M) is proper in (C∗)r. By using Proposition

3.7, we have that δi(ψfC)0 = ∆i(M) = ∆i−1(M) for all i. Therefore,( r∏
i=1

tdii − 1
)−χ(M∗)

= Z(ψfC)0 =
∏
i

δi(ψfC)
(−1)i

0 =
∏
i

∆i(M)(−1)i+1

.

By using Theorem 5.10 and Examples 3.11, 3.13, we see that in all three situations above we
get: ∆i(U) = ∆i(M) = 1 for all i ≤ n− 1. Hence

(∏r
i=1 t

di
i − 1

)−χ(M∗)
= ∆n(M)(−1)n+1 , so

(5.8) ∆n(M) =
( r∏
i=1

tdii − 1
)(−1)nχ(M∗)

.

Since the degree of ∆n(M) is non-negative, we must then have that

(5.9) (−1)nχ(M∗) ≥ 0.

�

Remark 5.13. The inequality (5.9) generalizes several known results obtained by different tech-
niques:

(1) The first situation generalizes [Di02, Corollary 2.2] for essential hyperplane arrange-
ments, where (5.9) is proved by using M0-tame polynomials. In fact, in this case D is
homotopy equivalent to a bouquet of (n− 1)-spheres. The same result is also proved
in [DJL07, Proposition 2.1] by induction.
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(2) A typical example for the second situation is an affine hypersurface complement U with
the transversality assumption at infinity. In fact, in this case we have that (−1)nχ(U) =
µ ≥ 0.

A different proof of (5.9) will be given in Corollary 6.11 of the next section.

5.3. Hyperplane arrangements. In this section, we focus on the special case of hyperplane
arrangements. Without loss of generality, we assume that V is an essential hyperplane arrange-
ment. Note that H1(M∗

x ,Z) = Zrx , so the first map in (3.4) is an isomorphism. Moreover,
since the local defining polynomial is homogeneous, we also have that:

V(M∗
x) = W(M∗

x) ⊂ V (
∏
i∈Ix

ti = 1).

Then the following divisibility result for hyperplane arrangements holds:

Theorem 5.14. Let M∗ = CPn \ V be the complement of an essential hyperplane arrange-
ment. Then, for any k ≤ n− 1,

(5.10)
k⋃
i=0

Vi(M) =
k⋃
i=0

Vi(M
∗) ⊂

⋃
S⊂V1

{V(M∗
xS

)× V (
∏
i/∈IxS

ti = 1)},

where the union is over the strata S of V1 with dimC S ≥ n− k − 1, and xS ∈ S is arbitrary.

Proof. The claim follows from Theorem 5.4 and the observation that for any x ∈ V we have:

V (
∏
i∈Ix

ti = 1) ∩ V (
r∏
i=1

ti = 1) = V (
∏
i∈Ix

ti = 1)× V (
∏
i/∈Ix

ti = 1).

�

Remark 5.15. Theorem 5.14 can be used to derive nonresonance-type results for rank-one local
systems, such as [Di04, Theorem 6.4.18].

For λ ∈ V (
∏r

i=1 ti = 1), let L∗λ be the corresponding local system on M∗.

Definition 5.16. λ is called generic at x if
∏

i∈Ix λi 6= 1 or
∏

i/∈Ix λi 6= 1.

The next result should be compared with [DJL07, Theorem 5.3].

Corollary 5.17. LetM∗ be the complement of an essential hyperplane arrangements. Assume
that λ is generic for any point x ∈ V1. Then

Hi(M
∗,L∗λ) =

{
C(−1)nχ(M∗), i = n,
0, otherwise.

Proof. By Theorem 5.14, we see that if λ is generic along V1, then λ /∈
⋃n−1
i=0 Vi(M

∗), and the
claim follows. �
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6. Dwyer-Fried invariants and classical Alexander modules

In this section, by using the Dwyer-Fried invariants, we recast some old and obtain new finite-
ness and divisibility results for the classical (infinite cyclic) Alexander modules of hypersurface
complements.

6.1. Dwyer-Fried invariants. In this subsection, we introduce the Dwyer-Fried sets, and
establish a relation with the characteristic varieties. As before, we assume that X is a finite
connected n-dimensional CW complex, with π1(X) = G. Let H1(X,Z)/(torsion) ∼= Zr be the
maximal torsion free abelian quotient of G, where r = b1(X). The following brief introduction
on the Dwyer-Fried sets can be found in [Su12B].

Fix an integer 1 ≤ m ≤ r, and consider the regular covers of X, with deck groups Zm. Each
such cover, Xν → X, is determined by an epimorphism ν : H1(X,Z) � Zm. The induced
homomorphism in rational cohomology, ν] : Qm ↪→ H1(X,Q), defines an m-dimensional Q-
vector subspace, Pν = im(ν]), in H1(X,Q) ∼= Qr. On the other hand, any m-dimensional
Q-vector subspace can be realized by some epimorphism H1(X,Z) � Zm.
Proposition 6.1. [DF87] The connected, regular covers of X, with deck groups Zm, are
parametrized by the Grassmannian of the m-planes in H1(X,Q), via the correspondence:

{regular Zm-covers of X} ←→ {m-planes in H1(X,Q)}
Xν → X ←→ Pν = im(ν]).

Definition 6.2. The Dwyer-Fried invariants of X are the subsets

Ωk
m(X) = {Pν ∈ Grm(H1(X,Q)) | bi(Xν) <∞ for i ≤ k}.

The Ω-sets are homotopy-type invariants of X, see [Su14, Lemma 3.5]. The next result was
first proved in [DF87, Theorem 1], and further improved in [PS10].

Theorem 6.3. [PS10, Corollary 6.2] Assume that X is a finite connected CW complex. Let
exp denote the exponential map from Cr to (C∗)r. Then, for any k ≥ 0, we have that

(6.1) Ωk
m(X) = {Pν ∈ Grm(H1(X,Q)) |

(
exp(Pν ⊗ C) ∩ (

k⋃
i=0

Vi(X))

)
is finite}.

Example 6.4. In the setup of Example 5.8, we get that
⋃n−1
i=0 Wi(U) is finite. So Ωn−1

2 (U) 6= ∅.
6.2. Classical Alexander modules. We now analyze in detail one particular regular cover
for the hypersurface complement U in Cn. In this subsection, we will not assume that the
hypersurface V ⊂ CPn is transversal to the hyperplane at infinity H.

Recall that H1(U,Z) = Zr. Let lk denote the epimorphism H1(U,Z) � Z, which maps
the generators γi to 1Z. (Here Plk = 〈[1, · · · , 1]〉 ∈ Gr1(H1(U,Q))). Consider the infinite
cyclic cover Uc of U defined by lk, which is usually referred to as the linking number infinite
cyclic cover. The Alexander modules Hi(U

c) are finitely generated Γ = C[t, t−1]-modules.
If Hi(U

c) is a torsion Γ-module, let ωi(t) denote the corresponding Alexander polynomial of
Hi(U

c). Many of the classical finiteness and divisibility results about Hi(U
c) for i ≤ n− 1 can

be recovered by applying Theorems 5.4 and 6.3 to this specific regular cover.
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Note that if V is irreducible (i.e., r = 1), the infinite cyclic cover coincides with the universal
abelian cover. In this case, Hi(U

c) is a torsion Γ-module if and only if Wi(U) is proper, and
Wi(U) consists of the collection of the roots of ωi(t).

For x ∈ D = V \H, the composed map H1(Ux,Z) → H1(U,Z)
lk→ Z is an epimorphism,

where the first map is induced by the natural inclusion Ux → U. We will use the notation
lkx for this composed map. Recall the notation g =

∏r
i=1 gi introduced in Section 3.1. For

x ∈ D, let Fx be the local Milnor fibre of g at x, which is homotopy equivalent to a finite CW
complex. Then the corresponding local infinite cyclic cover Uc

x is homotopy equivalent to Fx,
so Plkx ∈ Ωk

1(Ux) for any k ≥ 0.

Proposition 6.5. For x ∈ D, V(Ux) is proper. Moreover, W(Ux, νx) is proper in (C∗)rx .

Proof. The local infinite cyclic cover Uc
x is homotopy equivalent to the Milnor fibre Fx, so

Theorem 6.3 yields that exp(Plkx ⊗C) ∩ V(Ux) is finite. Note that H1(Ux,Z) is torsion free.
If V(Ux) is not proper, then V(Ux) = (C∗)b1(Ux) and exp(Plkx ⊗C)∩V(Ux) = exp(Plkx ⊗C)
is infinite, which gives a contradiction.

For the second claim, note that the map lkx factors through Zrx . In fact, we have a diagram

π1(Ux) //

νx

&&
H1(Ux,Z)

lkx

**

// Zrx // H1(U,Z)

lk
��
Z

where the horizontal map is the composed map in (3.4). It follows that exp(Plkx⊗C) ⊂ im(ν∗x).
Recall that W(Ux, νx) = im(ν∗x) ∩ V(Ux). Then

exp(Plkx ⊗ C) ∩W(Ux, νx) = exp(Plkx ⊗ C) ∩ V(Ux) ∩ im(ν∗x) = exp(Plkx ⊗ C) ∩ V(Ux).

So exp(Plkx ⊗ C) ∩W(Ux, νx) is also finite. A similar argument as above then shows that
W(Ux, νx) is proper in (C∗)rx . �

Set T = {(α, · · · , α) | α ∈ C∗} ⊂ (C∗)r. It is clear that exp(Plk ⊗ C) = T. Similarly, set
Tx = {(α, · · · , α) | α ∈ C∗} ⊂ (C∗)rx .

Proposition 6.6. Assume that Plk ∈ Ωj
1(U). Then, for all 0 ≤ k ≤ j, (

⋃k
i=0 Wi(U)) ∩ T

equals the collection of the roots of the Alexander polynomials {ωi(t)}0≤i≤k. Similarly, for
x ∈ D, W(Ux, νx) ∩ Tx is the collection of all the eigenvalues for the local Milnor fibration of
g at x.

Proof. If (α, · · · , α) ∈
⋃k
i=0 Wi(U) =

⋃k
i=0 Vi(U), then there exists 0 ≤ i ≤ k such

that Hi(U,Lα) 6= 0. Since Plk ∈ Ωj
1(U), the Milnor long exact sequence shows that

dimHi(U,Lα) = N(i, α) + N(i − 1, α) > 0, where N(i, α) is the number of the direct
summands in the (t − α) part of Hi(U

c), see [DN04, Theorem 4.2]. So α must be a root of
ωi(t) or ωi−1(t), and vice versa.
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Note that, for any x ∈ D, Plkx ∈ Ωk
1(Ux) for k ≥ 0. As shown in the proof of Proposition

6.5, Tx ∩ (
⋃k
i=0 Wi(Ux, νx)) = exp(Plkx ⊗ C) ∩ (

⋃k
i=0 Vi(Ux)). So the second claim follows

by a similar argument as the first part of the proof. �

Remark 6.7. The statement of the above proposition should be known to experts, and it had
been part of the mathematical folklore. For example, the corresponding claim for curve case
can be found in [Lib01, Section 1.3.4]. We include it here since we were not able to find a
written proof of it in the general case (compare also with the more recent result from [BW15,
Proposition 1.3]).

Note that, by combining Theorems 5.4 and 6.3, we get that, if
⋃
Wunif (Ux, νx)∩T is finite

along one of the irreducible components of V ∪H, then Plk ∈ Ωn−1
1 (U).

Let us now fix some notations. Set d0 = 1, and let t0 be the corresponding coordinate for
H in the torus defined by the fundamental group. We analyze the local Ω-sets in the following
three cases:

(a) if x ∈ D, then Plkx ∈ Ωi
1(Ux) for any i ≥ 0, so Wunif (Ux, νx) ∩ T = W(Ux, νx) ∩ Tx

is always a finite set.
(b) if x ∈ H \V ∩H, then points of V (

∏r
i=0 t

di
i = 1)∩T satisfy t0 = α−d. Since H \V ∩H

is smooth, then Wunif (Ux, νx) = V (t0 = 1), hence αd = 1. Therefore, we have only
finite choices for α.

(c) The case when x ∈ V ∩H will be treated in more detail below. More precisely, we aim
to show that, under some good assumptions for V ∩H, we have that Plk ∈ Ωn−1

1 (U).

Proposition 6.8. Assume that V and H satisfy one of the following assumptions:
(1) V ∪H is an essential hyperplane arrangement.
(2) H intersects V transversally.
(3) V ∪H is a normal crossing divisor along any point of V ∩H.

Then Plk ∈ Ωn−1
1 (U), i.e., Hi(U

c) is a torsion Γ-module for i ≤ n− 1.

Proof. In the first case, V ∪ H is an essential hyperplane arrangement, so without loss of
generality we can assume that, for x ∈ V ∩H, x ∈ V1 ∩ · · · ∩Vk ∩H, where 1 ≤ k < r. Then
Wunif (Ux, νx) ⊂ V (

∏k
i=0 ti = 1). Note that points of V (

∏r
i=0 ti = 1) ∩ V (

∏k
i=0 ti = 1) ∩ T

satisfy αr−k = 1 (as, in the hyperplane arrangements case, we have d = r). Here T ⊂ (C∗)r,
where (C∗)r has coordinates t = (t1, · · · , tr) ∈ (C∗)r. Since k < r, we can have only finitely
many choices for α.

In the second and third cases, the transversality and the normal crossing assumptions along
V ∩H both imply that Wunif (Ux, νx) ⊂ V (t0 = 1) for any x ∈ V ∩H, hence αd = 1. �

Remark 6.9. Proposition 6.8 shows that in the above three cases the Alexander module Hi(U
c)

is a torsion Γ-module for all i ≤ n− 1. Note that by Theorem 5.4 we have that⋃k
i=0 Wi(U) ∩ T ⊂ {

⋃
S⊂V1 W

unif (UxS , νxS)} ∩ V (
∏r

i=0 t
di
i = 1) ∩ T,

where the union is over the strata of one irreducible component V1 of V ∪ V0 with dimC S ≥
n − k − 1 and xS ∈ S is arbitrary. By using Proposition 6.6, we obtain the corresponding
divisibility result for ωi(t) (i ≤ n− 1).
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Let us now explain in more detail some consequences of our divisibility results:
(1) Assume that V ∪H is an essential hyperplane arrangement. It was proved by Dimca

that Hi(U
c) is a torsion Γ-module for i ≤ n − 1, see [Di02, Theorem 2.2]. To our

knowledge, the following results are new: the divisibility result along H shows that the
roots of ωi(t) (i ≤ n − 1) have order r!; while the divisibility result along one of the
irreducible components, say V1, shows that the roots of ωi(t) (i ≤ n − 1) are among
{α | α(r−1)! = 1} and the zeros of local characteristic polynomial ωq(xS)(t) associated
to xS ∈ S ⊂ D1, in the range dimC S = s ≥ n− 1− i and 0 ≤ q ≤ n− 1− s.

(2) Assume that H intersects V transversally. The transversality assumption implies that
Wunif (Ux, νx) ⊂ V (t0 = 1) for any x ∈ H. The divisibility result along H yields
that the roots of ωi(t) (i ≤ n − 1) have order d, a result already obtained by the
second named author in [Max06, Theorem 4.1]. Moreover, the divisibility result along
V1 shows that the roots of ωi(t) (i ≤ n − 1) are among the roots of ωq(xS)(t), in
the range dimC S = s ≥ n − 1 − i and 0 ≤ q ≤ n − 1 − s. Here ωq(xS)(t) is the
q-th characteristic polynomial of the monodromy of the local Milnor fibration of g at
xS ∈ S ⊂ D1. So we also recover the second-named author’s divisibility results for
Alexander polynomials, see [Max06, Theorem 4.2].

Remark 6.10. Assume that V has only isolated singularities including at infinity. This is the
case considered by Libgober in [Lib94]. He showed that Plkx ∈ Ωi

1(Ux) for any i ≥ 0, if
x ∈ Sing∞(V ). Then Plk ∈ Ωn−1

1 (U), i.e., Hi(U
c) is a torsion Γ-module for i ≤ n − 1.

It follows by the Lefschetz hyperplane section theorem that ωi(t) = 1 for 1 ≤ i ≤ n − 2,
see [Lib94], so the only interesting Alexander polynomial is ωn−1(t). The divisibility result
along V yields that the roots of ωn−1(t) (besides 1) are among the roots of ω(x)(t), for
x ∈ Sing(V ) ∪ Sing∞(V ). Here, for x ∈ D, ω(x)(t) is the corresponding top characteristic
polynomial of the local Milnor fibration of g at x; while for x ∈ Sing∞(V ), ω(x)(t) is defined
as in [Lib94, Definition 4.1]. We therefore recast Libgober’s divisibility result for the Alexander
polynomials, see [Lib94, Theorem 4.3].

Corollary 6.11. Under the assumptions of Proposition 6.8, we have that

(6.2) (−1)nχ(U) ≥ 0.

Proof. Since U is an affine variety, U is homotopy equivalent to a finite n-dimensional CW
complex. Hence Hn(Uc) is a free Γ-module. Proposition 6.8 shows that Hi(U

c) is a torsion
Γ-module for i ≤ n− 1. So

χ(U) = (−1)n rankHn(Uc),

hence (−1)nχ(U) = rankHn(Uc) ≥ 0. �

7. Resonance varieties and straightness

In this section, we introduce the resonance varieties, and describe their relation with char-
acteristic varieties. As before, we assume that X is a finite connected n-dimensional CW
complex. Consider the cohomology algebra A• = H•(X,C), with dimCA

1 = r. For each
a ∈ A1, we have a2 = 0. Then, multiplication by a defines a cochain complex:
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(A•, ·a) : A0 a−→ A1 a−→ A2 a−→ · · · ,
known as the Aomoto complex.

Definition 7.1. The resonance varieties of X are defined by:
Ri(X) = {a ∈ A1 | dimCH

i(A•, ·a) 6= 0}

Note that, if Ai = 0, then Ri(X) = ∅. The sets Ri(X) are homogeneous algebraic varieties
of the affine space A1 = Cr (see [Su12A, Lemma 3.2] ), and they are homotopy invariants of
X, see [Su12A, Lemma 3.3]. Set

R(X) =
n⋃
i=0

Ri(X).

7.1. Tangent cone inclusion and locally straight space. Assume that W ⊂ (C∗)r is a
Zariski closed set. Let J be the ideal in the ring of analytic functions C{t1, · · · , tr} defining
the germ of W at 1, and let in(J) be the ideal in the polynomial ring C[t1, · · · , tr] spanned
by the initial forms of non-zero elements of J .

Definition 7.2. The tangent cone of W is defined by
TC1(W ) = V (in(J)).

Libgober [Lib02] established a connection between characteristic varieties and the resonance
varieties by the following tangent cone inclusion:

Theorem 7.3. Let X be a finite connected n-dimensional CW complex. Then, for any k ≤ n,

(7.1) TC1(
k⋃
i=0

Wi(X)) ⊂
k⋃
i=0

Ri(X).

Definition 7.4. [Su12A, Definition 6.1] Assume that X is a finite connected n-dimensional
CW complex. We say X is locally j-straight if the following conditions are satisfied for each
k ≤ j:

(a) All components of
⋃k
i=0 Wi(X) passing through the origin are algebraic subtori.

(b) TC1(
⋃k
i=0 Wi(X)) =

⋃k
i=0 R

i(X).
If conditions (a) and (b) hold for all j ≥ 1, we say X that is a locally straight space.

Remark 7.5. The variety M∗ = CPn \ V is affine and smooth, so, by [BW14, Theorem 1.1],
the characteristic varieties Vi(M∗) are finite unions of torsion translated subtori. Recall also
that by Theorem 2.17 we have that

k⋃
i=0

Wi(M
∗) = (

k⋃
i=0

Vi(M
∗)) ∩ Hom(G∗,C∗)0.

So condition (a) is always satified for M∗. Similar considerations apply to the spaces U =
CPn \ (V ∪H) and M = Cn \ f−1(0), where f is the homogeneous polynomial defining V .
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7.2. Divisibility results for resonance varieties. First, we establish a relation between the
resonance varieties Ri(M∗) and Ri(M) of M∗ and M , respectively. Note that Ri(M) ⊆
H1(M) ∼= Cr, while Ri(M∗) ⊆ H1(M∗) ∼= Cr−1. However, the Hopf map p : M → M∗

induces a monomorphism p] : H1(M∗) → H1(M), so we can regard Ri(M∗) also as subsets
of H1(M). More precisely, V (

∏r
i=1 t

di
i = 1) has gcd(d1, · · · , dr) irreducible components in

(C∗)r, with V (
∏r

i=1 t
d′i
i = 1) being the component passing through (1, · · · , 1). (Recall here

that d′i = di/ gcd(d1, · · · , dr).) The linear subspace associated to V (
∏r

i=1 t
d′i
i = 1) in Cr is

defined by
∑r

i=1 d
′
izi = 0, and we denote by L this (r − 1)-dimensional C-vector subspace.

Then L ∼= p](H1(M∗)) and, by Propositions 5.9, 2.18, and the tangent cone inclusion, we
have that

R(M∗) ⊆ L.

If, in addition, χ(M∗) 6= 0, then Proposition 5.9 and the tangent cone inclusion yield that
R(M∗) = L.

Proposition 7.6. For any i ≥ 0,

(7.2) Ri(M) = Ri(M∗) ∪ Ri−1(M∗).

Proof. We have an isomorphism of graded algebras (see [Di04, Proposition 6.4.1]):

(7.3) H•(M) ∼= H•(M∗)⊗H•(C∗).

Then
Ri(M) =

⋃
p+q=i

Rp(M∗)× Rq(C∗) = Ri(M∗) ∪ Ri−1(M∗),

where the first equality follows from the (proof of the) product formula in [PS10, Proposition
13.1], and the last equality follows from the fact that Rq(C∗) = {0} for q = 0, 1, and empty,
otherwise. �

The following corollary is a direct consequence of Proposition 7.6.

Corollary 7.7. For any k ≥ 0,

(7.4)
k⋃
i=0

Ri(M) =
k⋃
i=0

Ri(M∗).

Moreover, M∗ is a locally j-straight space if and only if M is so.

Proof. The identification in (7.4) follows at once from (7.2). As already pointed out in Remark
7.5, the locally straightness ofM∗ andM only depend on condition (b) for each of these spaces.
Note that Theorem 5.2, combined with Theorem 2.17, yields that

k⋃
i=0

Wi(M
∗) = (

k⋃
i=0

Vi(M
∗)) ∩ Hom(G∗,C∗)0 = (

k⋃
i=0

Wi(M)) ∩ Hom(G∗,C∗)0.

Then the straightness claim follows from the equality (7.4). �
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In view of the considerations preceding Proposition 7.6, Corollary 7.7 yields that:

R(M) = R(M∗) ⊆ L.

For the local case, the map νx induces an embedding: ν]x : Qrx ↪→ H1(M∗
x ,C). Motivated

by the equality
⋃k
i=0 Wi(M

∗
x , νx) = im(ν∗x) ∩ (

⋃k
i=0 Vi(M

∗
x)), we now define local resonance

varieties by
R(M∗

x , νx) = im(ν]x) ∩ R(M∗
x).

The corresponding uniform local resonance variety Runif (M∗
x , νx) is then defined by

Runif (M∗
x , νx) = R(M∗

x , νx)× Cr−rx .

Theorem 7.8. Assume that the hypersurface complementM∗ = CPn\V is a locally j-straight
space. Then, for any k ≤ min{j, n− 1}, we have

(7.5)
k⋃
i=0

Ri(M) =
k⋃
i=0

Ri(M∗) ⊂ (
⋃
S⊂V1

Runif (M∗
xS
, νxS)) ∩ L,

where the union is over the strata S of V1 with dimC S ≥ n− k − 1 and xS ∈ S is arbitrary.

Proof. For k ≤ min{j, n− 1}, we have that

k⋃
i=0

Ri(M∗)
(1)
= TC1(

k⋃
i=0

Wi(M
∗))

(2)
⊂ TC1{(

⋃
S⊂V1

Wunif (M∗
xS
, νxS)) ∩ V (

r∏
i=1

t
d′i
i = 1)}

(3)
⊂ (

⋃
S⊂V1

Runif (M∗
xS
, νxS)) ∩ L

where (1) follows from the locally j-straightness of M∗, (2) follows from (5.6) and the fact
that, if W1 ⊂ W2 then TC1(W1) ⊂ TC1(W2), and (3) is a consequence of the tangent cone
inclusion. �

Let V be a hyperplane arrangement in CPn, with complementM∗. Then it is known thatM∗

is locally straight, see [Su12A, Proposition 11.1]. The following result follows from Theorem
5.14 by using an argument similar to that of Theorem 7.8:

Theorem 7.9. Let M∗ be the complement of an essential hyperplane arrangements. Then,
for any k ≤ n− 1,

(7.6)
k⋃
i=0

Ri(M) =
k⋃
i=0

Ri(M∗) ⊂
⋃
S⊂V1

{R(M∗
xS

)× V (
∑
i/∈IxS

zi = 0)},

where the union is over the strata S of V1 with dimC S ≥ n− k − 1 and xS ∈ S is arbitrary.
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It is well known that resonance varieties of hyperplane arrangement complements are deter-
mined by the intersection lattice. A basic open problem is to find concrete formulas expressing
this dependence. Theorem 7.9 sheds some light into this problem.
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