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Abstract. We show that the two nondistributive �ve-element lattices, M

5

and N

5

, can

be embedded into the r.e. degrees preserving the greatest element.

1. Introduction. The characterization of the �nite lattices embeddable into the recur-

sively enumerable (r.e.) degrees (possibly with various additional restrictions, such as

preserving the least and/or greatest element) is important to recursion theorists for two

reasons: On the one hand, it gives insight into the (very complicated) structure of the

r.e. degrees. On the other hand, it constitutes a crucial step in determining the decid-

ability of the universal-existential theory of the partial ordering of the r.e. degrees and

of the existential theory of the r.e. degrees in the language of lattices (where meet is a

ternary relation), possibly with constant symbols for the least and/or greatest element.

Unfortunately, even though substantial progress has been made, the full characteri-

zation of the lattices embeddable into the r.e. degrees remains open. Work by Lachlan,

Lerman, Thomason, Yates, and others [6, 13, 14] led to a proof of the embeddability

of all countable distributive lattices into the r.e. degrees, while Lachlan [7] showed the

embeddability of the two nondistributive �ve-element lattices, M

5

and N

5

. Hopes that

all �nite lattices might embed into the r.e. degrees were dashed by Lachlan and Soare

[9], who exhibited the counterexample S

8

. The latest word on lattice embeddings into

the r.e. degrees is Ambos-Spies and Lerman [3, 4], who isolate su�cient conditions (for
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both embeddability and nonembeddability). It is not known whether these conditions

are complementary.

All known lattice embeddings into the r.e. degrees preserve the least element, 0.

Preserving the greatest element, 1, turned out to be quite a bit harder. Lachlan [8],

and independently Shoen�eld and Soare [10], showed the embeddability of the diamond

lattice preserving 1, and Ambos-Spies [1] extended this proof to all countable distributive

and some nondistributive lattices (the latter all generalizations of N

5

).

Here, we show the embeddability of M

5

into the r.e. degrees preserving 1, which is

harder since the usual proof for embedding requires in�nitary traces. We also reprove

the embeddability of N

5

published in Ambos-Spies's thesis [1] but not elsewhere.

Our notation is standard and generally follows Soare [12] with two exceptions. Here,

the use of a computation �

X

(y) is the largest number actually used in the computation

and is denoted by '(y) (and similarly for other Greek letters). If the oracle is given as

the join of two sets then we assume the use function to give the use separately for each

set of the join, thus �

(X�Y )�('(z)+1)

(z) is the same as �

X�('(z)+1)�Y �('(z)+1)

(z).

2. The Theorems. We consider embeddings of two lattices, M

5

and N

5

. Both have

�ve elements (including the least element, 0, and the greatest element, 1) and are

nondistributive. M

5

is a modular lattice and contains three pairwise incomparable

elements while N

5

is a nonmodular lattice and contains two comparable elements both

of which are incomparable to a third element. An embedding of a lattice into the r.e.

degrees is said to preserve the greatest element, 1, if the image of 1 under the embedding

is the complete r.e. degree 0

0

.

The purpose of this paper is to give the proofs of the following two theorems:

Theorem 1. The modular nondistributive �ve-element lattice, M

5

, can be embedded

into the r.e. degrees preserving the greatest element.

Theorem 2. The nonmodular nondistributive �ve-element lattice, N

5

, can be embedded

into the r.e. degrees preserving the greatest element.

(In [1], Ambos-Spies also shows the embeddability of several other lattices (similar

to N

5

) preserving 1.)

The proofs of the two above theorems are fairly unrelated. We begin with the �rst

and more complicated proof.

3. The Requirements and the Intuition for M

5

. We need to construct three

incomplete r.e. sets A

0

; A

1

, and A

2

and an r.e. set B such that any two of the degrees

of A

0

; A

1

, and A

2

join to 0

0

and meet to the degree of B. We thus also build partial

recursive (p.r.) functionals �

0

;�

1

, and �

2

and in�nitely many p.r. functionals � and p.r.
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functions � (of which we suppress the indices), and we ensure the following requirements:

S

i

: B �

T

A

i

(for i < 3);

P

i

: �

A

j

�A

k

i

= K (where fi; j; kg = f0; 1; 2g and j < k);

M

�

j;k

: �

A

j

= �

A

k

total =) 9�(�

B

= �

A

j

)

(for j < k < 3, all p.r. functionals �); and

N

	

i

: 	

A

i

= K =) 9�(� = K) (for i < 3, all p.r. functionals 	):

(Here K is the complete r.e. set of the halting problem. Notice that we assume Posner's

trick (see Soare [12]) for theM-requirements, so we can assume the same p.r. functional

� for both A

j

and A

k

.)

The global requirements S

i

are easily met by putting all numbers entering B also

into all A

i

so as to ensure B = A

i

\ R

i

for recursive sets R

i

.

The global requirements P

i

are met by ensuring that the functionals �

A

j

�A

k

i

are total

and correctly compute K. (The hard part here will be totality.)

For the local requirements M

�

j;k

, we use Fejer's strategy [5]. Whenever �

B

(x) is

de�ned but equal neither to �

A

j

(x) nor to �

A

k

(x) then that strategy puts a number

y � �(x) into B to allow the correction of �

B

(x).

For the local requirements N

	

i

, the problem in meeting 	

A

0

6= K (setting i = 0 to

simplify notation) is that protecting computations 	

A

0

(n) for the Sacks preservation

strategy con
icts with higher-priority P

j

- (and M

�

j;k

-) requirements putting numbers

into A

0

(either directly or via B). The usual way to resolve this con
ict with P

j

is to

�x a number y

0

(independent of n) and to \lift" uses 


j

(y

0

) �  (n) by enumerating




j

(y

0

) into A

k

(for k 6= 0) so that 


j

(y

0

) >  (n) can be achieved without having

injured 	

A

0

(n). But in order to \lift" all three 


j

(y

0

) (for j = 0; 1; 2), we need to put

numbers into at least two sets, namely A

1

and A

2

(since 	

A

0

(n) must not be injured).

If we put numbers into A

1

and A

2

simultaneously, this may injure a higher-priority

M

�

1;2

-requirement and cause it to destroy 	

A

0

(n) through the correction process. So

we have to put a number into A

1

�rst, wait for �

A

1

to recover, and then put a number

into A

2

. While we wait for �

A

1

to recover, 	

A

0

(n) is still unprotected and thus may

be destroyed before we can put a number into A

2

. If this pattern repeats in�nitely

often then 	

A

0

(n) is unde�ned but also 


0

(y

0

) and 


2

(y

0

) enter A

1

in�nitely often, so

�

A

1

�A

2

0

(y

0

) and �

A

0

�A

1

2

(y

0

) are unde�ned, injuring our highest-priority requirement.

We use a trick �rst used by Ambos-Spies, Lachlan, and Soare in their refutation

of the existence of a minimal cupping pair of r.e. degrees [2]. It consists in not using

y = y

0

at �rst but some y = y

1

> y

0

, and then repeating the procedure for y = y

1

� 1,

y

1

� 2; : : : ; y

0

. We will be able to show that once we have reached y < y

1

, only a

K � (y + 1)-change can cause the destruction of 	

A

0

(n).

The full strategy � for an N

	

0

-requirement thus proceeds intuitively as follows (for a

�xed number y

0

):

(1) Fix y

1

\big", set n = 0.

(2) Wait for 	

A

0

� (n+ 1) = K � (n+ 1).
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(3) For y = y

1

; y

1

� 1; : : : ; y

0

+ 1; y

0

, proceed as follows:

(a) Put 


0

(y) and 


2

(y) into A

1

; if y < y

1

then also put 


1

(y+1) into A

0

. Wait for

all higher-priority M-strategies to recover.

(b) Put 


0

(y) and 


1

(y) into A

2

, and put 


2

(y) into A

0

. If y > y

0

then wait for all

higher-priority M-strategies to recover.

(4) De�ne �

�

(n) = K(n), increment n by +1, and go to 2.

Our strategy assumes that K � y

0

will no longer change; so whenever K � y

0

does

change, we \reset" � (thus discarding �

�

) and start again at (1) with the same y

0

.

(This constitutes only �nite injury to �.) Furthermore, while � is in (3) it may be

injured by higher-priorityM

�

i;j

-strategies � with � ^h0i � � (i.e. � 's of which � assumes

the in�nite outcome). Before performing (3)(b), � will check if A

0

or A

2

have changed

(on an initial segment to be speci�ed later). Before performing (3)(a) (for y < y

1

), �

will check if A

0

or A

1

have changed (again on an initial segment to be speci�ed later).

If so (in either case), � will destroy 	

A

0

(n) (by putting some �(y) �  (n) into B and

thus also into A

0

), increment y

1

by +1, and go back to (2).

The possible outcomes of the N

	

0

-strategy � (neglecting the �nite injury by K � y

0

)

are thus as follows:

(A) � eventually waits at (2) forever. Then clearly 	

A

0

6= K.

(B) �

�

is total. Then we will be able to show �

�

= K, a recursive computation for

the nonrecursive set K. Thus this outcome cannot actually occur.

(C) Otherwise. Then n must come to a limit, n

0

, say; y

1

is incremented in�nitely

often; and 	

A

0

(n

0

) must be destroyed in�nitely often (we call this the \in�nite

outcome for n

0

"). We will be able to show in this case that for each y

0

, eventually

	

A

0

(n

0

) will always be destroyed before we put 


j

(y

0

) into any A

k

(for j; k 2

f0; 1; 2g), thus allowing each �

j

to be total. In order to show this, we will use the

fact that when y

1

> y

0

and n = n

0

then 	

A

0

(n

0

) can only be destroyed if either

y � y

0

or K � (y

0

+ 1) changes (where the latter, of course, can occur at most

�nitely often for each y

0

). The hard part will be to show that no higher-priority

M-strategy � with � ^h0i � � (i.e. of which � assumes the in�nite outcome)

will injure � in�nitely often while y < y

0

. Here we will use the fact that A

0

\holds one side" for � if � is an M

�

0;1

- or M

�

0;2

-strategy, and that A

j

\holds

one side" for � if � is an M

�

1;2

-strategy where j = 2 between (3)(a) and (3)(b)

and j = 1 between (3)(b) and (3)(a). (For this, we use a variant of the concept

of \con�gurations" from Slaman's proof of the density of the branching degrees

[11].)

We are now ready to describe the full construction.

4. The Construction for M

5

. Our tree of strategies is the full binary tree T = 2

<!

with the ordering on T induced by the ordering on 2. The requirements S

i

and P

i

are global and will not be put on the tree. We e�ectively !-order the M

�

j;k

- and N

	

i

-

requirements as fM

n

g

n2!

and fN

n

g

n2!

, respectively. A node � 2 T works on M

n

if

j�j = 2n is even, and on N

n

if j�j = 2n + 1 is odd (we call � an M

n

- or N

n

-strategy,





6 KLAUS AMBOS-SPIES, STEFFEN LEMPP, MANUEL LERMAN

respectively). We identify 0 with the in�nite outcome and 1 with the �nite outcome of

a strategy �.

EachM

n

- (or N

n

-) strategy � 2 T builds a p.r. functional �

�

(or a p.r. function �

�

,

respectively) to satisfy its requirement. (We will frequently suppress the index on �

and �.)

A strategy � 2 T is initialized by making all its parameters unde�ned and its func-

tional unde�ned on all arguments. A strategy � 2 T is reset by initializing it, except

that if � is an N -strategy then �'s parameter y

0;�

remains de�ned. A parameter is

de�ned big by setting it to a number greater than any number mentioned thus far in

the construction.

We now describe each stage of the construction.

At stage 0, we initialize all strategies and let all �

A

j

�A

k

i

be unde�ned on all argu-

ments.

A stage s+ 1 consists of substages t � s+ 1 with some additional action before the

�rst and after the last substage. At each substage t, a strategy � 2 T of length t is

\eligible to act" and either \ends the stage" or determines the strategy �

0

� � eligible

to act at substage t+ 1.

Before the �rst substage of stage s+ 1, we determine the (least) n 2 K

s+1

�K

s

(if

any). If n exists then, for all i; j, and k such that �

A

j

�A

K

i

(n) is currently de�ned, put




i

(n) into B, and thus into A

i

0

for all i

0

< 3, and reset all strategies � 2 T for which

there is an N -strategy � � � whose parameter y

0;�

is de�ned and > n. Now proceed to

substage 0 of stage s+ 1, at which the strategy ; is eligible to act.

At a substage t of stage s + 1, suppose � is eligible to act. We distinguish cases

depending on whether � is an M- or an N -strategy.

If � is an M

�

j;k

-strategy we �rst check if there is a (least) x

0

such that �

B

�

(x

0

) is

de�ned but equals neither �

A

j

(x

0

) nor �

A

k

(x

0

). If so then pick x

1

� x

0

minimal such

that

(1) 8x(x

1

� x < x

0

=) 8i 2 fj; kg(�

A

i

(x) #= �

B

�

(x)! '

A

i

(x) � �

�

(x+ 1))) :

(I.e. correcting �

B

�

(x

0

) by putting �

�

(x

0

) into B and thus all A

i

's would trigger a

cascade of corrections ending with the correction of �

B

�

(x

1

).) Then put �

�

(x

1

) into B

and all A

i

's.

Next check if the length of agreement

`(�) = maxfx j 8x

0

< x(�

A

j

(x

0

) #= �

A

k

(x

0

) #)g

is now greater than at any previous stage at which � was eligible to act. If so then

for each x < `(�) (for which now �

B

�

(x) is unde�ned) set �

B

�

(x) = �

A

j

(x) with the

previous use (if �

B

�

(x) was de�ned before and no �

�

(y) (for y � x) has entered B since

the last de�nition of �

B

�

(x)) or with big use (otherwise), and end the substage by letting

�^h0i be eligible to act next. Otherwise, end the substage by letting �^h1i be eligible

to act next.
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Now assume an N

	

i

-strategy � is eligible to act at substage t. We describe its action

using the 
ow chart in Diagram 1. After each initialization, � starts in state init, and

at each substage at which it is eligible to act, it proceeds from one state (denoted by a

circle) to the next, following the arrows and along the way executing the instructions (in

rectangular boxes) and deciding the truth of statements (in diamonds, following the y-

arrow i� the statement is true). The parameters de�ned in the 
ow chart intuitively have

the following meaning: n is the argument at which we currently attempt to de�ne �; y

is the number for which the 


i

0

(y)'s are currently lifted by strategy � to a large number;

y

0

and y

1

are the current lower and upper bounds for y; i; j, and k are indices of the sets

A

i

0

where fi; j; kg = f0; 1; 2g, i is determined by N

	

i

, and j < k; and s

�

is the latest

stage at which markers were lifted (this parameter is needed to measure (potential)

injury).

Given an M

�

j

0

;k

0

-strategy � with � ^h0i � � (i.e. of which � guesses the in�nite

outcome and by which � could be injured), we de�ne (for l = j

0

or k

0

)

m

�

l

= �z � maxf'

A

l

(y) j �

�

(y) �  (n)g8y(�

�

(y) #� z =) '

A

l

(y) #� z)) :

(Note that we allow m

�

l

= 1 if �

A

l

(y) " for some y with �

B

�

(y) #.) We say � can

s

�

-injure � at stage s+ 1 if (a) � was in waitA

j

at the beginning of stage s+ 1, j

0

= j,

k

0

= k, and some number � m

�

k

[s

�

] has entered A

k

since stage s

�

(note that A

k

was

supposed to \hold one side" for �); or (b) � was in waitA

k

at the beginning of stage

s + 1, j

0

= j, k

0

= k, and some number � m

�

j

[s

�

] has entered A

j

since stage s

�

(note

that A

j

was supposed to \hold one side" for �); or (c) j

0

6= j or k

0

6= k, and some

number � m

�

i

[s

�

] has entered A

i

since stage s

�

(note that A

i

was supposed to \hold

one side" for �). If (a), (b), or (c) applies then we de�ne

y

�

= maxfy j �

�

(y)[s

�

] �  (n)[s

�

]g :

We say � has been s

�

-injured if some number �  (n)[s

�

] has entered A

i

since stage s

�

(this takes care of miscellaneous injury). Note here that we may assume

(2) 8n(n �  (n)) :

We end the stage if Diagram 1 speci�es so or if s � t, otherwise we go to substage

t+ 1.

At the end of stage s+ 1, i.e. after the last substage, we de�ne �

A

j

�A

k

i

(n) (for each

�

A

j

�A

k

i

and each n � s such that �

A

j

�A

k

i

(n) is now unde�ned) with the previous use

(if �

A

j

�A

k

i

(n) was de�ned before and no 


i

(n

0

) (for n

0

� n) has entered A

j

or A

k

since

the last de�nition of �

A

j

�A

k

i

(n)) or with big use (otherwise). Furthermore, we initialize

all strategies > the strategy last eligible to act, and proceed to the next stage.

This ends the description of the construction.

5. The Veri�cation for M

5

. Our �rst two lemmas are easy:
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Lemma 1 (S

i

-Satisfaction Lemma). B �

T

A

i

for i = 0; 1, and 2.

Proof. Fix any number x. By the construction, B � A

i

. So assume x 2 A

i

, say x 2 A

i;s

for some stage s. But then x 2 B i� x 2 B

s

by the construction. This establishes the

claim. �

Lemma 2 (Resetting Lemma). If � 2 T is initialized at most �nitely often then it

is reset at most �nitely often.

Proof. Since � is initialized only �nitely often, the same holds for any �

0

� �, and thus

y

0;�

comes to a limit. Furthermore, y

0;�

0

� y

0;�

at any stage at which y

0;�

0

is de�ned

for any �

0

� �. Thus � is never reset after y

0;�

and K � lim

s

y

0;�;s

settle down. �

We de�ne the true path f 2 [T ] by induction as follows: Let � = f � n. Then f(n) = 0

if �^h0i is eligible to act in�nitely often, and f(n) = 1 otherwise.

We now turn to the M-requirements:

Lemma 3 (M

�

j;k

-Satisfaction Lemma). If an M

�

j;k

-strategy � � f is eligible to act

in�nitely often and is initialized at most �nitely often then it satis�es its requirement.

Proof. Suppose �

A

j

= �

A

k

are both total. By Lemma 2, � is reset at most �nitely

often, so �

�

is never discarded after some (least) stage s

0

, say. By the �rst part of � 's

action in the construction, �

B

�

(x) #6= �

A

j

(x) is impossible for any x.

Thus we only have to show �

B

�

(x) # for all x. Suppose this fails for some (least) x

0

,

and �

B

�

� x

0

as well as �

A

j

(x

0

) and �

A

k

(x

0

) are de�ned by correct computations after

some (least) stage s

1

� s

0

. Since lim

s

`

s

(�) =1, we have �^h0i � f and thus �

B

�

(x

0

)[s]

must be de�ned at in�nitely many stages s. Since �

B

�

(x

0

) ", we have lim

s

�

�;s

(x

0

) =1.

By the way �

�;s

(x

0

) is de�ned, it can only be increased by the action of � or some N -

strategy � � � ^h0i. Once �

�;s

(x

0

) � '

A

j

(x

0

), '

A

k

(x

0

) and s > s

1

, � will not increase

�

�;s

(x

0

) by our assumption on s

1

and by (1). There are only �nitely many N -strategies

� � � ^h0i that ever set their s

�

� s

1

. Let s

2

� s

1

be the least stage such that each such

� will either never put �

�

(y) (for y � x

0

) into B after stage s

2

or has already set its

s

�

� s

1

. Suppose someN -strategy � � � ^h0i causes �

�

(x

0

) to increase by putting �

�

(y

�

)

into B (for y

�

� x

0

) at a stage s > s

2

. By our assumption on s

1

and the minimality of

x

0

, we have y

�

= x

0

. Then A

j

� (m

�

j

[s

�

] + 1) or A

k

� (m

�

k

[s

�

] + 1) must have changed

between stage s

�

and s; without loss of generality assume the former has changed. Since

s

�

� s

1

and by our assumption on s

1

, m

�

j

[s

�

] > '

A

j

(x

0

). But by the de�nition of y

�

(= x

0

), we have �

�

(x

0

+ 1)[s

�

] >  (n)[s

�

], and thus, by �

�

(x

0

)[s

�

] � '

A

j

(x

0

), we have

m

�

j

[s

�

] � '

A

j

(x

0

), a contradiction. �

We now prove a very technical lemma, which constitutes the inductive step in the

proofs of the satisfaction of both the N - and the P-requirements:

Lemma 4 (Con�guration Lemma). Let fi; j; kg = f0; 1; 2g with j < k. Let � � f be

an N

	

i

-strategy, and suppose that � is not initialized or reset after some (least) stage s

0

.

If � reaches state waitA

k

with parameter y at a stage s

1

> s

0

, then 	

A

i

(n) will not be

destroyed after stage s

1

unless K � y changes. If � reaches wait	, having de�ned �(n)

for some n at a stage s

1

> s

0

, then 	

A

i

(n) will not be destroyed after stage s

1

.
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Proof. Let fi; j; kg = f0; 1; 2g with j < k. Let

T

1

= f� M

�

j;k

-strategy j � ^h0i � � ^ � p.r. functionalg, and

T

2

= f� M

�

j

0

;k

0

-strategy j � ^h0i � � ^ � p.r. functional ^ (j 6= j

0

or k 6= k

0

)g:

(These are the M-strategies \dangerous" to �.) We will �rst note that by reverse

induction on y 2 [y

0

; y

1

] the following hold:

(3) If � is in waitA

j

with y = y

1

then

(3a) 


i

(y

1

); 


k

(y

1

) > m

�

k

[s

�

];  (n)[s

�

] for all � 2 T

1

, and

(3b) 


i

(y

1

); 


k

(y

1

) > m

�

i

[s

�

];  (n)[s

�

] for all � 2 T

2

.

(4) If � is in waitA

k

with y = y

1

then

(4a) 


i

(y

1

); 


j

(y

1

); 


k

(y

1

) > m

�

j

[s

�

];  (n)[s

�

] for all � 2 T

1

, and

(4b) 


i

(y

1

); 


j

(y

1

); 


k

(y

1

) > m

�

i

[s

�

];  (n)[s

�

] for all � 2 T

2

.

(5) If � is in waitA

j

with y < y

1

then

(5a) 


i

(y); 


j

(y + 1); 


k

(y) > m

�

k

[s

�

];  (n)[s

�

] for all � 2 T

1

, and

(5b) 


i

(y); 


j

(y + 1); 


k

(y) > m

�

i

[s

�

];  (n)[s

�

] for all � 2 T

2

.

(6) If � is in waitA

k

with y < y

1

then

(6a) 


i

(y); 


j

(y); 


k

(y) > m

�

j

[s

�

];  (n)[s

�

] for all � 2 T

1

, and

(6b) 


i

(y); 


j

(y); 


k

(y) > m

�

i

[s

�

];  (n)[s

�

] for all � 2 T

2

.

(7) If � reaches wait	 while de�ning �(n) for some n at a stage s > s

0

then (6a){

(6b) hold for this n and s until � reaches a new state.

It is not hard to verify (3){(7), keeping in mind the de�nition of the �-uses, the

actions of �, and the fact that the right-hand sides are de�ned and �nite since all the

� 2 T

1

[ T

2

have outcome 0 at stage s

�

(i.e. greater length of agreement than at all

previous � -stages).

Note that � ends the stage when it reaches any state other than wait	 and initializes

all � > � when it de�nes � on some n. By this feature, the de�nition of the m

�

l

's, our

assumption on s

0

, and (3){(7) we have after stage s

0

:

(8) After � reaches waitA

k

for some y and n, we have

(8a) 


i

(y); 


j

(y); 


k

(y) > m

�

j

;  (n) for all � 2 T

1

, or

(8b) 


i

(y); 


j

(y); 


k

(y) > m

�

k

;  (n) for all � 2 T

1

; and always

(8c) 


i

(y); 


j

(y); 


k

(y) > m

�

j

;  (n) for all � 2 T

2

unless K � y changes later.

(9) After � reaches wait	 having de�ned �(n), we have (8a){(8c) for y = y

0

.

By (8a){(8c) and (9a){(9c), we have established the lemma since the � 2 T

1

[ T

2

are

the only strategies able to destroy 	

A

i

(n) but are prevented from doing so by m

�

j

or

m

�

k

for � 2 T

1

, and by m

�

i

for � 2 T

2

, respectively. �

The satisfaction of the N -requirements now follows easily:
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Lemma 5 (N

	

i

-Satisfaction Lemma). If an N

	

i

-strategy � � f is eligible to act

in�nitely often and is initialized at most �nitely often then it de�nes �

�

= K � dom�

�

correctly and satis�es its requirement.

Proof. Suppose � is not initialized or reset after some (least) stage s

0

, using Lemma 2.

Then, after stage s

0

, � will pick a big n (call it n

0

) and will try to de�ne �

�

(n) for

all n � n

0

. Once �(n) is de�ned, the corresponding 	

A

i

(n) cannot be destroyed by

Lemma 4 and our assumption on s

0

, establishing the �rst half of our claim.

Now suppose 	

A

i

= K, and �x s

n

� s

0

(for n � n

0

) such that 	

A

i

� (n + 1) is

never destroyed after stage s

n

and such that K

s

n

� (n+ 1) = K � (n+ 1). Then, after

stage s

n

, � will enter states waitA

j

and waitA

k

with this n and, since 	

A

i

(n) is no longer

destroyed, return to state wait	 only after having de�ned �

�

(n). Thus �

�

(n) = K(n)

for co�nitely many n, establishing the satisfaction of the N

	

i

-requirement. �

Lemma 6 (Initialization/Eligibility Lemma). Each � � f is eligible to act in�n-

itely often and is initialized at most �nitely often. Thus all M

�

j;k

- and N

	

i

-requirements

are satis�ed.

Proof. Since K is not recursive the domain of �

�

for any N -strategy � � f must be

�nite. Thus no N -strategy � � f will initialize �^h0i in�nitely often. Furthermore,

� can be in states waitA

j

and waitA

k

at most �nitely often before returning to state

wait	, and it will return almost always via injury. Thus � will not end the stage at

in�nitely many of the stages at which it is eligible to act. This establishes the �rst half

of the lemma. The rest follows by Lemmas 2, 3, and 5. �

Lemma 7 (P

i

-Satisfaction Lemma). If fi; j; kg = f0; 1; 2g and j < k then �

A

j

�A

k

i

=

K.

Proof. By the construction it is impossible to have �

A

j

�A

k

i

(z) #6= K(z) for any z.

It thus su�ces to show that �

A

j

�A

k

i

is total. So assume �

A

j

�A

k

i

(z) is unde�ned for

some (least) z. By the construction, �

A

j

�A

k

i

(z) is de�ned in�nitely often, and by the

assumption on z, �

A

j

�A

k

i

(z) is destroyed in�nitely often by some N -strategy �. By the

way y

0

is picked, only �nitely many N -strategies � can destroy �

A

j

�A

k

i

(z), so say �

0

is the <-least of them destroying �

A

j

�A

k

i

(z) in�nitely often. Then necessarily �

0

� f

(by initialization). By Lemmas 6 and 2, �

0

is not initialized or reset after some (least)

stage s

0

. Thus lim

s

y

1;s

= 1, say y

1;s

> z + 1 for all s � s

1

(for some s

1

> s

0

). Then

�

0

must reach waitA

k

with y = z + 1 in�nitely often, and, by the �rst sentence of the

proof of Lemma 6, almost always with the same n. So 	

A

i

(n) is de�ned in�nitely often

after stage s

0

when �

0

reaches waitA

k

with y = z+1 but later destroyed. By Lemma 4,

K � y must change every time, a contradiction. �

This concludes the proof of Theorem 1. We now turn to the proof of Theorem 2.

6. The Requirements and the Strategies for N

5

. We have to construct r.e. sets
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A

0

; A

1

; A

2

, and B such that for a

i

= deg(A

i

) (i = 0; 1; 2) and b = deg(B),

a

0

[ a

2

= 0

0

;

a

1

\ a

2

= b;

b < a

0

< a

1

; and

b < a

2

:

We ensure this by the following requirements:

S : B �

T

A

0

�

T

A

1

and B �

T

A

2

;

P : K �

T

A

0

�A

2

;

M

�

: �

A

1

= �

A

2

total =) 9�(�

B

= �

A

1

) (for all p.r. functionals �);

D

	

i

: A

i

6= 	

B

(for i = 0; 2 and all p.r. functionals 	), and

D

	

1

: A

1

6= 	

A

0

(for all p.r. functionals 	):

The global requirement S is met by direct coding, i.e. whenever a number enters B

(A

0

, resp.) it also enters A

0

; A

1

, and A

2

(A

1

, respectively).

To satisfy the global requirement P we construct a functional � which computes

the complete set K from A

0

� A

2

. We will de�ne � implicitly by a marker function


(x) which may be viewed as the use function of �. The xth position of 
 at the end

of stage s will be denoted by 
(x)[s]. The marker obeys the following rules (for any

numbers x; y; s; t):

x 6= y =) 
(x)[s] 6= 
(y)[t];(


0

)


(x)[s] 6= 
(x)[s+ 1] =) 
(x)[s] < 
(x)[s+ 1](


1

)

and, for some i 2 f0; 2g, 
(x)[s] 2 A

i

[s+ 1];

lim

s


(x)[s] exists,(


2

)


(x)[s] 62 (A

0

[A

2

)[s]; and(


3

)

x 2 K

s+1

�K

s

=) 
(x)[s] 2 (A

0

[ A

2

)[s+ 1]:(


4

)

Then, by (


1

) and (


2

), 


�

(x) := lim

s


(x)[s] exists and 


�

(x) = sup

s


(x)[s]. Moreover,

by (


1

) and (


3

), 


�

�

T

A

0

� A

2

. Finally, by (


3

) and (


4

),




�

(x) = 
(x)[s] =) K

s

(x) = K(x):

So to compute K(x) from A

0

�A

2

, �

A

0

�A

2

computes the �rst stage s such that 


�

(x) =


(x)[s] and checks whether x has entered K by the end of this stage. If so, x 2 K;

otherwise x 62 K.

For the local requirements M

�

, as in the preceding proof, we use Fejer's strategy

[5]: Whenever �

B

(x) is de�ned but equal neither to �

A

1

(x) nor to �

A

2

(x) then the

strategy puts a number y � �(x) into B to allow the correction of �

B

(x).
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For the local requirements D

	

i

for i = 0 (i = 2, respectively) we basically use the

Friedberg-Muchnik strategy: The strategy has a follower x. If 	

B

(x) = 0 at some stage

then it puts x into A

i

and tries to preserve the computation 	

B

(x). The latter con
icts

with the M-strategies which are the only ones which put numbers into B. To prevent

that an in�nitary higher-priority strategyM

�

destroys 	

B

(x), the D

	

i

-strategy attacks

only at �-expansionary stages and tries to protect the computations �

A

2

(y) = �

B

(y)

(or �

A

1

(y) = �

B

(y), respectively). This is achieved by initializing lower-priority D-

and M-strategies and by lifting markers 
(z) � '(y) by enumerating them into A

i

.

The strategy for the local requirements D

	

1

is similar but slightly more complicated.

Again the strategy has a follower x and waits for 	

A

0

(x) = 0. Then it wants to put x

into A

1

and hold A

0

� ( (x)+1) to ensure A

1

(x) 6= 	

A

0

(x). Now, to lift a marker 
(z),

however, we have to put 
(z) into A

2

, since putting 
(z) into A

0

might destroy 	

A

0

(x).

So if we put x into A

1

at the same time, for someM

�

and y as above we might destroy

both sides of an agreement

�

A

1

(y) = �

B

(y) = �

A

2

(y);

thereby causing M

�

to put a number u � �(y) into B and therefore into A

0

(by P),

which might destroy 	

A

0

(x). This problem is overcome by doing the attack in two

stages.

At the �rst expansionary stage we lift markers 
(z) via A

2

to protect 	

A

0

(x) (and

hold A

1

to prevent M

�

from acting). Then, at the next expansionary stage, we put


(z) into A

0

and x into A

1

, thereby diagonalizing (and now hold A

2

to prevent M

�

from acting).

7. The Construction for N

5

. We de�ne the tree of strategies to be

T = fx 2 2

<!

j 8n(�(2n+ 1) # =) �(2n+ 1) = 1)g:

Let fM

n

g

n2!

and fD

n

g

n2!

be e�ective listings of the M

�

- and D

	

i

-requirements,

respectively. As before, node � works onM

n

if j�j = 2n is even and on D

n

if j�j = 2n+1

is odd; and we call � an M

n

- or D

n

-strategy, respectively. (Since the D

n

-strategies are

�nitary we have put only their �nitary outcome 1 on the tree T .) Every M

n

-strategy

� builds a functional �

�

to satisfy M

n

. Initializing a strategy � is de�ned as in

the previous construction. We let In(�)[s] be the greatest stage t � s at which � is

initialized.

For n with M

n

=M

�

we let

`(n)[s] = maxfx : 8y < x(�

A

1

(y)[s] #= �

A

2

(y)[s] #)g :

Here we adopt the convention that if �

A

i

(y)[s] #6= �

A

i

(y)[s + 1] then �

A

i

(y)[s + 1] "

(\hat-trick", see Soare [12]).

Based on the length function `, �-stages and �-expansionary stages are de�ned as

usual by induction on j�j: Any stage is a ;-stage, and stage s is ;-expansionary if s = 0,
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or s > 0 and 8t < s (`(0)[t] < `(0)[s]). For � with j�j > 0, s is �-expansionary if

j�j = 2n is even, s is a �-stage, and

`(n)[s] > maxf`(n)[t] : t < s ^ t is a �-stageg :

Finally s is a �^hii-stage if j�j < s and either i = 0 and s is �-expansionary, or i = 1

and s is a �-stage but not a �-expansionary stage.

The unique string � of length s such that s is a �-stage will be denoted by �[s].

In the following description of the stages of the construction, a number y is called

big if y is bigger than all numbers mentioned in the construction up to this point (with

the exception of the values of the marker function 
).

Stage 0: Initialize all strategies �. Let 
(x)[0] = 2hx; 0i.

Stage s+ 1: The stage consists of 6 steps.

Step 1: Initialize all strategies � with �[s] < �.

Step 2 (D-Strategies): For any � � �[s] with j�j = 2n + 1 odd and D

n

= D

	

i

, �

requires attention if either � has no follower or, for the follower x, A

i

(x)[s] = 	

B

(x)[s] =

0 (if i 2 f0; 2g) or A

1

(x)[s] = 	

A

0

(x)[s] = 0 (if i = 1).

Fix the least � which requires attention, say j�j = 2n+1, D

n

= D

	

i

. (If no � requires

attention, Step 2 is vacuous.) Say that � acts. Initialize all strategies �

0

with � < �

0

.

If � has no follower, let x be the least big odd number and appoint x as a �-follower. If

� has a follower, say x, then distinguish the following 3 cases.

Case 1: i 2 f0; 2g. Then put x into A

i

. Moreover, for any y � In(�)[s], put 
(y)[s]

into A

i

and let 
(y)[s+ 1] = 2hy; s+ 1i.

Case 2: i = 1 and x is not yet con�rmed. Then, for any y � In(�)[s], put 
(y)[s]

into A

2

, and let 
(y)[s+ 1] = 2hy; s+ 1i. Say that x is con�rmed.

Case 3: i = 1 and x is con�rmed. Then put x into A

1

. Moreover, for any y �

In(�)[s], put 
(y)[s] into A

0

and let 
(y)[s+ 1] = 2hy; s+ 1i.

Step 3 (P-Strategy): For any x such that x 2 K

s+1

� K

s

and 
(x)[s+ 1] has not

been rede�ned in Step 2, put 
(x) into A

0

, let 
(x)[s+ 1] = 2hx; s+ 1i, and, for any �

such that j�j is odd and x < In(�)[s], cancel the �-follower (if there is any).

If not stated otherwise above, 
(y)[s+ 1] = 
(y)[s].

Step 4 (M-Strategies; correction): For any � such that � has not been initialized

in the previous steps and j�j is even, say j�j = 2n and M

n

=M

�

, and for any number

y do the following: If �

A

1

(y)[s] 6= �

B

�

(y)[s] #6= �

A

2

(y)[s] then put �

�

(y)[s] into B, let

�

�

(y)[s+ 1] " and �

B

�

(y)[s+ 1] ", and initialize all �

0

with �^h0i <

L

�

0

.

Step 5 (M-Strategies; extension): For any � such that �^h0i � �[s], � has not

been initialized in the previous steps and such that j�j is even, say j�j = 2n and

M

n

= M

�

, and for any number y do the following: If y < `(n)[s] and �

B

�

(y) " then

let �

B

�

(y)[s+ 1] = �

A

1

(y)[s] = �

A

2

(y)[s] # and let �

�

(y)[s+ 1] be the previous use (if

�

B

�

(y) has been de�ned before and no �

�

(y

0

) for y

0

� y has entered B since the last

de�nition of �

B

�

(y)) or the least big odd number (otherwise).

Step 6 (S-Strategy): Put any number which has entered B (A

0

) in one of the

previous steps also into A

0

; A

1

, and A

2

(A

1

, respectively).

This completes the description of the construction.
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8. The Veri�cation for N

5

.

Lemma 1 (S-Lemma). B �

T

A

0

�

T

A

1

and B �

T

A

2

.

Proof. Any number x which enters any set under construction at stage s+1 has not en-

tered any other set under construction at any previous stage. So the claim is immediate

by Step 6 of stage s+ 1. �

The true path f 2 [T ] is de�ned to be the leftmost path through T such that for any

n, f � n � �[s] for in�nitely many s.

We say x is a permanent �-follower if x is �-follower from some stage on.

Lemma 2 (Initialization Lemma). Let � � f .

(a) � is initialized only �nitely often.

(b) If j�j is odd then � acts only �nitely often and has a permanent follower.

Proof. We proceed by induction on j�j.

Fix s

0

such that � � �[s] for all s � s

0

and such that, by inductive hypothesis, no

�

0

with �

0

� � acts after stage s

0

. Then � will not be initialized in Step 1 or 2 of any

stage s > s

0

. Moreover, no �

�

(y) for � ^h0i <

L

� will be appointed after stage s

0

(in

Step 5), whence, there will be a stage s

1

> s

0

such that � will not be initialized in Step

4 of any stage s � s

1

and hence will not be initialized after stage s

1

at all.

Now, if j�j is odd, �x s

2

> s

1

such that K

s

2

� (s

1

+ 1) = K � (s

1

+ 1). Then no

follower of � will be cancelled in Step 3 of any stage s � s

2

, whence any �-follower

existing after stage s

2

is permanent. Moreover, if s

3

is the least �-stage > s

2

then

either there is a �-follower at the end of stage s

3

or a �-follower is appointed at stage

s

3

. So � will act at most once (if i 2 f0; 2g) or twice (if i = 1) after stage s

3

+ 1. �

Lemma 3 (P-Lemma). K �

T

A

0

�A

1

.

Proof. By the discussion of the P-strategy preceding the construction it su�ces to

show that the function 
(x)[s] satis�es conditions (


0

){(


4

). For (


0

){(


1

) and (


3

){

(


4

) this is immediate by the construction. For a proof that lim

s


(x)[s] exists �x x.

By Lemma 2, choose stages s

1

and s

0

such that s

1

> s

0

> x, �[s

0

] � �[s

1

] � f , and no

� with � � �[s

0

] acts after stage s

1

. Since any � with �[s

0

] < � is initialized in Step 1

of stage s

0

+ 1 > x and since only such � will act after stage s

1

, 
(x)[s] will not be

rede�ned in Step 2 of any stage s+ 1 > s

1

. So the value of 
(x)[s] will change at most

once after stage s

1

, namely if x enters K after that stage. �

Lemma 4 (�-Correctness Lemma). Let M

�

= M

n

, j�j = 2n, and �^h0i � f . If

s is a �^h0i-stage and �

B

�

(y)[s] # then �

B

�

(y)[s] = �

A

1

(y)[s].

Proof. For a contradiction assume that �

B

�

(y)[s] 6= �

A

1

(y)[s]. Let t be the greatest

stage < s such that �

B

�

(y)[t] ". Then t is a �-expansionary stage and

�

B

�

(y)[s] = �

B

�

(y)[t+ 1] = �

A

1

(y)[t] = �

A

2

(y)[t] :

Since s is �-expansionary, too, we must have �

B

�

(y)[s] 6= �

A

1

(y)[s] # and �

B

�

(y)[s] 6=

�

A

2

(y)[s] #. So, by the \hat-trick", there must be a stage v such that t < v < s (whence
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�

B

�

(y)[t + 1] = �

B

�

(y)[v] = �

B

�

(y)[s]), and �

B

�

(y)[v] 6= �

A

1

(y)[v] and �

B

�

(y)[v] 6=

�

A

2

(y)[v] (where one of the right-hand side computations is unde�ned). So, by Step 4

of the construction, �

B

�

(y)[v + 1] " contrary to the choice of t. �

Lemma 5 (M-Lemma). Each M

�

is met.

Proof. Without loss of generality, we may assume that �

A

1

= �

A

2

is total. Pick n and

� such that M

�

= M

n

, j�j = 2n, and � � f . Then, by assumption, lim

s

`(n)[s] =1.

So there are in�nitely many �-expansionary stages, whence �^h0i � f . Moreover, by

Lemma 2, there is a stage after which � is never initialized. It easily follows from Step 5

in the construction that �

B

�

is total and, with Lemma 4, that �

B

�

= �

A

1

. �

Lemma 6 (D-Lemma). Each D

	

i

is met.

Proof. We give the proof for i = 1. (The other cases are similar and somewhat simpler.)

Fix n and � such that D

n

= D

	

i

, j�j = 2n+ 1 and � � f . By Lemma 2 there is a stage

s

0

such that at stage s

0

+ 1 a �-follower x is appointed which will never be cancelled.

We will show that A

1

(x) 6= 	

A

0

(x). We distinguish two cases.

Case 1. There is a �-stage s > s

0

such that

	

A

0

(x)[s] #= 0 :

Then let s

1

be the least such stage. By the choice of s

0

, � acts at stage s

1

+ 1 and x

becomes con�rmed. Now let s

2

be the least �-stage > s

1

.

We claim that

(�) B[s

1

] � s

1

= B[s

2

] � s

1

and A

i

[s

1

] � s

1

= A

i

[s

2

] � s

1

for i = 0; 1, whence in particular

	

A

0

(x)[s

2

] = 	

A

0

(x)[s

1

] = 0

via the same computation. For a proof of (�) we note that all strategies �

0

> � are

initialized whence such strategies cannot injure (�). Moreover, since, by choice of s

0

, �

is not initialized after this stage, noM-strategy �

0

with �

0

^h0i <

L

� will put a number

into B after stage s

0

and no D-strategy �

0

with �

0

< � will put a number into any set A

j

(j = 0; 1; 2). Since � itself does not destroy (�) (at stage s

1

+1 it puts numbers into A

2

only and it does not act before stage s

2

+ 1 again), this leaves only the P-strategy and

M-strategies � with � ^h0i � �. Now, by action of � at stage s + 1, 
(y)[s

1

+ 1] > s

1

for all y with y � In(�)[s

1

]. So if the P-strategy injures (�), then it enumerates some


(y)[s] with y < In(�)[s

1

] � In(�)[s] into some A

i

, which will result in cancellation

of the follower x contrary to the choice of x. Finally, consider an M-strategy � with

� ^h0i � �. Then s

1

is � -expansionary and, by Lemma 4,

8y(�

B

�

(y)[s

1

] # =) �

B

�

(y)[s

1

] = �

A

1

(y)[s

1

] #= �

A

2

(y)[s

1

]) :
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Now � will injure (�) at a stage s + 1 > s

1

only if, for such a number y, �

A

1

(y)[s

1

] 6=

�

A

1

(y)[s] and �

A

2

(y)[s

1

] 6= �

A

2

(y)[s], i.e. if some other strategy has injured A

1

[s

1

] �

s

1

= A

1

[s

2

] � s

1

before. As we have shown, however, this will not happen.

Now at stage s

2

+ 1, � becomes active again and puts x into A

1

. To show that

	

A

0

(x) = 	

A

0

(x)[s

2

] = 0 (whence D

n

is met) it su�ces to show

(��) B[s

2

] � s

2

= B � s

2

and A

2

[s

2

] � s

2

= A

2

� s

2

:

This is shown as (�). We only have to note that � acts at stage s

2

+ 1 for the last time

and that it does not put any numbers into B or A

2

at this stage. (Also note that the


(y)[s

2

] which � enumerates into A

0

have been lifted at stage s

1

already whence they

cannot injure the computation 	

A

0

(x).)

Case 2. Otherwise. Then 	

A

0

(x) 6= 0 and x never enters A

1

. So A

1

6= 	

A

0

whence

D

	

1

is met. �

This completes the proof of Theorem 2.
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