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Chapter I
What you need to know to take
Calculus 221

In this chapter we will review material from high school mathematics.
We also teach some of this material at UW in Math 112, Math 113,
and Math 114, and some of it will be reviewed again as we meed
it. This material should be familiar to you. If it is not, you may
not be ready for calculus. Pay special attention to the definitions.
Important terms are shown in boldface when they are first defined.

1 Algebra

This section contains some things which should be easy for you. (If
they are not, you may not be ready for calculus.)

81.1. Answer these questions.

1. Factor z2 — 6x + 8.

Find the values of x which satisfy 22 — 7z + 9 = 0. (Quadratic formula.)
2% — y? =7 Does z2 + 32 factor?

True or False: Va2 +4 = z + 27

True or False: (9z)'/2 = 3\/x?

A e

6. True or False: ——— = 21873 = ;77

7. Find x if 3 = log,(z).
8. What is log,(7%)?
9. True or False: log(z +y) = log(x) + log(y)?
10. True or False: sin(x + y) = sin(x) + sin(y)?
81.2. There are conventions about the order of operations. For example,

ab+ ¢ means (ab) 4+ ¢ and not a(b + c),

means a/(b/c) and not (a/b)/ec,

(oW SIS ﬁ\a-' Q

means (a/b)/c and not a/(b/c),

loga+b means (loga) 4+ b and not log(a + b).

If necessary, we use parentheses to indicate the order of doing the operations.



§1.3. There is analogy between the laws of addition and the laws of multipli-
cation:

a+b=b+a ab = ba
(a+bd)+c=a+(b+¢) (ab)e = a(be)

a+0=a a-l=a

a+(—a)=0 a-a”t=1
a—b=a+(=b) a/b=a-b"t
a—b=(a+c)—(b+c¢) a/b = (ac)/(bc)
(@a=b)+(c—d)=(a+c)=(b+d) | (a/b)-(c/d) = (ac)/(bd)
(a=b)—(c—d)=(a+d)=(b+c) | (a/b)/(c/d) = (ad)/(bc)

The last line explains why we invert and multiply to divide fractions. The only
other law of arithmetic is the distributive law

(a+b)e = ac+ be, c(a+b) = ca+ cb.
Note that

(a+b)/c=(a/c) + (b/c), buf] c/(a+Db)# (c/a)+(c/b).

Exercises

Exercise 1.4. True or false®

(i) (a+b)/c=(a/c)+ (b/c)? (il) ¢/(a +b) = (¢/a) + (¢/b) ?

+ a c c c

_ = = -9 = — —°?

(iii) C—l—c. (v)aer a+b'
at+b a b a-b a b
- = _ -7 = .7
()c+d c d’ (VI)c~d c d’

Exercise 1.5. Answer the questions in

Exercise 1.6. Here is a list of some algebraic expressions that have been “sim-
plified.” Some steps in the simplification processes are correct and some of them
are WRONG! For each problem:

1. Determine if the simplified result is correct.

2. Determine if there are any mistakes made in the simplication process.
(NOTE: just because the result is correct does not mean there are no
mistakes).

3. If there are mistakes, redo the problem correctly. If there are no mistakes,
redo the problem with another correct method.

Lusually

2 “True’ means ‘always true’ while ‘False’ means ‘sometimes false’.



22 —1 2?+(-1) 2* -1
r+1 r+1 T 1

(i) (z+y)?—(@—y)’=2>+y"—2>—y*=0

9z —4)* 3*(x—4)? (3z—12)?

_ _ 3y 19
(i) 312 3z 12 sr_12 ¢
’ 225
(iv) 2a3 = x?y® - 223 = 225"
2 3 2 —(2 3 _ 2_1 4 2_1
) (22° + T2* +6) — (22° — 3z T+ 3) _ 4z 7x+9:2x717+3
(x4 8)+ (x —8) 2x 2z
(vi) syt @yt (aty\ T sty aty
gt -yt (z—y)! -y r—y y—x

Exercise 1.7. Show that (a +b)? = a? + b? only if a = 0 or b = 0.

2 Coordinate Geometry

The material in this section is crucial for understanding calculus. It
is reviewed in Thomas Appendix A.3 Page AP-10, but if you have
not seen it before you may not be ready for calculus.

§2.1. Points and Slope. The notation P(z,y) is used as an abbreviation for
the more cumbersome phrase “the point P whose coordinates are (z,y).” The
slope of the line through the distinct points Py(xo,yo) and Py (z1,y1) is

Y1 — Yo
m=-———-.
Y r1 — Xo
A
P
Y1 — Yo
P
Tr1 — XTo
. T




§2.2. Point-Slope Equation of a Line. If we use a different pair of points on
the line to compute the slope, we get the same answer. Hence, a point P(z,y)
lies on the line Py P; if and only if we get the same answer for the slope when
we use (z,y) in place of (x1,y1):

Y—Y% _ Y1~ %
Tr — X Tr1 — XTo

=m.

This equation has one minor flaw; it doesn’t work when (z,y) = (2o, yo) (never
divide by zero). To remedy this multiply by (z — z¢) and add yo to both sides:

y =1yo +m(x — xg).

This is the equation for the line through Py(xo,yo) with slope m; this form makes
it obvious that the point Py(xo,yo) lies on the line. For example, the equation
for the line through Py(2,3) and P;(4,11) is

y—3 11-3
= =4 =3+4(x—2
x—2 4 -2 ’ or y (@-2),

See Thomas page AP-12.

§2.3. If a line has slope m, then any line perpendicular to it has slope —1/m.
(Proof: The slope of a line is the tangent of the angle it makes with the z-axis
and tan(¢ + 5) = —1/tan(¢).

§2.4. Sometimes we use letters other than = and y. For this reason, always
label the axes when you draw a graph. For example the line 2u + 3v = 1 can
be written as v = —%u + % and as u = —%v + % If the u-axis is horizontal, the
slope is —%. If the v-axis is horizontal, the slope is —%. The slope is always the
“rise over the run”, i.e. to find the slope, take two points on the line, subtract
the vertical coordinates (this is the “rise”), subtract the horizontal coordinates

(this is the “run”), and divide the rise by the run.

§2.5. Distance and Circles. By the Pythagorean theorem the distance from
Po(z0,y0) to Pr(z1,y1) is

|PoPr| = \/(z1 — 20)2 + (y1 — ¥0)2

The distance from a point P(z,y) to the point Py(xo,y0) is exactly a when
|PoP|? = a?, ie.

(x—x0)* + (y — yo)* = a®.




This is the equation for the circle centered at Py with radius a. For example,
the equation of the circle of radius 5 centered at Py(2,3) is

(x —2)* 4 (y — 3)? = 5%, or 22 +y* —4r — 6y —12=0.
The latter equation has the form of a general 2nd degree equation
A2® 4+ Bay+Cy? + Da+ Ey+F =0

(with A=C=1,B=0,D=—-4, E= -6, F = —12). Ellipses (including
circles), parabolas, and hyperbolas all have equations of this form.

Exercises

Exercise 2.6. Let L and Lo be two lines. An equation for Ly is 6z + 4y = 7.
The line L, is perpendicular to L; and goes through the point Py(—1,0). Find
an equation for the line Lo and the point where the two lines intersect.

Exercise 2.7. Repeat the previous exercise replacing 6x+4y = 7 by ax+by = ¢
and Py(—1,0) by Po(zo,yo)-

Exercise 2.8. Find the center Py(xo, o) and radius a of the circle 22 4+ 4% —
2z 4+ 8y — 20 = 0.

Exercise 2.9. Find the center Py(ro,y0) and radius a of the circle 2% + y? +
Az + By+C =0.

Exercise 2.10. Alice and Bob each graph the same line but Alice chooses one
of the variables to label the horizontal axes and Bob the other. What is the
relation between their values for the slope?

3 Functions

This material will be reviewed as we need it, but you should have
seen it before. It is explained in Thomas section 1.1 pages 2-22 .
The material on inverse functions is explained in Thomas section 7.1
pages 361-364

Definition 3.1. A function is a rule which produces an output f(z) from
an input x. The set of inputs z for which the function is defined is called the
domain and f(z) (pronounced “f of x”) is the value of f at . The set of
all possible outputs f(z) as « runs over the domain is called the range of the
function.

§3.2. If a function f(z) is given by an expression in the variable x and the
domain is not explicitly specified the domain is understood to be the set of all
x for which the expression is meaningful. For example, for the function f(z) =
1/2? the domain is the set of all nonzero real numbers z (the value f(0) is not

10



defined because we don’t divide by zero) and the range is the set of all positive
real numbers (the square of any nonzero number is positive). The domain and
range of the square root function /x is the set of all nonnegative numbers z.
The domain of the function y = v/1 — 22 is the interval [—1, 1] and the range is
the interval [0,1], i.e. v/1 — 2 is meaningful only if —1 < 2z <1 (otherwise the
input to the square root function is negative) and 0 < /1 — 22 < 1.

Definition 3.3. The graph of a function
y = f(z)

is the set of all points P(z,y) whose coordinates (z,y) satsfy the equation y =
f(z). More generally, an equation of form

F(x,y) =0

determines a set (graph) in the (z, y)-plane consisting of all points P(x, y) whose
coordinates (x,y) satisfy the equation. The graph of a function y = f(z) is a
special case: take F'(z,y) = y— f(z). To decide if a set is the graph of a function
we apply the

Vertical Line Test. A set in the (x,y)-plane is the graph of a function
if and only if every vertical line x = constant intersects the graph in
at most one point. [If the number a is in the domain, the vertical line
x = a intersects the graph y = f(x) in the point P(a, f(a)).]

§3.4. For example, the graph of the equation z? + 32 = 1 is a circle; it is not
the graph of a function since the vertical line = 0 (the y-axis) intersects the
graph in two points P;(0,1) and P»(0, —1). This graph is however the union of
two different graphs each of which is the graph of a function:

24y’ =1 <= y=+v1-22 or y=-v1-—2z2

§3.5. Usually a function is defined by giving a formula as in f(z) = v1 — 22.

Sometimes several formulas are used as in the definition

| = z x>0
]l —x ifz<O.

of the absolute value function.

Remark 3.6. In calculus, we learn to reason about a function even when we
cannot find an explicit formula for it. For example, in theory the equation
x =y +y (which has the form z = g(y)) can be rewritten in the form y = f(x)
but there is no formula for f(z) involving the mathematical operations studied
in high school. (Your TA will learn this in Math 742.)

11



Definition 3.7. When two functions are related by the condition?]

y=f(z) &= z=g(y)

(for all appropriate z and y) we say that the functions are inverse to one
another and write ¢ = f~!. The range of f is the domain of ¢ and the range of
g is the domain of f. Often a function f has an inverse function g only after we
modify f by artificially restricting its domain. The following table lists some
common functions (suitably restricted) and their inverses.

y=f(2) z=f"y

Yy = yo + m(x — o) z =0+ (y —yo)/m

y =1’ (z20) |z=\/y (y = 0)
y=a" z = log,(y) (y >0)
y=sing (cr/2<0<7/2) | 6=sin"}(y) (-1<y<1)
T = cosf (0<O<m)|0=cos !(z) (—1<z<1)
u = tanf (—7/2<0<7/2) | 6=tan"t(u)

(The notations arcsiny = sin"ly, arccosz = cos~ 'z, and arctanu = tan~'u

are also commonly used for the inverse trigonometric functions. The exponential
function y = a” is only defined for a positive.) To decide if a function has an
inverse we apply the

Horizontal Line Test. A function has an inverse if and only if every
horizontal line y = constant intersects the graph in at most one point.
[The horizontal line y = b intersects the graph y = f(x) in the point

P(f71(b),0).]

Remark 3.8. To find an expression for f~!(y) solve the equation y = f(x) for
x in terms of y. (It is not always possible to find a nice formula.)

Remark 3.9. Two kinds of notation are used in calculus which I call func-
tional notation and variable notation. In functional notation the function
has a name, usually f or g, and is defined by an equation of form

f(z) = some formula in x.

Changing the variable in this notation does not change the function, e.g. the
function g defined by the formula

g(t) =t?

3The notation <=> is an abbreviation for “if and only if”.

12



is the same as the function g defined by the formula

g(x) = z°.
(Both formulas give ¢(3) = 9.) In variable notation we write

y =a

and say that y is a function of z. I like to write expressions like

Y =9
r=3
to indicate that the value of y is 9 when the value of x is 3. The advantage of
functional notation is that it is makes clear where a function is being evaluated.
The disadvantage is that the notation tends to be cumbersome since we have to
introduce a name for each function we consider. I like functional notation for
proofs and variable notation for problems.

Exercises

xr— 2
r+4

Exercise 3.10. Let f(z) =

(i) Find the domain and range of f.
(ii) Find the domain and range of f~!.
(iii) Find a formula for f=1(y).

aerbWherea b,c,d

Exercise 3.11. Repeat the previous exercise with f(z) = d ,b,c,
x

are constants with ad — be # 0.
Exercise 3.12. What is vV22? (1/x)??

Exercise 3.13. Draw the graph y = f(z) where f(x) is the function defined
by

3z for0<x<1;
f(a;)—{ 4r—1 for1<z.

Give a formula (like the formula for f(z)) for the inverse function z = f=1(y).

4 Trigonometry

There is a review of trigonometry in Thomas section 1.3 pages 22-
30 but you should already be familiar with this material. You should
also have seen the inverse trigonometric functions before. These are
reviewed in Thomas section 7.6 page 404) and we’ll review it again
later in the course.

13



84.1. In calculus we always measure angles in radians rather than degrees. The
radian measure of an angle is the arclength of a circle of radius one (centered
at the vertex of the angle) cut out by the angle. Since the total length of the
circumference of a circle is 27 we get

27 radians = 360°.

(Since 27 = 6.283. .. is about 6, this means that one radian is a little less than
60 degrees.) Let O(0,0) denote the origin, P(x,y) be a point of the (z,y) plane
distinct from the origin, r = |OP| be the distance from O to P, and 6 denote
the angle between the positive z-axis and the ray OP. Then

sinf = tanf = secf =

cosf = cot @ = cscl =

ﬁ‘gﬁ\@
SR IR S
<3 8=

Since r is positive (y/-- - always means the positive square root) these formulas
make it easy to remember the symmetries

sin(—6) = —sin(0), cos(—0) = cos¥,

(which say that the sine is an odd function and the cosine is an even function)
and the sign reversals

sin(f 4+ w) = —sin 6, cos(f + m) = —cosb.
All the trigonometric functions have period 27:
f(0+2m) = f(0), f = sin, cos, tan, cot, sec, csc .

Because of the above sign reversal formulas for the sine and cosine and the
equations

the tangent and cotangent have period 7:
tan(f + 7) = tan6, cot(f + m) = cot 6.

The cofunction of an angle is the function of its complement:
cos@zsin(%—@), cotHztan(%—G), csc9:sec<g—9).

The trigonometric addition formulas are

14



sin(« + ) = sin cos 8 + cos arsin 3,

cos(a+ ) = cosacos 8 — sin asin .

Here is a proof of the addition formula for the sine
function. The area of a triangle APOQ is Q

Area APOQ = %bsinfy

where v = ZPOQ, a = |OP)| is the length of the
base, and b = |OQ)| so bsin~ is the altitude. In
the picture at the right the angle v is obtuse but
this makes no difference since

siny = sin(m — )

Turn the picture on its side and drop the altitude
OR from the vertex O to the (new) base PQ). De-
fine

a = /POR, 8 =ZROQ,

S0
a+p=2LPOQ=vy

The (new) altitude is P
h =|OR| = acosa = bcos
The areas of the right triangles are
1, . ab .
Area APOR = i(a sina)h = — sinacos B,

and ) b
Area AROQ = §(bsinﬁ)h = % cos asin 3.

From above

Area APOQ = %b siny = %b sin(a + )

But
Area APOQ = Area APOR + Area AROQ.

15



Substituting and dividing by ab/2 gives the trigonometric addition formula
sin(a + ) = sina cos 8 + cos asin 3

for the sine. The trigonometric addition formula for the cosine follows easily
from the formula for the sine and the principle that the cosine of an angle is the
sine of its complement:

cos(a+B) = sin(F — (a+p))

= sin(§ — a)cos(—f) + cos(§ — ) sin(—f)

= cosacosf — sinasin S.

Exercises

Exercise 4.2. Let u = tan a be the tangent of an acute angle. Express sin «,
cosq, cota, seca, and csca as functions of u. (Hint: Draw a right triangle
whose legs are 1 and u.)

Exercise 4.3. Prove that
sin(f + w) = —sin6, cos(f 4+ m) = —cos b, tan(f + 7) = tand.
Exercise 4.4. Prove the trigonometric addition formula

tana + tan 3
ta = "
n(a+p) 1 —tanatanf

for the tangent function. (Hint: the tangent is the sine divided by the cosine.)

Exercise 4.5. True or false: sin®(x) = (sinz)?? sin~'(z) = (sinz)~'?

5 Additional Exercises

Exercise 5.1. Find an equation for the set of points in the plane which are
equidistant from the points P;(1,3) and P»(2,4). What is the geometric shape
of this set?

Exercise 5.2. Find an equation for the set of points in the plane which are
equidistant from the point Py(3,1) and the line y = 2. What is the geometric
shape of this set?

Exercise 5.3. Find an equation for the set of points in the plane whose distance
to P1(1,0) is twice their distance to P(3,0). What is the geometric shape of
this set?

Exercise 5.4. Find the distance from the point Py(4, 3) to the line y = 3z + 1.

16



Exercise 5.5. Find the distance d from the point Py(zo,y0) to (the closest
_ |b—yo + mao|

V1+m?2

Exercise 5.6. Find the distance d from the point Py(zo,yo) to (the closest
lazo + byo + ¢|

@B

Exercise 5.7. (i) Draw the graph of y = sin 6 with the #-axis horizontal and
the y-axis vertical.

point on) the line y = mx +b. Answer: d

point on) the line ax + by + ¢ = 0. Answer: d =

(ii) Thicken that part of the graph where —% < § < 7. This is the graph of
6 = sin"'(y).

(iii) Of course, sin~'(sinf) = @ for —Z < @ < Z but what is sin™'(sin 10)?

Hint: sin(f + 27) = sin(m — 0) =sinf and 3.1 <7 < 3.2

Exercise 5.8. A revolving beacon from a lighthouse shines on the straight
shore. There is a pier at the closest point on the shore one half mile from the
lighthouse. Let 6 denote the positive acute angle between the shore and the
beam of light. Write the distance from the pier to the point where the light
shines on the shore as a function of 6.

Exercise 5.9. Your town is threatened by flooding and must build a levy. The
cost C' (in millions of dollars) of building a levy is a linear function C' = f(H)
of the height H (in feet) of the levy. (This means that the graph of C = f(H)
is a straight line.) A one foot high levy costs $2.5 million to build; a half foot
high levy costs $1.5 million to build. The state government and the federal
government will subsidize the project in different ways. The state will pay
$400,000 ($0.4 million) independent of the height, whereas the feds will pay
$1.5 million per foot. Denote by f1(H) the net cost if the state subsidy is used,
f2(H) the net cost if the federal subsidy is used, and f3(H) the net cost if
both subsidies are used. Find expressions for all three functions, fi(H), f2(H),
f3(H). Draw and label all their graphs (on the same axes). Show where the
graphs meet the C axis. (The horizontal axis should be labeled as the H-axis
and the vertical axis should be labeled as the C-axis.)

17



Chapter II
Limits
6 Tangent and Velocity

This section is a warmup for calculus. It roughly corresponds to
Thomas section 2.1 pages 46.

§6.1. Why is division by zero undefined? If a/a = 1 why doesn’t 0/0 = 1?7
First answer: the laws of algebra would fail. For example,

axb:b

a

if @ # 0. If this were to work with a = 0 we could prove 2 = 3 as follows:
0x2=0=0x3so0

o 0x2 0 _0x3 .0

0 0= o

Second answer: Division would not be continuous. If a # 0 then y/z ~ b/a
when y =~ b and x ~ a as in
y 8001 8
=800l~8andx=199B~2 — =Z=——~_-=4

Y e z 1995 2
(The notation = ~ a means z is ‘approximately equal to a.”) But there is no
number which is approximately equal to y/xz when y ~ 0 and « ~ 0. For
example,

Y =001 ~0andz = 00001 ~0 — Y0900 45
x 0.01
but 0.01
y .
—0.0001 ~0and z =001 ~0 =— Y- — 100.
Y R +  0.0001

§6.2. The points P(a,a?) and Q(x,2?) lie on the parabola y = 2. Imagine
that these points are distinct but very close to each other, say (a,a?) = (3,9)
and (z,2%) = (3.01,9.0601). The slope of the “secant” line joining P and @ is

Ay
mpo = —
PQ = Ag
where
Ay = 2% —a?

is the difference between the vertical coordinate z? of ) and the vertical coor-
dinate a? of P and
Arx=x—a

18



is the difference of the horizontal coordinates of P and Q. Since Ay = 22 —a? =

(x —a)(x + a) we get
Ay  2?2—a®> (x—a)(z+a)

mP = —_—= = :gj+a_
T Az r—a T—a

As x gets closer and closer to a, the point @ gets closer and closer to the point
P and the secant line PQ gets closer and closer to the tangent line to the graph
y = 22 at the point P. The slope of the tangent line is the limiting value

= 1.

me = Jim, meo
of the slope of the secant line as the point @ gets closer and closer to the point
P. By the above formula for mpg, this limit is

mp = lim(z + a) = a + a = 2a.
r—a
We will learn to write
Ay

dy
/ _ Yy i =2
fila) = dx|,_, alclg}z Az

for the slope of the tangent line to the curve y = f(x) at the point (a, f(a)) on
that curve.

And now for something completely different.
(But it’s not.)

86.3. What is the difference between average velocity and instantaneous veloc-
ity? Consider a car moving on a highway. When we go from Madison to Mil-
waukee along highway 1-94 the mile posts go from 240 to 300. If we complete the
trip in one hour, our average velocity is 60 miles per hour, but the speedometer
gives the instantaneous velocity and this will vary over the course of the trip.
Suppose we leave Madison at one PM and arrive at Milwaukee at two PM and
the quantity s = f(t) is our position at time ¢ as determined by the mileposts.
(Imagine that there is a milepost every few feet.) Thus 240 < f(¢) < 300 for
1 <t < 2. In a short time At we move a distance As = f(t + At) — f(¢). Our
average velocity over the tiny time interval from ¢ to ¢t + At is
As

vae (8 + AF) = .

19



If At is very small (say At = one second) this is the speedometer reading at
time ¢. This is (almost exactly the same as) the instantaneous velocity

. (t)—@— m 2
Vinst\W =00 T Ao AL

7 Limits

The material in this section of these notes is treated in Thomas sec-
tions 2.2, 2.4, 2.6. The precise definition of the notation lim,_,, F(z) =
L is given in Thomas section 2.3 page 57, but we will deemphasize
it. If you want to learn it, you are probably a very good student.
Come to my office hour. In the lectures we will use the informal
definitions of this section.

8§7.1. The notation
lim F(z) =L

r—a

is read “the limit of F'(z) as = approaches a is L.” It means F(x) gets closer
and closer to L as x gets closer and closer to a. Sometimes the textbook writes
this as

F(z) =L as T — a;

this is read as “F(z) approaches L as x approaches a” or “F(x) goes to L as x
goes to a”. I like to explain limits by writing

Fz)~ L when z=a (but x # a).

The notation A ~ B means A is approximately equal to B. In Chapter [[TI] we
will study a limit
f/(a> — lim f($> B f(CL)
r—a Tr—a

called the derivative. The derivative is a limit, but the concept of limit is more
general. Note that in the definition of limit we consider values of x close to a
but never plug in = a. In the interesting examples (like the derivative) setting
z =a in F(z) leads to something undefined like 0/0.

§7.2. In the notation
lim F(z) =1L

r—a

either a or L or both can be either co or —oo. The notation x ~ co means =
is large and positive (like = 1000000), and the notation = ~ —oo means x
is large and negative (like z = —1000000). We also use one sided limits: The
notation

lim F(z)=1L

r—ra+

means F(x) ~ L when x &~ a but > a. The notation

lim F(z)=1L

r—a—
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means F(z) ~ L when x = a but < a. (Think a+ means a + 0.0000000001
and a— means a — 0.0000000001.)

§7.3. (Limit Laws)ﬁ If ¢ is a constant, then

(1) lim ¢ = c,
and
(II) ilg{llx =a.

These laws are obvious. Assume that the limits

lim Fl(ﬂf) :Ll, lim Fg(l‘) :LQ,

Tr—a T—ra

exist and are finite. Then

(IIT) lim (Fi(z) 4+ Fa(x)) = lim Fy(x) + lim Fy(z),
(1V) lim (Fy(z) — Fo(x)) = lim Fi(x) = lim Fy(x),

(V) lim (Fy(z) - Fy(x)) = (lim Fl(:n)) : (lim Fg(l‘)) ,

T—a r—a r—a

and, if lim,_,, Fy(z) # 0,

. Fi(x)  limg, Fi(x)
I 1 = .
(V1) o0 Fy(z) | limye Fa(z)

In other words the limit of the sum is the sum of the limits, etc. These Laws
are true because if Fy(z) ~ Ly and Fy(x) & Lo, then

Fl(.%‘)—l—FQ({L') ~ L1+ Lo, Fl(l')—FQ(l‘) ~ Li—Lo, Fl(l')FQ(LL‘) ~ Li-Lo,

and (if Ly # 0)

F1 (a:) - ﬂ

FQ((E) - L2.
8§7.4. The Limit Laws say that you can evaluate limits by ‘just plugging in’ so
long as ‘just plugging in’ doesn’t give you something undefined like 0/0 or co/oo.
For example,

ot —1 25-1 8-1
lim = = =
=222 -1 22-1 4-1
but if x — 2 is replaced by * — 1 we can’t just plug in z = 1 because we will
get 0/0. We have to do some algebra first as in

7
: ©)

o3 —=1 . (r—-D@*+x+1) . (2®+ax+1) 3
lim = lim = lim -2
=122 -1 221 (z—1(z+1) z—1 (x4 1) 2

4See Thomas section 2.2 page 49.
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The point is that

-1 (aP+az+1)

2—1 (z+1)
for x # 1 and the right hand side (but not the left) is meaningful even when
z=1.

§7.5. When there is no single L such that F'(z) ~ L for x ~ a we write
lim F(z) D.N.E.

T—a

and say that the limit does not exist. This happens because there are two
distinct quantities Ly and Lo with F'(z) ~ L, for some values of z arbitrarily
near a and F(z) = Lg for some other values of x near a. Then if there were
a quantity L such that F(z) = L whenever z =~ a we would have that L = L,
and L = Ly which is absurd: Ly # Lo. For example, z/|z| = 1 if x > 0 and
z/|lz|=—-1if z <0 so

x
im — =1, lim — = —1,
x—0+ ‘x| x—0— |JC|
but
T
lim — D.N.E
x—0 |:L’|

as there are values of x arbitrarily near 0 (like 2 = 0.001) where z/|z| = 1 and
other values of z arbitrarily near 0 (like x = —0.001) where z/|z| = —1. The
same thing can happen with infinite limits:

lim — = oo, lim — = —o0,
z—0+ & x—0— T
but )
lim — D.N.E.
x—0

Notice that we distinguish between an infinite limit and one which does not
exist:

lim — = oo.
x—0 1

Example 7.6. Sometimes even the one sided limits don’t exist. For example
lim cos(x) D.N.E.
Tr—r00

as there are large values of z (like = 10007) where cos(z) = 1 and other large
values of z (like z = 10017) where cos(z) = —1. The function cos(x) bounces
back and forth between these two values as x gets bigger and bigger. Similarly

lim cos <1> D.N.E.
r—0+ €T

as there are small positive values of z where cos(1/z) = 1 (like z = (10007)~!)
and other small positive values of & where cos(1/x) = —1 (like x = (10017)~1).
The function cos(1/x) bounces back and forth between these two values as x
gets closer and closer to zero.
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§7.7. Dummy Variables. Beginners sometimes use the notation lim,_,, F'(z)
incorrectly. The formula (see equation (©) §7.4))

says that if we take a number which is close to 1 (like 1.001), call it =, and
evaluate (22 —1)/(2® — 1) we get an answer which is close to 2/3:
22 =1 1.001° 1 _
23 -1 1.0013—1

2
3
The formula

L out—1 2

lim 3 ==

u—1u3 —1 3
says that if we take a number which is close to 1 (like 1.001), call it u, and
evaluate (u? —1)/(u® — 1) we get an answer which is close to 2/3:

w?—1  1.0017 -1 2
wd—1 1.0013-1" 3
Clearly these formulas have the same meaning:
| |
lim = lim .
w—>1x3—1 u—)lu3—1

We express this formula by saying that the variable  on the left and the variable
u on the right are dummy variables. If a dummy variable in an expression
1s systematically replaced by a completely different variable, the meaning of the
expression is unchanged.

§7.8. Free Variables. The method used in computing equation () §7.4shows

more generally that
i 2 — a2 B 2
2Se 23— a3 34

In this formula the variable x on the left is a dummy variable but the variable

a which appears on both sides of the formula is a free variable; the formula

asserts a fact that is true for all values of the free variable. Thus the formula
2 — b? 2

ilg%)m?’—b?’ ~ 3

conveys the same information whereas the formula

. 22 — b2 _ 2
b7 — b3 3a

is incorrect (unless a = b). If we substitute a number for the free variable a we
get the valid formula as in

i1—>m7z3—73:i

whereas it is meaningless to replace the dummy variable x by a number.
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87.9. Another kind of change of dummy variable is

lim F(x) = lim F h).
xl—I)rtlz (SC) hllz}) ((l+ )
Here the dummy variable x on the left is effectively replaced by a + h on the
right. If x = a + h the condition x ~ a and h & 0 are the same. Sometimes
these substitution makes the algebra more straight forward as in

2% — a? . (a+h)?—a? . 3a*h+3ah*+h® 2

lim —— =1 = =—.
206 TP — a3 hso (a+h)?—a? s 2ah + h? 3a

()

Compare this with equation (V) of

§7.10. A rational function is a ratio of two polynomials, i.e. one which can
be written in the form

P(z)
F(z) = .
= Q@)
where P(z) and Q(z) are polynomials. Evaluate
. P(x)
lim
z—a Q(x)
as follows:
P P
Case I. If a is finite and Q(a) # 0, then lim (z) = (a) by the limit laws.
=a Qr)  Qa)

For example,
2 -1 ~9-1 8

lim 2~ = -2
S5 —1  27—1 26
and )
~1 0-1
lim < — .

Case II. The most common case is where a is finite and Q(a) = P(a) = 0. In
this case we make the change of dummy variable as in §7.9]

P(z) — lim P(a+h)
r—a Q(m) h—0 Q(a =+ h)

There will be some cancellation and we can evaluate the limit. For exam-

ple,
o2 —1 . (1+h?-1 (1+2h+h?) -1
lim = lim —————— = lim =
a=>123—1 hs0(1+h)33—1 hr=0(1+3h+3h24+h3)-1
2h + h? . 2+h 2

- lim - et _ 2
S0 3h+ 302 + B3 he03+3h+h2 3
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Case III. If P(a) # 0 and Q(a) = 0 then we can factor out a a power of h
from the denominator Q(a + h), i.e.

Qa+h)=h"M(a+h)
where M (a) # 0. If n is odd, the one sided limits exist and are infinite
and opposite in sign so the two sided limit does not exist. For example,

1 p L1
=0 w—lglfl‘—l__hirg—h_ o

lim im —
z=1+x—1 h=0+ A

and thus the two sided limit does not exist:

lim D.N.E.

x—1 xr —
If n is even, the one sided limits are infinite and have the same sign so the
two sided limit is infinite. For example,
1 1

o A T

Case IV. If a is infinite, multiply top and bottom by the appropriate power of
z so that the limit on the bottom is nonzero and finite. Then use the law
that the limit of the quotient is the quotient of the limits. For example,

22 -1 22 -1 273 zl -2 0-0

Jm e = lim e Ty = im e = =

0

Theorem 7.11. Sandwich Theoremﬂ Suppose that

f(z) <g(z) < h(z)

(for all x) and that
lim f(z) = lim A(x).

r—a r—a
Then
lim f(z) = lim g(z) = lim A(z).
Proof: If f(x) ~ L and h(x) =~ L then g(x) = L since g(x) is between f(z) and
h(z).

Example 7.12. The Sandwich Theorem says that if the function g(x) is sand-
wiched between two functions f(z) and h(z) and the limits of the outside func-
tions f and h exist and are equal, then the limit of the inside function g exists
and equals this common value. For example

1
—|z| < xcos (> < ||
x

5See Thomas section 2.2 page 53. Some books call this the Squeeze Theorem.
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since the cosine is always between —1 and 1. Since
lim —|z| = lim |z| =0
z—0 z—0
the Sandwich Theorem tells us that
1
lim z cos <) =0.
x—0 x€X
Recall that in Example we saw that the limit lim,_, cos(1/z) does not exist.

Exercises

Exercise 7.13. Find the following limits. (Write D.N.E. if the limit does not
exist.)

(a) lim (2x +5) (b) lim (2z+5) (¢) lim (2z+5)
r——7 r—T— T——00
(d) lim (x + 3)2°1 (e) lim (x + 3)2°M (f) lim (x+ 3)%°1
x——4 r——4 Tr——00
t24+t—2 . Pt -2 N P4t —2
&) o1 M) B = W lim, =5
Lo 2?43 a2’ +3 . x?4l
0l g ) Jim i W i, s
(22 +1)* (2u+1)4 (2t +1)*
(m) lim o) () o) o) it )
22 —4 . . . 2?2 —sinz
iy 2 (@) Jim zsin(z) @ J e
. . Vx—3 . .
Exercise 7.14. Evaluate hn}9 9 Hint: Multiply top and bottom by
z—9 T —
Vv + 3.
1_1
Exercise 7.15. Evaluate lirn2 L ; Hint: The function is rational.
T2 T —
1 1

Exercise 7.16. Evaluate lim u.
Tx—2 Tr—2

Exercise 7.17. Compute the one-sided limits lim,_,._ f(z) and lim, .y f(x)
for ¢ =1 and ¢ = —1 where the function f is defined by

z3 for < -1
flx)=<¢ ar+bd for —1<z<1
22+2 for x>1.

where a and b are constants.
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8 Two Limits in Trigonometry

In this section we prove two important limit formulas which we will
need in Section[15 The first is proved as Thomas section 2.4 page 70
and the second is an easy consequence.

8§ 8.1. The length of a circular arc is
given by
L=r6

where r is the radius of the circle and 6
is the central angle of the circle. Con-
vince yourself of this by trying 8 = 2,
0=m,0=m/2,0=mn/4 etc. Similarly,
the area of a circular sector is given by

0
A=r?=.
2
Theorem 8.2.
in6@ 1-— %
lim 2o’ =1, lim —— o7 _
60 0 60 0

Proof: Comparing the area of the cir-
cular sector with the areas of two right
triangles gives
sin 0 cos 0 < 0 < sin 0
2 2 " 2cosf’

from which we get the limit formula
by algebra and the Sandwich Theorem.
The second formula is proved by multi-
plying top and bottom by 1 + cos 6.

Exercises
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Exercise 8.3. Evaluate Find the limit or show that it does not exist. Distin-
guish between a limit which is infinite from one which does not exist.

tan @ 1—cosz 223 + 322 cos x
li . lim ——. lm ———
(a) 050 0 (b) 250 zsinx () i (x +2)3
sin(x?) . x(1l —cosz) . sin(a?)
(d) i—m x2? (e) ilg%) tan® (£) PL% 1—cosx’
cos T sin sinx
i . h) L . i) lim ——.
() x%$2+9 ()xl—IBrx—w (@) xlgbx—l—sin:c

9 Continuity

This material in this section comes from Thomas section 2.5.

Definition 9.1. A real valued function f is continuous at a iff
lim f(2) = f(a) (©)

A function is continuous iff it is continuous at every «a in its domain. A function
is continuous on a set (e.g. interval) I iff it is defined and continuous at every
point a of I. The definition of continuity says that you can evaluate the limit of a
continuous function by just plugging in. Note that when we say that a function
is continuous on some interval it is understood that the domain of the function
includes that interval. For example, the function f(z) = 1/2? is continuous on
the interval 1 < x < 5 but is not continuous on the interval —1 < z < 1.

§9.2. (Continuity Laws) It is an immediate consequence of the limit laws
(See that constant functions are continuous and the sum and product of
continuous functions are continuous. Hence polynomial functions are continu-
ous. The quotient of continuous functions is continuous (where the denominator
doesn’t vanish). In particular, rational functions are continuous (see §7.10)).

Theorem 9.3. (Continuity of Composition) The composition g o f of two
continuous functions is continuous.

Proof: Let b = f(a). Since f is continuous f(z) ~ b when z ~ a. Since g is
continous, ¢(y) = ¢g(b) when y ~ b. Hence g(f(z)) = g(f(a)) when z =~ a. Since
go f(z) = g(f(x)) this says that g o f is continuous.

Definition 9.4. The derivative of the function f is the function f’ whose
value at the point a is given by

(a) = i LD =), ()

A function f is said to be differentiable on an interval I iff the limit f/(a)
exists (and is a finite real number, i.e. # £00) for every point a in I, i.e. iff the
domain of the derivative f’ contains the interval I.
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Theorem 9.5. A differentiable function is cantinuousﬂ

Proof: Assume that the limit (D) exists. Then

(nm f(x)) ~ fla) = (lim f(x)) - (lim f(a)) (1)

r—a T—ra T—a

= lim (7(2) - f(a) ()
= lim w (2 —a) (hsa)
i PO om0 )
_ (iifi w> 0 (I, IV, II)
= f'(a) -0 (definition)
=0 (hsa)

so Equation (C) holds. In this proof the Roman numerals refer to the corre-
sponding Limit Law from (definition) means by definition, and (hsa) means
high school algebra.)

Remark 9.6. The converse of Theorem [9.5] is false. The function

f(@) = |z|
is continuous but not differentiable at x = 0 since
[(@) = F(0) _ Ja|
z—0 x

and lim,_,q E—I does not exist by

Example 9.7. A stupid way to make an example of a discontinuous function

is the following;:
2?2 ifx #3,
f<x)_{47 if 2 = 3.
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Then
lim f(z) =9 # 47 = f(3).

r—3

The reason that the limit is 9 is that lim,_,, f(z) = L means that f(z) ~ L
when x & a but  # a; i.e. in the definition of limit (see §7.1)) the actual value
of f(a) is explicitly excluded.

Example 9.8. The function

1
rcos | — for x # 0,
fz) = <x) 7
0 forx =0
is continuous by the Sandwich Theorem (see Example|7.12]) but the function

1

cos () fot = #£ 0,
x

0 forz =0

g(x) =

is not continuous at 0 (see Example [7.6)).

Theorem 9.9 ( Intermediate Value Theorem). A continuous function f(s)
defined on the closed interval a < x < b takes every value between f(a) and f(b).
In other words, if f(a) < v < f(b) or f(b) < v < f(a) there is a ¢ such that
a<c<band f(c)=w.

§9.10. Informally, the Intermediate Value Theorem says that the graph of a
continuous function is connected, i.e. you can draw the graph without lifting
your pencil. For example, the equation 23 = 2° 4+ x has a solution x satisfying
1 < x < 2 because the function f(x) = 2® + z is continuous and

f(1)=2<23<34=f(2).

As you draw the graph of y = 2° + x starting at the point (1,2) and ending at
the point (2,34) your pencil crosses over some point (z,23). This is not true for
example for the discontinuous function

2] if x #0,
h(z) =
0 ifx=0.
Since h(z) = —1 for x < 0 and h(z) = 1 for > 0 you cannot draw the graph
y = h(x) without lifting your pencil.

Remark 9.11. The previous paragraph notwithstanding do not say that “a
function is continuous iff you can draw its graph without lifting your pencil”.
A pencil is not a (formal) mathematical concept.
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§9.12. We say that f attains its maximum at ¢ and its minimum at d and
that f(c) is the maximum value of f and f(d) is the minimum value of f
on the interval. Often the maximum is attained at an endpoint, i.e. ¢ = a or
¢ = b and similarly for the minimum. For example, on the interval 2 < z < 3
the function f(x) = 2 attains its minimum value 4 = f(2) at the left endpoint
and its maximum value 9 = f(3) at the right endpoint. When a < ¢ < b we say
that c is an interior minimum; when a < d < b we say that d is an interior
maximum. For example, on the interval —2 < z < 1 the function f(z) = 22
attains its maximum f(—2) = 4 at the left endpoint and its minimum value
f£(0) = 0 at the interior point 0. On an interval which is not closed a continuous
function need not assume its maximum or minimum. For example, the function
g(x) = 1/x is continuous on the interval 0 < x < 1 but there is no number ¢
satisfying 0 < ¢ < 1 and g(z) < g(c) for all z. This is because no matter what
¢ we pick in the interval 0 < 2 < 1 we have that f(¢) > f(c) when ¢’ is nearer
0 then ¢, e.g. when ¢ = ¢/2.

Theorem 9.13 (The Extreme Value Theorem). Let the function f(x) be
continuous on the closed finite interval a < x < b. Then there is at least one
number ¢ such that a < ¢ < b and f(x) < f(c) for all x in the intervala <z <b
and there is at least one number d such that a < d <b and f(d) < f(x) for all
x in the interval a < x < b.

Remark 9.14. The Intermediate Value Theorem and the Extreme Value Theo-
rem are stated but not proved in the textbook (see Thomas Theorem 11 page 80,
page AP-24, and Theorem 1 page 185 ). They are normally proved in more ad-
vanced courses like Math 521. Both theorems tell us that certain problems have
a solution, but the theorems don’t tell us how to find it. They will provide the
theoretical justification for the reasoning we employ in Chapter [[I]

Exercises

Exercise 9.15. Why doesn’t the proof of Theorem [0.5 shows that every func-
tion is continuous?

Exercise 9.16. Find a constant k such that the function

f@) = 3z +2 forx <2
T\ 22+k forxz>2.

is continuous. Hint: Compute the one-sided limits.
Exercise 9.17. Find constants a and b such that the function

a3 forz < —1

flxy=< ar+b for —1<z<1
x24+2 forx > 1.

is continuous for all z.
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Exercise 9.18. Is there a constant k such that the function

_ f sin(l/z) for x #0
f(x)_{k for z = 0.

is continuous? If so, find it; if not, say why.

Exercise 9.19. Let g(z) be continuous on the interval —1 < x < 1 and suppose
that g(—1) = 3 and ¢g(1) = 5. Can we necessarily find an x between —1 and 1
with g(z) = 47 How about g(x) = 67 Explain.

Exercise 9.20. Prove that the equation 2° — 42 4+ 1 = sin« has a solution z in
the interval 1 < z < 2.
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Chapter III
Differentiation

10 Derivatives Defined

Derivatives and the differentiation laws are explained in Thomas
section 3.1and 3.3.

Definition 10.1. The derivative of the function f is the function f’
whose value at the point a is given by

Fa) — 1 18 = T )

T—a T —a

A function f is said to be differentiable at a iff this limit exists and
differentiable on an interval [ iff it is differentiable every point a in I,
i.e. iff the domain of the derivative f’ contains the interval I; f is said to
be continuously differentiable on an interval [ iff it is differentiable
on I and its derivative f’ is continuous on I.

810.2. Here are two ways of writing the definition of the derivative:

f(z) = }llli% w, (1)
ffa) = tim TS0 )

To use equation (1) to estimate f/(4) we might take 2 = 4 and h = 0.001 =~ 0,
so x + h = 4.001 and

fla+h) - flz) _ f(4.001) — f(4)

F'4) = fw) = h - 0.001

To use equation (2) to estimate f’(4) we might take a = 4 and = = 4.001 = 4,
so x —a = 0.001 and

This illustrates that the two formulas are different ways of expressing the same
thing. In equation (1) the variable h is a dummy variable whereas the variable
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x is a free variable. If all occurrences of a dummy variable in an expression
are changed to another letter, the meaning of the expression is unchanged:

L fa R - f@) L fath) - f)
k—0 k h—0 h .

A free variable is used to assert that an equation is valid for a range of values;
if the free variable is changed on one side of an equation it must be changed on
the other side as well. Thus (1) could be written

One can substitute a number for a free variable as in

/ o LA~ f(4)
FO=m=

but substituting a number for a dummy variable yields nonsense. In equa-
tion (2), « is the dummy variable and a is the free variable.

§10.3. We can calculate some derivatives using the method of equation ()
of For example,

e the derivative of the function

fla) =a?
is the function
f(x) = 2z.
Here is the proof:
flet+h)—fl@) . (@t+h)?-a2®
4 — — = =
F@O=m= W ppp 2o+ h) = 2

e the derivative of the identity function

g(z) =z
is the constant function
g'(x)=1
Here is the proof:
iy glet+h)—gl@) . (z+h)—z . h
g (z) = Jim, h = = fm =1

e the derivative of the constant function

k(z) =c
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is the zero constant function
k' (z) =0.

Here is the proof:

K(z) = lim FEEP k@) eme 0y
h—0 h h—0 h h—0

§10.4. The Differentiation Rules. These are used to differentiate expressions
in functions u and v when you know how to differentiate v and v. In the following
Let ¢ and n are constants, u and v are functions, and ’ denotes differentiation.
The Differentiation Rules are

(Constant Rule) d =0,

(Sum Rule) (utv) =u £,

(Product Rule) (w-v) =u - v+u-v,

(Quotient Rule) (9)/—77/'1}_“'”/
uotient Rule o) = 2 ,

(Power Rule) (u™) =nu""t -

Note that we already proved the Constant Rule above.

§10.5. Proof of the Sum Rule. Suppose that f(z) = u(x) + v(z) for all =
where v and v are differentiable. Then

) — i S0 T

lim =2 (definition)
i (u(z) + U(m)g)c - ((Iu(a) +v(a)) (typothesis)
(s
= lim “(“’2 = Z(“) + lim ”(”2 - Z(“) (limit law)

=u/(a) + v'(a) (definition)
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§10.6. Proof of the Product Rule. Suppose that f(z) = u(z)v(z) for all
where u and v are differentiable. Then

f(z) = f(a)

fa) = lim SO (definition)
ECREERTORD ——
- (iﬂ% W) -o(a) + u(a) - (iig}l W) (limit laws)
— u/(a)o(a) + v/(a)u(a) (definition)

(In the fourth step the theorem that a differentiable function is continuous is
also used.)

§10.7. Proof of the Quotient Rule. Suppose that f(z) = u(z)/v(z) for all
x where u and v are differentiable and v(a) # 0. Then

f'(a) =
= lim ! (12 - 2: (@) (definition)
_ iy (0/0) — (w0 (ypothests)
o W@)v(a) = u@)o(x) (hsa)

. U(I) — U(a)> (hsa)

_ (hm u(x) —u(a)). o) ula) (lim v(ﬁr)—v(a)> (lim Taw)

S T —a v(a)2 v(a)2 Tz—a T —a

). v(a)  u(a) (a efinition
= /(a) (@) v(a)? (a) (definition)
_u (G)U(GZ(;)Z(G)U (a) (hsa)

(In the fifth step the theorem that a differentiable function is continuous is also
used.)
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Remark 10.8. The Quotient Rule can be derived from the Product Rule as
follows: if w =wu/v thenw-v=usow -v+w-v' =u so

, v —w-v W —(ufv)-v W v—u-
w = = = .
v v v2

Unlike the argument above, this argument does not prove that w is differentiable
if u and v are. Note that the rule

(cu) = cu’

is a trivial consequence of the Constant Rule and the Product Rule though of
course it can be quite easily proved directly. A special case of the Quotient Rule
is when v = 1. Then v/ = 0 and the Quotient Rule reduces to

1\’ v’
o

§10.9. Proof of the Power Rule for Positive Integer Exponents. First
we prove the Power Rule when the exponent n is a nonnegative integer. When
n = 0 we have u® = 1 and the Power Rule is the Constant Rule. When n = 1
the formula says that v’ = /. Taking u = v in the Product Rule gives

(W) =u' - udu-u =2u-u

which is the Power Rule with n = 2. Using this and taking v = »? in the
Product Rule gives

(u?’)/:(u'uz)/:ul'uz-i-u'(uz)’:u’~u2+u-(2u-u’):3u2-u’.

Proceeding in this way we see that once we have proved the Power Rule for
some exponent n we can take v = «™ in the Product Rule and get

WY = (w-u") =u -u" Fu- (W) =u -u"+u- (nu" T u) = (n 4 Du™ -

which proves the Power Rule for exponent n+1. Hence the Power Rule holds for
any nonnegative integer exponent n. (This style of proof is called Mathematical
Induction.)

§10.10. Proof of the Power Rule for Negative Integer Exponents. We
can now prove the Power Rule for negative exponents using the the Quotient
Rule with u =1 and v = u™:

/
_ 1 nu™ - u’ e
(u n)/:< :_7:_nun 1-u’.
un 2n

§10.11. Proof of the Power Rule for Rational Powers. We prove the
Power Rule when the exponent n is a rational number, i.e. a number of form
n = p/q where p and ¢ are integers. For thus assume that

w = uP/9,
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Raising both sides to the gth power gives
w? = uP.

Applying the Power Rule to both sides gives

qui™tw =puP~t W,

Dividing both sides by quw9~! and substituting u?/? for w gives

/ /

, pup_l - U
w =

puP~t puP~t ! _P -1y

qui—1 - qurla—V)/a — qur—(p/a) q

which is the Power Rule for n = p/q. (In we will prove the Power Rule for
any real exponent n.)

Example 10.12. Using the Differentiation Rules you can easily differentiate
any polynomial and hence any rational function. For example, using the Sum
Rule, the Power Rule with u(z) = x, the rule (cu)’ = cu/, the derivative of the
polynomial

flz) =2z — 2347
is

f(x) = 823 — 322
By the Quotient Rule the derivative of rational function

(z) = 2t — x4+ 7
9\&) = 1+ 22
is
(823 — 322)(1 + 2?) — (22* — 2® + 7)22
(1 + 22)2
625 — 5a* + 823 — 322 + 14z
(14 22)2 '

Example 10.13. The derivative of f(z) = x = 2/? is

1 1 1 1
PN to1/2—1 _ 1 172 _
flw)=3e 2" 2212~ 2. /z

where we used the power rule with n =1/2 and u(z) = =.

Exercises

Exercise 10.14. Using the methods of Chapter [[I] compute the limit

T+ Az T
lim c+24+Ax  x+2
Axz—0 Ax
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Exercise 10.15. Using the definition of the derivative as a limit (only method

allowed), compute the derivative of f(z) = % Hint: See previous problem.
x

Exercise 10.16. Find f/(z) and ¢'(x) if f(z) = 2* and g(x) = (1 +22)*. Hint:
Use the power rule with u =  to find f’(z) and with u = 1 + 2% to find ¢/(z).
Exercise 10.17. Let f(z) = (22 +1)(2® + 3). Find f'(z) in two ways, first by
multiplying and then differentiating, and then using the product rule. Are the
answers the same?

Exercise 10.18. Let f(z) = (1+2%)*. Find dy/dxz in two ways, first by expand-
ing to get an expression for f(x) as a polynomial in z and then differentiating,
and then by using the power rule. Are the answers the same?

Exercise 10.19. The equation

2x _ 1 4 1
2-1 2z41 z-1

holds for all values of x so you should get the same answer if you differentiate
both sides. Check this.

Exercise 10.20. Find f'(z) and ¢'(z) if
1+ a? 2z — 23 4+ 7
=i ar @)= ———s—
2z — x5 4+ 7 1+

Note that f(z) = 1/g(x). Is it true that f/(x) = 1/¢'(x)? What is the relation
between f’(z) and ¢’(z)? Hint: f(x) = g(z)~!. What is the derivative of

f(x) - g(x)?
Exercise 10.21. Find f/(z) if f(z) =1+ 2 + 2%/2 + 23/3 + 21 /4.

f(z)

11 Higher Derivatives and Differential Notation

Higher derivatives and Differential Notation are explained in Thomas
page 121 and section 3.9 especially page 167 respectively.

§11.1. If y = f(x) we often use the notation, called “Leibniz notation”

dy

@:f’(x)

for the derivative. This notation is very suggestive: changing the dummy vari-

able h to Az (see §10.2) gives

dy ., . . fle+h)—f(x) . fle+Azx)—f(x) .. Ay
gz = @)= Jim e = lim Ar = Jim

71 called it variable notation in Remark
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where

Thus A J
Y Y
— h Ax =~
A I when z~0
When y = f(z), the equations
d
m = f'(xo) and = ﬁ .

are synonymous: both indicate that the derivative is to be evaluated at © = xg.
We use the former in functional notation and the latter in Leibniz notation.

Example 11.2. When we use functional notation as in

fla)=a"—a
we may write things like f(2) =23 —2 =6, f(t) =t> —t, f'(z) = 32% — 1, and
f'(2) = 3(2)2 — 1 = 11. When we use variable (Leibniz) notation as in

y=a—zx

we may say things like “the point (x,%) = (2,6) lies on the curve y = 23
and write things like

»
_x’

d d
—y:3x2—1, &

=11.
dz dx|,_o

811.3. The second derivative of a function f is the derivative of the derivative of
f. It is denoted f”'. The third derivative of a function f is the derivative of the
second derivative of f. It is denoted f””’. The nth derivative of f is sometimes
denoted (™). Thus

fO=g 0= (O =pr =

Another notation for the nth derivative of y = f(z) is
"y
dx™

= ().

§11.4. For reasons which will become apparent when we study integration, we
sometimes also use differential notation

dy = (32* — 1) dx

d
instead of d—y = 322 — 1. This handy notation reminds us that a derivative is

x
roughly a quotient of two “infinitely small” quantities.

Warning: Never write something like dy = 322 — 1, i.e. don’t forget the dz.
The quantity dy is “infinitely small” whereas 322 — 1 is not.
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§11.5. Another common notation is operator notation as in

%(aﬁ —z) =3z - 1.

This allows us to avoiding introducing a name for 23 — . It also explains why

we write )
Py _(d
dz?2  \dzx 4

for the second derivative of y with respect to . Be careful to distinguish the
second derivative from the square of the first derivative. Usually

2y |, (dy\?

dz? dr )
Definition 11.6. (Slopes and Tangents). The tangent line to a curve at
a Py(z0,y0) on a curve is the limit of the secant line connecting Py(zo, yo) to a
nearby point P(z,y) on the graph as the point P approaches the point Pp; the

slope of the curve at P, is the slope of tangent line at . The slope of the

secant line is
Ay _ Y=

Ax  x— 29

so the slope of the curve at Py is

Ay dy

m= lim —= =
Az—0 Az d:c(

z,y)=(z0,Y0)

(see Section [6). More precisely:

When a curve is the graph of a function y = f(x), the slope of the curve
at the point Py(zo, f(20)) on the curve is the derivative

m = f/(xo) — lim f(l’) — f(x0>

T—Xo T — X

evaluated at the point = x( so, by the point slope formula, an equation
for the tangent line at Py is y = yo + m(x — o), i.e.

y = f(xo) + f'(x0) (2 — x0).

Remark 11.7. The normal line to a curve at a point Py on the curve is the
line through Py which is perpendicular to the tangent line. Hence an equation
for the normal line to the curve y = f(x¢) at the point Py(xo, f(xo) is

1
y = f(zo) — m(ﬂf — Z0).

41



(Because tan(¢+ %) = —1/ tan ¢, the slope of a line which is perpendicular to a
line of slope m is —1/m. Hence an equation for the line through Py(xoyo) which
is perpendicular to the line y = yo + m(z — x¢) is y = yo — (1/m)(z — x0).)

Example 11.8. We find equations for the tangent and normal lines to the curve
y = 22 at the point (z,y) = (3,9). The slope of the curve at the point (3,9) is

dy
—

= =2
dzr v

r=3

=6
r=3

so the tangent line is y = 9 + 6(z — 3) and the normal line is y = 9 — §(z — 3).
Warning: A common mistake is to forget to evaluate the derivative. The
equation y = 9+ 2z(x — 3) is not an equation for the tangent line, it is not even
an equation for a line. The correct answer is y = 9+6(z—3) not y = 9+2z(x—3).

Exercises

Exercise 11.9. Find the second derivative of 27 with respect to x.

Exercise 11.10. Find the first two derivatives f'(x) and f”(z) of the function

J@) = —.

Exercise 11.11. Find dy/dx and d*y/dz? if y = x/(x +2). Hint: See previous
problem.

Exercise 11.12. Find du/dt and d?>u/dt? if u = t/(t + 2). Hint: See previous
problem.

Exercise 11.13. Find d x d @ 33 Hint: S i
xerci .13. Find — and — [ —— ). Hint: See previous
de \z+2 de? \x +2 P

and i (1)
z=1 de \1+2

Exercise 11.15. Find g(x) such that dy = g(z)dx if y = x/(z + 2).

problem.

Exercise 11.14. Find i :z:
dr \z+2

Exercise 11.16. Let x = (1 —t%)/(1 + %), y = 2¢/(1 + t*) and u = y/z. Find
dx/dt, dy/dt, and du/dt.

Exercise 11.17. Find d?y/dz? and (dy/dx)? if y = 23.

Exercise 11.18. Find equations for the tangent and normal lines to the curve
y = 4x/(1 + x?) at origin and at the point (1,2).

Exercise 11.19. Find equations for the tangent and normal lines to the curve
y = 8/(4 + 2?) at the point (2,1) and at the point (0, 2).

Exercise 11.20. Does the curve y = 2* — 22242 have any horizontal tangents?
If so, where? Hint: A line is horizontal when its slope is zero.
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Exercise 11.21. Let f(z) = 5+3z+ 222+ 223. Find f(0), f/(0), f"(0), f(0),
and f*)(0) for k > 4.

Exercise 11.22. Let f(z) =5+3(z —7) + 3(z — 7)? + 3( — 7)%. Find f(7),
F1(0), £7(7), f(7) and fH)(7) for k > 4.

Exercise 11.23. Let f(z) = ¢y + 1z + C—;xQ + %Sx?’ where cg, c1,c2,c3 are
constants. Find £(0), f'(0), f”(0), f”(0) and f*)(0) for k > 4.

Exercise 11.24. Let f(z) = co + c1(z — a) + %(m —a)® + %(m — a)® where

a,co,c1,C2,c3 are constants. Find f(a), f'(a), f"(a), f"(a) and f™(a) for
n > 4.

Exercise 11.25. For each non-negative integer k, the notation k! is pronounced
k-factorial and is defined to be the product of the first k positive integers, i.e.

Kl=1-2-3--(k—1)-k.

Thus 1! =1, 2! = 2, 3! = 6, 4! = 24, etc. We also define 0! = 1. Find f*)(z)
and f*)(0) for all k =0,1,2,... if f(z) = 2™ and n is a positive integer.

Exercise 11.26. Find f*)(z) and f*)(a) for all k =0,1,2,... if

Co C1 C2 C.
f@) =G+ -a+gE-a?+ -+ S@-a"
where a, ¢y, c1,Ca, ..., cy, are constants.

12 Implicit Functions

Implicit differentiation is explained in Thomas section 3.7.

§12.1. When we say that the function y = f(x) is implicitly defined by an
equation in x and y we mean that if we substitute f(x) for y in that equation,
we get an equation (in z) that holds for all values of . In this case, we can find
the derivative by differentiating the equation and solving for the derivative.

Example 12.2. The function y = /1 — 22 is implicitly defined by the equation
22+y? = 1 (with the additional condition that y > 0). We can find the derivative
explicitly via

dy T

dr /1 — 22

but it is easier to view 12 + 2 as a (constant) function of x, differentiate to get

d dy
0= —(2+9y?) =22 +2y—
g\ & T y) = 2w+ 2y,
and then solve to get
Y x x
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Example 12.3. Here is a more complicated example. A differentiable function
y = f(x) is implicitly defined by the equation

y? + 3zy + 722 — 17 = 0. (1)

and satisfies f(1) = 2. To find f/(1) we can differentiate (1) and solve:

d d
2y + 3252 4 3y + 142 =0
dxr dzx

(we used the product rule when we differentiated 3zy) so

@__By—i—lélx
de  2y+3z’
Then
3yt lde 6+ 14

d

Az oy 2y 437 o y)=12)
Another (harder) way is to find an explicit formula for y by using the quadratic

formula:

~B+VB?2 —4AC -3z £ /922 — 4(T22 — 17)
y = =
2A 2

where A =1, B =3z, and C = 72? — 17. Because f(1) = 2 we must take the
plus sign on the right and we see that y = f(z) is explicitly defined by

)= —3z + /922 — 4(722 —17) -3z + /68 — 1922

. - 5 ®)

We can find f’(x) by differentiating (f):
@ B _§ _ 192 (')
dr 2 268 — 1922

In even more complicated examples, it will be impossible (not merely difficult)
to find a formula for the implicitly defined function. Nonetheless we can still
compute the derivative.

Example 12.4. A typical problem asks you to find an equation for the tangent
line to a curve at a point on the curve. For example, to find the equation for
the tangent line to the graph of () at the point (x,y) = (1,2) we calculate the
slope by implicit differentiation as before:

_dy 3y + 14z 20

m = - _
Wlay-n2 W3 ley-z 7
Then, since the value of the derivative at a point is the slope of the tangent line
at that point, the equation of the tangent line is
20

y=2—7(33—1)
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where we have used the point slope equation
Y = yo +m(z — zo)

(see §2.2) for the equation of the line of slope m through the point (z¢, yo)-

Exercises

Exercise 12.5. Check that the two formulas ({') and (') for dy/dz in Exam-
ple are actually equal.

Exercise 12.6. Find an equation for the tangent line to the curve
z? + TY — y2 =1
at the point Py(2,3). Answer: y —3 = I(z —2)
Exercise 12.7. The point P(1,2) lies on the curve
y® 4 3wy + 72 — 45 = 0.

Find equations for the tangent line at P via the method of Example In this
case you must use implicit differentiation: there is no analog of Equation (1).
(Your TA will learn this in Math 742.)

Exercise 12.8. Find equations for the tangent line and the normal line to the
curve 2 + y3 = 9zy at the point (x,y) = (2,4). Hint: The slope of the normal
line is the negative reciprocal of the slope of the tangent line.

13 The Chain Rule

The Chain Rule is explained in Thomas section 3.6.

Definition 13.1. The composition of two functions f and g is the function
is f o g defined by
(fog)(x) = flg(x)).

Theorem 13.2 (Chain Rule). If f and g are differentiable, so is the
composition f o g and its derivative at the point r = a is

(fo9)(a) = f'(9(a))g'(a).
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Proof: The idea is that
rra = " ~ g (a).

Flw) = fl9(@) e
= g(0) ~ f'(g(a)),

and (because a differentiable function is continuous)

u=ga) =

rr~a = g(z) = g(a)

Hence

(fo9)@) = (foglla) _ flol) = F(9(a)) 9@) =9(a) _ o 0ian\g'(a)

z—a 9(x) —g(a) z—a

when x & a. This proof isn’t quite a correct proof because if g(z) = g(a) the
expression in the middle is meaningless. In general we might have g(z) = g(a)
for some values of « which are arbitarily close to a and g(z) # g(a) for some
other values of x which are arbitrarily close to a. But if this happens we must
have ¢’(a) = 0 since (g(x) — g(a))/(z — a) = ¢'(a) for x ~ a. As before the
difference quotient (f(g(z))—f(g(a)))/(z—a) = f'(g(a))g'(a) = 0 for z ~ a and
g(z) # g(a) whereas the difference quotient exactly equal to zero if g(z) = g(a).

Example 13.3. Take f(u) =5+ u? and g(z) = 7+ 2 so f o g is given by
(fog)(x) = fg(x)) =5+ g(x)* =5+ (T +2°)* = 54 + 14a® + a°.

Thus (f og)'(z) = 4222 + 625 (without the chain rule) while the chain rule give
the same answer:

(fog)(x) = f'(g(x))d (x) = 2(7 + 2)32% = 422° + 62°.

If we modify the example by taking f(u) = 5+ \/u, the direct method doesn’t
apply and we have to use the Chain Rule.

813.4. In differential notation the chain rule looks like the cancellation rule for
multiplying fractions. Thus if y = f(u) and u = g(z) the chain rule is

dy dy du

dr ~ du do (+)

For example, if y = 5+ u? and u = 7 + 23, then

dy dy du 2 3 2
= - — =2u- =2(7+
» u - 3x (7 T )395
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as in Example The formula (x) is hardly surprising since the Chain Rule
is proved by taking the limit as Az tend to zero in the formula

Ay Ay Au
Ar~ Au Ax ()

and the quantities in (x%) really are fractions, not just limits of fractions.

Remark 13.5. In most problems you are given a complicated formula of y in
terms of z and asked to find dy/dx. In such a case you must decide what to
take for u. For example, if you are told that y = 4 ++/7 + 2% and asked to find
dy/dx you might take u = 7+ 2% so y = 4 + y/u and then compute

d dy d 1 1

WS 322 = ——— 322

dr — du dz  2yu W

The last step (where you replace u by its definition in terms of ) is important
because the problem was presented to you with only  and y as variables and
was a variable you introduced yourself to do the problem. After awhile you will
be able to apply the Chain Rule without introducing new letters, and you will
simply think “the derivative is the derivative of the outside with respect to the
inside times the derivative of the inside” and write

d 1
— A+ VT +a3) = ——— - 32,
&' ) 2V7 + a3

Remark 13.6. When f(u) = u”, the Chain Rule becomes the Power Rule, i.e.

d 1 du

n n
—u" = nu - —
dx dx

Thus, for the functions we’ve encountered so far (rational functions and frac-
tional powers), the Chain Rule gives nothing new.

§13.7. Usually we have to apply the Chain Rule more than once to compute a
derivative. Thus if y = f(u), u = g(v), and v = h(z) we have

dy dy du dv
dr  du dv dz’
In functional notation this is

(fogoh)(x)=f'(g(h(z))- g (h(x)) - W' (z).

Note that each of the three derivatives on the right is evaluated at a different
point. Thus if b = h(a) and ¢ = g(b) the Chain Rule is

@
wep AT

d7u
dv

u=c

dy
dx

_dy
T du

r=a r=a
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1

For example, if y = , then y = 1/(1 + u) where v = 1+ /v and

1494 22
v=9+2z2s0
y_dy du v _ 1 1
dr  du dv dr  (14+u)2 2yv
SO
dy| _dy| | | 1L
del,_, dul,_g dvl|,_,s dz|,_, 7 10
Exercises

Exercise 13.8. Let y = v1+ 23 and find dy/dz using the Chain Rule. Say
what plays the role of y = f(u) and u = g(z).

Exercise 13.9. Repeat the previous exercise with y = (1 + /1 + x)3.

Exercise 13.10. Alice and Bob differentiated y = /1 + 23 with respect to x
differently. Alice wrote y = /u and u = 1+ 22 while Bob wrote y = /T + v and
v = 23. Assuming neither one made a mistake, did they get the same answer?

d d
Exercise 13.11. Let y = u?+1and u = 3z + 7. Find d—y and cTy Express
T u

the former in terms of z and the latter in terms of w.

Exercise 13.12. Suppose that f(z) = /z, g(x) = 1 + 22, v(z) = f o g(x),
w(z) = go f(z). Find formulas for v(z), w(z), v'(x), and w’'(x).

Exercise 13.13. Suppose that f(z) = 2% + 1, g(x) = z + 5, and
v=Ffog, w=gof, p=fg a=g-f
Find v(z), w(z), p(x), and ¢(z).

Exercise 13.14. Suppose that the functions f and g and their derivatives with
respect to z have the following values at x =0 and = = 1.

-8/3
Define

v(x) = flg(@),  wx)=g(f(x), pl)=[flx)gx), ql@)=gx)f(x)

Evaluate v(0), w(0), p(0), ¢(0), v'(0) and w’'(0), p’(0), ¢’(0). If there is insuffi-
cient information to answer the question, so indicate.

Exercise 13.15. A differentiable function f satisfies f(3) = 5, f(9) = T,
f'(3) =11 and f’(9) = 13. Find an equation for the tangent line to the curve
y = f(2?) at the point (x,y) = (3,7).
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14 Inverse Functions

Inverse functions are explained in the first part of Thomas sec-
tion 7.1. An important special case of implicit differentiation is
the rule for differentiating inverse functions explained in Thomas
page 365.

§14.1. A graph of an equation of form y = f(z) satisfies the Vertical Line
Test: every vertical line x = a intersects the graph in at most one point. If a
is in the domain of f, then the vertical line = a intersects the graph y = f(x)
in the point P(a, f(a)); if a is not in the domain of f, then the vertical line
x = a does not intersect the graph y = f(x) at all. A graph of an equation of
form x = g(y) satisfies the Horizontal Line Test: every horizontal line y = b
intersects the graph in at most one point. If b is in the domain of g, then the
horizontal line y = b intersects the graph in the point P(g(b),b); if b is not in
the domain of g, then the line y = b does not intersect the graph = = g(y) at
all.

Definition 14.2. When the graphs y = f(z) and z = ¢(y) are the
same, i.e. when

y=f(z) = r=g(y)

we say that f and ¢ are inverse functions and write g = f~!. Thus
domain(f~!) = range(f), range(f 1) = domain(f),

and
y=f(x) = z=["'(y) (#)

for = in the domain of f and y in the range of f.

Example 14.3. The graph y = 2 does not satisfy the horizontal line test
since the horizontal line y = 9 intersects the graph in the two points (—3,9) and
(3,9). Therefore this graph cannot be written in the form x = g(y). However,
if we restrict the the domain to = > 0 the resulting graph does have the form
z=g(y):
For = > 0: y:x2<:>z:\/§.

Let f(z) = 2% (with the domain artificially restricted to > 0); then f~1(y) =
VY. Thus f(3) = 9 so by (#) f7*(9) = 3. Hence f(f~'(9)) = 9 and
f71(f(3)) = 3. In general:

@:x, (\/ﬂ)Zzy

for x > 0. But there is nothing special about this example:
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§14.4. Cancellation Equations. If the graph y = f(z) satisfies the
horizontal line test (so that the inverse function f~! is defined) then

fFHf@) =2 and  F(fT' W)=y

for z in domain(f) = range(f~!) and y in range(f) = domain(f~1).

To see this choose x and let y = f(x). Then z = f~1(y) by Equation (#)
in Definition Substituting the former in the latter gives x = f~1(f(z)).
Reversing the roles of f and f~! proves the other cancellation equation.

Theorem 14.5 (Inverse Function Theorem). Suppose that f and g
are inverse functions, that f is differentiable, and that f'(x) # 0 for all
x. Then g is differentiable and

Proof: The fact that g is differentiable is normally proved in more advanced
courses like Math 521. Assuming this we prove the formula for ¢'(y) as follows.
By the Cancellation Equations of we have

fla(y)) = .

Differentiate with respect to y and use the Chain Rule to get

flaw)g'(y) = 1.
Now divide both sides by f'(g(y)).

Remark 14.6. We can also write the Inverse Function Theorem as

—1\/ _ 1
W) = Fy

If we use this notation, we don’t need a name for the inverse function.

Remark 14.7. A handy way to summarize the formula (f=1)'(y) = 1/f'(f 1 (y))
from Theorem [I4.5]is with Leibniz notation:
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do _ (dy\™
dy \dzx '

For example, for z > 0 and y = 22 we have z = VY = y% SO

W _,, d=_1_ 1
de 7 dy 2z 2y’

in agreement with the power rule

4
dyy

d:L' 1 1 1
= —— = — = —y2
dy 2y 2

1
3 -1

Example 14.8. We find the inverse function g = f~! of the function
f(z) =2 +1

and its derivative. Since y = 2° + 1 <= z = (y — 1)!/3, the inverse function
is g(y) = (y — 1)V/? s0

/ _ (y - 1)72/3
gy) =35
The following calculation confirms that ¢'(y) = 1/f'(g9(y)):
11 1 B 1 C(y—1)723
o) 39w)?  3(y-1)w3)* 3ly—1)*° 3
Exercises

Exercise 14.9. Find the inverse function to f(z) = 3z + 6.

Exercise 14.10. Find the inverse function to f(z) = 7 + 523. Then find its
derivative.

Exercise 14.11. Does the function f(z) = 2% — z have an inverse? (i.e. does
it satisfy the horizontal line test?) Hint: Factor 3 — z and draw the graph.)

Exercise 14.12. Find the inverse function to f(z) = v/1 — 22 where the domain
is artificially restricted to the interval 0 < x < 1. Draw a graph.

Exercise 14.13. Let f(z) = 2° + z and g(y) = f~'(y). What is f(1)? g(2)?
f(2)? g(34)7 Find f'(1), ¢'(2), f(2), and ¢’'(34). Warning: Don’t try to find a
formula for g(y).
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Exercise 14.14. Assume that y = f(z). With the information given below
you can find dz/dy for some values of y. Which values of y and what are the
corresponding values of dx/dy?

f@)=4, f(5)=6, fB) =1 f@=2 [f(5)=3 [f(6)=4
Exercise 14.15. (i) For which constants ¢ does is the function defined by

fz) = 3z for0<z<1;
"l 4z —c forl<u,

have an inverse function? (Hint: Horizontal Line Test.) (ii) For which value of ¢
is f(x) continuous? (iii) Draw a graph of y = f(z) for this value of ¢. (iv) Find
a formula (like the formula for f(z)) for the inverse function z = f~1(y).

15 Differentiating Trig Functions

Differentiation of trig functions and of inverse trig functions is cov-
ered in Thomas sections 3.5 and 7.6. Ignore for the moment the
“Integration Formulas” in table 7.4 on page 411. These formulas
involve the integral sign [ which you don’t need to understand till
later in the course.

815.1. We calculate
sin(f + h) — sin(6)

./ I 1
)=

By the trigonometric addition formula
sin(a + 8) = sin(a) cos(B) + cos(«) sin(3).

with o = 6 and 8 = h the difference quotient is

sin(0 + h) —sin(0)  sin(@) cos(h) + cos(f) sin(h) — sin(0)
h B h
in(h h)—1
= cos(0) smh( ) +sin(0)%
Hence by the formulas
lim M =1 and lim cos(h) = 1 =0
h—0 h h—0 h

from Section [§] we have

d
— sin @ = cos 6.

do
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By the principle that the cosine of an angle is the sine of its complement we
have -
cos(f) = sin(§ —0),

Differentiating this gives

cos’ () = — sin'(g —0)=— cos(g —0) = —sin(6).

(we used the Chain Rule and (% — §) = —1), i.e.

@COSH = —siné.
Differentiating the formula
in 6
tang — 2 — Y
r  cosf

using the quotient rule and the formulas just proved for the derivatives of the
sine and cosine gives

Y . dz 2 02
ton § — 40 T—Y-gp cos®0+sin"0 1 ~ wec2p
- 2 - -2 - 20
T cos? 0 cos? 0

SO

_ — q 2
20 tan 6 = sec” 6.

§15.2. Inverse Trig Functions. The trig functions sine, cosine, tangent
etc. do not satisfy the horizontal line test: they are periodic. The inverse trig
functions are defined by artificially restricting the domain of the corresponding
trig function. When we do this (see we get

o If -5 <0< 5 theny=sinf < 0= sin_l(y)
e If0 <6 <7then x =cosf <= 0 =cos ()
o If -2 <6 <% thenu=tanf < 6 =tan *(u).

Using these and the formula from Remark we can differentiate the inverse
trig functions.
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PROOF: Let y = sinf so § = sin~*(y). Then

da(@)* 1 1 1
dy do cosf /1 _sin20 1—12

where we used the Pythogorean Theorem cos? 6 + sin? 6 = 1.

PROOF: Let 2 = cosf so 6 = cos™*(y). Then

o (da\"T' 1 1 1
dex  \ df ~ sinf V1—cos2f @ J1-—a2?

where we used the Pythogorean Theorem as before.

PROOF: Let u = tan® so § = tan~!(u). Then

9  (du\T' 1 1 1
du  \ df ~sec2 1+4+tan®f 14 wu?
where we used the Pythogorean Theorem in the form 1 + tan? # = sec? §. This

follows from cos? @ + sin?# = 1 by dividing by cos?6. (Recall that the secant
function is the reciprocal of the cosine.)

Example 15.3. We calculate the derivative of y = sin /1 + 22 using the Chain

Rule: J .
Y
—~ =(cosvV1+22) | — ] - 22.
dx ( ) (2\/ 14 a2 )
Exercises

d d
Exercise 15.4. Find 70 cot f and o cot™(v).

d d
Exercise 15.5. Find — secd — sec” ! (w).
xercise 15.5. Find 7 5e¢ and 7 5 (w)

Exercise 15.6. Find the second derivative of tan 6 with respect to 6.
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Exercise 15.7. In each of the following, find dy/dz.
(a)y =sinz. (b)y=(sinz)"'. (c)y=sin(z™?). (d)y=sin"'(z).

Exercise 15.8. Consider the following functions
fi(z) =sin(z?), fo(z) = (sinz)?, fi3(z) = (sinz)z,

fa(z) =sin?z, f5(x) = sin(sinz).

Which (if any) of these functions are the same? Evaluate the derivative of each
of them. Use parentheses to make absolutely certain the order of evaluation is
unambiguous. When you use the Chain Rule to differentiate a composition fog
say which function plays the role of g and which plays the role of f.

Exercise 15.9. Find the limit. Distinguish between an infinite limit and one
which doesn’t exist. (Give reasons!)

(a ) sin 3x' (b) lim sin Sx. () li%l+ sin 3
T—r X Tr—r00 xT T— x
(d) lim sin(3 + h) — sin3. (e) lim sinz — sin 3
h—0 h r—3 T —3

16 Exponentials and Logarithms

The material in this section of the notes corresponds roughly to
Thomas sections 7.3 and 7.4 but section 7.3 depends on section 7.2
which uses integration which we study later. Thomas postpones ex-
ponentials and logarithms till late in the semester, but other bookﬁ
do it here. The theorems which are stated but mot proved here will
be proved in Section[33 of these notes and in section 7.3 of Thomas.

Theorem 16.1. For each positive number a there is a unique function called
the exponential function base a satisfying the following conditions:

(1) The domain of exp, is the set of all real numbers.

(ii) The range of exp, is the set of positive real numbers.

(iii) The function exp, is continuous.

(iv) The function exp, converts addition into multiplication, i.e.
exp, (7 +y) = exp,(z) - expy (y)-

(v) The value of exp,(x) when z =1 is

exp,(1) = a.

8My favorite is Stewart: Calculus: Early Transcendentals.

99



(1t follows that exp,(0) =1.)

§16.2. The more familiar notation for the exponential function is

exp,(x) = a”

so parts (iv) and (v) of Theorem take the more familiar form
a*tV =a® - aY, at = a, a’ =1 Q)

This implies that, for integers, exponentiation is repeated multiplicationﬂ e.g.

ad=a'Tt =qal.al-a! =a-a-a. Using (V) repeatedly gives

rt+r+---+x
—_———

so taking z = 1/n and using (V) again proves that for any positive integer n
av = Va

the nth root of a (i.e. the functions b = a™ and a = b# are inverse functions).

Tt follows easily that parts (iv) and (v) of Theorem determines the value

a® uniquely when x is a rational numbeﬂ and, as every real number is a limit

of rational numbers, this shows that the conditions of Theorem |16.1| uniquely

determine the exponential function. In Section [33| we give a formula for exp,
and show that it satisfies the conditions of Theorem [I6.1]

§16.3. The following familiar laws of algebra all follow easily from equation (V).

1

a® =1, a®*t¥ = a® - aY, a= = —,
al‘

a' = a, (ab)® = a® - b", (aP)* = aP™.

For example, the reason why (ab)* = a* - b* is that both sides satisfy the
conditions of Theorem [16.1] (reading ab for a). Similarly, to prove (a?)* = a®
note that both sides (as functions of 2 and reading a? for a) satisfy the conditions
of Theorem (at least if p # 0; if p = 0 both sides equal 1).

9 Just as multiplication is repeated addition.
10' A rational number is a ratio of integers, i.e. a fraction.
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Theorem 16.4. For a > 1, the exponential function is differentiable, strictly
increasing, and satisfies so

lim a” = oo, and lim o =0.
xr—r 00 r—r — 00
These will be proved in section That the exponential function y = a® is

strictly increasing means that a*' < a*? for x; < 2. (For example, 23 < 2%))
This, combined with the Intermediate Value Theorem [9.9 means that the range
of the exponential function is the set of all positive numbers and the graph of
the exponential function passes the vertical line test so the exponential function
has an inverse function.

Definition 16.5. The inverse function to the exponential function
exp,(z) = a® is called the logarithm function base a:

y=a" < z=1log,(y).

The range of log, is all real numbers, the domain is all positive rea
numbers, and
log,(a”) =2, a5 =y

by the Cancellation Law for inverse functions.

Remark 16.6. Since (1/a)* = 1/a” = a~", similar statements hold if a < 1.
Thus for b < 1

lim b* =0 and lim b7% = 00
Tr—r0o0 xTr—r0o0

and the function b® is strictly decreasing.

§16.7. Because the exponential and the logarithm are inverse functions the
properties the latter may be expressed in terms of the former. For example, the
exponential function converts addition into multiplication so the logarithm func-
tion coverts multiplication into addition. (This is why the logarithm function
was invented.) The following table summarizes this.
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a® =1, log, (1) =0,

a™ T =™ 0, log,(y1 - y2) = log,(y1) + log, (y2),

a”" =1/a", log, (1/y) = —log,(y),
a' =a, log,(a) =1,
(aP)* = aP", log, (y7) = plog,(y).

For example, to prove log,(y1 - y2) = log,(y1) + log, (y2) let 1 = log,(y1) and
x2 = log,(y2). Then y1 - y2 = a*! - a*? = a*1 %2 g0

log, (y1 - y2) = log, (™) = x1 + 1 = log,(y1) + log, (y2).

To prove that log,(y?) = plog,(y) let x = log,(y). Then y = a* so

S0
log, (y) = log,(a"?) =2 -p=p-x=plog,(y).
§16.8. We compute the derivative of exp,(z) with respect to x:

h) — z+h _ x h _ 1
exp,(r) = lim exXPo(@ + ) = x4 (7) _ lim & % — 4% lim ¢
h—0 h h—0 h h—0

This shows that
exp, (x) = a” exp/,(0),
i.e. d
—a® =c-a", c = exp,(0),
2 v, (0 (©)
i.e. the exponential function and its derivative are proportional.

§16.9. For the function y = a® = exp,(z) the formula (<) is

dyi . /
W oy o expl0 0

so the inverse function z = log, (y) satisfies

© o (1

dy ¢y
In Theorem ?? of Section [33] we will prove that there is a number

e = 2.71827182845904523536 . . .
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such that
exp,(0) = 1.

We abbreviate exp, by exp so by definition
exp(x) = exp,(z) = e*.
When a = e the constant ¢ in (f) is 1 so (1) simplifies to

d xr __ xr !
@6 =ec (")

i.e. the function y = e® is its own derivative. The inverse function log,(y) is
called the natural logarithm and is usually written

In(y) := log,(y)-

By (') its derivative is given by

To summarize:

The derivatives of the exponential function y = e* and its inverse func-
tion x = In(y) are given by

d

xr xT
—e
dx

=, () =

§16.10. In science it is customary to express all exponentials in base e. Sub-
stituting a for y in the cancellation law e*¥ = el°8:(¥) = 4/ gives

SO

so by the Chain Rule
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Ao o
de

@) ne=a®Ina,

i.e. the constant ¢ in Equation (T) of §16.9)is ¢ = Ina. We express log,(y) in
terms of the natural logarithm as follows. Let

so by a® = el

Ina)z

y=a” (*)

we have
y= ellna)z (k)

By (*) we have x = log,(y) and by (**) we have Iny = zlna. Hence

Iny

log, (y) = g

as both side equal x.

Example 16.11.

Example 16.12.

2
e£

Exercises

We find divlnx using the Chain Rule as follows:
x

1 d 1
—VIher=——-—Ine=
dzx 2vInz dz 2V 1n

8
Sl

d
Ify = 67527 then, by the Chain Rule, d—y =7 (2z). Note:
T

means e(*") not (e¥)2. The latter is 2.

Exercise 16.13. If x is large, which is bigger: 2% or z2? Hint: Try z =

1,2,3,...,

Exercise

Exercise
Exercise
Exercise

Exercise

Exercise

10.

16.14.

16.15.
16.16.
16.17.

16.18.

16.19.

xr

1

Find lim ——.
x—o0 e 4+ 1

Draw the graph of y = 2*. What is lim,_, o0 277 lim,_, o 277
Find the second derivative of Inz with respect to z.
Find the second derivative of 5% with respect to x.

Find the second derivative of 22e3* with respect to x.

d d
Find —2? and —2°.
11 da:x an dl‘
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d d .
Exercise 16.20. Find — sin(e”) and —e*" 7.
dz dx

d d
Exercise 16.21. Find e In(sinz) and e sin(Inx).

d2
Exercise 16.22. Let y = e~ ?cost. Show that ﬁg = 2¢ 'sint.
. _dly L dy
Exercise 16.23. Let y = ze”. Find — —2— +y.
da? dx

Exercise 16.24. In Exercise [11.17] you were asked to compute d?y/dz? and
(dy/dz)? to reinforce the warning that these are usually not equal. Are they
ever equal? Hint: Try y = —Inz.

d d = d
Exercise 16.25. Find %xw, %xi , and %(x"”)w Hint: 2% = €’
Exercise 16.26. Let y = (z + 1)%(x + 3)*(z + 5)% and v = Iny. Find du/dx.
Hint: Use the fact that In converts multiplication to addition before you differ-
entiate. It will simplify the calculation.

17 Parametric Equations*

Parametric Equations are explained in Thomas section 11.1. We
won’t do much with them except to illustrate Leibitz notation.

Definition 17.1. A pair of equations

v=f(), y=g9)

assigns to each value of ¢ a corresponding point P(z,y). The set of these points
is called a parametric curve and the equations are called parametric equa-
tions for the curve. The variable ¢ is called the parameter and we say that the
equations “trace out” or parameterize the curve. Often ¢ has the interpre-
tation of time and the parametric equations describe the position of a moving
particle at time ¢, i.e. the point corresponding to to the parameter value t is
the position of the particle at time ¢. Parameters other than time are also used.
The following examples show that sometimes (but not always) we can eliminate
the parameter and find an equation of the form

F(z,y)=0
which describes the curve.
Example 17.2. Rectilinear Motion. Here’s a parametric curve:

r=1+t, y =24 3t.
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Both z and y are linear functions of time (i.e. the parameter t), so every time t
increases by an amount At (every time At seconds go by) the first component
x increases by At, and the second component y increases by 3At. The point
at P(z,y) moves horizontally to the left with speed 1, and it moves vertically
upwards with speed 3.

Which curve is traced out by these equations? In this example we can find
out by eliminating the parameter, i.e. solving one of the two equations for ¢, and
substituting the value of ¢ you find in the other equation. Here you can solve
x =1+t for ¢, with result ¢t = x — 1. From there you find that

y=2+3t=24+3(zx—1)=3z— 1.

So for any ¢ the point P(x,y) is on the line y = 3x—1. This particular parametric
curve traces out a straight line with equation y = 3x—1, going from left to right.

Example 17.3. Rectilinear Motion (More Generally). Any constants z,
Yo, @, b such that either a £ 0 or b # 0 give parametric equations

x =z + a(t —to), Yy =1yo+b(t —to) (*)

which trace out the line

a(y — yo) = b(z — o). ()
(Both sides equal ab(t — tp).) At time ¢t = to the point P(z,y) is at Py(zo, yo)-
The values corresponding to Example [[7.2 are to = 0, 20 = 1, yo = 2, a = 1,
b=3.

Example 17.4. Going back and forth on a straight line. Consider
r =2x0+ asint, Yy = yo + bsint.

At each moment in time the point whose motion is described by this parametric
curve is on the straight line with equation (*) as in Example m However,
instead of moving along the line from one end to the other, the point at P(x,y)
keeps moving back and forth along the line (%) between the point P; corre-
sponding to time ¢ = /2 and the point P, corresponding to time ¢ = 37 /2.

Example 17.5. Motion along a graph. Let y = f(z) be some function of
one variable (defined for x in some interval) and consider the parametric curve
given by

v=t  y=f).

At any moment in time the point P(z,y) has = coordinate equal to ¢, and
y = f(t) = f(x), since x = t. So this parametric curve describes motion on the
graph of y = f(z) in which the horizontal coordinate increases at a constant
rate.

Example 17.6. The standard parametrization of a circle. The paramet-
ric equations
x=cosf, y=sinf
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satisfy
2?2 4+ y? =cos? 0 +sin? 0 = 1,

so that P(z,y) always lies on the unit circle. As 6 increases from —oo to +00 the
point will move around the circle, going around infinitely often. The point runs
around the circle in the counterclockwise direction, which is the mathematician’s
favorite way of running around in circles. The more general equations

xr=acost, y=bsint.

parameterize the ellipse
2?2
a b2

Example 17.7. Another parametrization of a circle. The equations

1—1¢2 2t
r= —5 = —
142’ y 1+4¢2

also parameterize the unit circle. To see this divide both sides of the identityE
(1—t32+ (2t)* = (1 +¢7)?

by (1 + t%)? to get 22 + y?> = 1. However the point Q(—1,0) is left out since
y=0only whent=0and x =1 # —1 when t = 0.

Example 17.8. A parametrization of a hyperbola. The functions

et —et et +et

sinh(t) = 5 cosh(t) = 5

are called the hyperbolic sine and hyperbolic cosine respectively. This is
because the equations

x = cosh(t), y = sinh(¢),
parameterise the part of the hyperbola
e — y2 =1
which to the right of the y-axis.

§17.9. For parametric equations as in Definition the chain rule gives
dy dy dw

dt  dr dt

so dividing gives the formula

L —t2)2 4 (20)2 = (1 — 22 +t4) + 482 = 1+ 262 + 4 = (1 +12)2
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dy  dy/dt
dr  dx/dt’

We can use this formula to find the slope of the tangent line at a point on the
curve. The following example illustrates this.

Example 17.10. The point Py (@, %) lies on the unit circle #2 +y? = 1. This

point corresponds to the parameter value § = /6 in the standard parameteri-
zation x = cosf), y = sin @ of Example Since

d d
d—g:fsinf), d—Z:cose
we get
def o _ V3 dy) 1
do 0:7(/6_ 27 do QZW/G_Q’
and so the slope of the tangent line at P is
dy dy/df 1
m = — = _ —_——_—
dx 0=r/6 dx/df 0=r /6 V3

The point slope equation y = yo + m(z — z¢) for the tangent line is

11 V3
=———|lz——].
RN 2
Remark 17.11. Let Py(xo,yo) be a point on a parametric curve corresponding
to a parameter value t =ty and let

_dz

R _dy
Todt

d b=
an 7

t=to t=to

Then
r = z0 +a(t — o), y = yo + b(t — o),
are parametric equations for the tangent line to the curve at Py. This is because

the point slope equation for the tangent line is

_ W

y = yo +m(x — xo), where m = Iy

(z,y)=(z0,y0)

and the slope is m = b/a. (See Example )
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Exercises

Exercise 17.12. Confirm Example [I7.§ by showing that
(cosh(t))z—(sinh(t))Q: 1.
This is analogous to the Pythogorean Theorem
2 . 2
(cos(t))"+(sin(t)) "= 1.

Also show that the hyperbolic sine and hyperbolic cosine are derivatives of each
other. Thus we have the analogous equations

d . d :

7 sinh(¢) = cosh(t), o7 cosh(t) = sinh(¢),
d . d .
o7 sin(t) = cos(t), 7 cos(t) = —sin(t).

Note the signs!

Exercise 17.13. The point Po(—%, %) lies on the unit circle 22 +%% = 1. In the
parameterization of Example it corresponds to the parameter value t = 2.
Use this parameterization to find the equation of the tangent line at this point.
Then find the (same) equation using y = /1 — z2.

Exercise 17.14. Consider the parameterization

1—¢2 2t
r=—5 = —
1+ YT it

of the unit circlefrom [I7.7] For which value of ¢ is (z,y) = (1,0)?  (0,1)?

(0,—-1)7? (%, %)? (@, g)“? Is there a value of t for which (z,y) = (-1,0)?

18 Approximation*

Approzimation is explained in Thomas sections 3.9 and 10.9. In
the latter reference Taylor Approximation (seeTaylor’s formula on
page 589) is treated at a higher level than here. This section is
included as a warmup for infinite series which we study in Math 222.

Before reading this section you should do Fxercises|11.21{11.26|

Definition 18.1. Let f(z) be a differentiable function and a a point in its
domain. The linear approximation to f(x) at £ = a is the linear function
L(z) whose graph is the tangent line to the curve y = f(z) at the point (a, f(a)),
ie.

L(z) = f(a) + f'(a)(z — a)
Note that L(a) = f(a) and L'(a) = f'(a).
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Theorem 18.2 (Linear Approximation Theorem). The linear approzima-
tion L(x) is the linear function which best approximates f(x) near x = a in the

sense that
R
PROOF: lim M = lim (M — f’(a)) =0.
T—a Tr—a r—a Tr—a

Remark 18.3. The idea is that L(z) is a good approximation to f(z) when x
is close to a, i.e. the “error” f(x) — L(x) is small. Theorem says that not
only is the error small it is so small that even when it is divided by the small
number x — a, the result is still small.

Definition 18.4. Given a number « in the domain of f and an integer
n > 0, the polynomial

" B (a)(z — a)k
Po) = Y T r #)
k=0

is called the degree n Taylor polynomial of f at the point a.

§18.5. The letter > is the Greek S (for sum) and is pronounced sigma so the
notation used in (#) is called sigma notation. It is a handy notation but if
you don’t like it you can indicate the summation with dots:

n
Zakzao+a1+~-~+an—1+an-
k=0

Hence the first few Taylor polynomials are
Po(z) = f(a),
Py(z) = fa) + f'(a)(z — a),

Pufa) = (@) + (@)@ — o) + L0

Py(x) = f(a) + f'(a)(x —a) + fﬂ(a)(; o + f’"(a)(gj —a)’

The linear approximation to f at a is the degree one Taylor Polynomial

L(z) = Pi(z) = f(a) + f'(a)(z — a).
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The degree two Taylor Polynomial

Q) = Py(a) = f(a) + [/ (@)(a —a) + TN

is also called the quadratic approximation to f at a.

Theorem 18.6. The Taylor polynomial P, (x) is the unique polynomial
of degree n which has the same derivatives as f at a up to order n:

PP (a) = f*)(a) fork=0,1,2,...,n.

(Of course, Pﬁk)(m) =0 fork>n.)

§18.7. The Taylor polynomial P, (x) for f(x) at a is the polynomial of degree
n which best approximates f(x) for x near a. To make this precise let

Rn(2) = f(2) = Po(x)

denote the nth Taylor Error of f at a. When R, (z) is small P,(z) is a good
approximation for f(z). How small is small? The answer is given by

Theorem 18.8 (Taylor’s Formula). Suppose that f is n+ 1 times
differentiable and that f™tY) is continuous. Let a be a point in the
domain of f. P,(x) be the Taylor Polynomial for f at a, and R, (x) be
Taylor Error for f at a. Then

i) fim )
( ) i—)a (1‘ — a)" 0

(iii) P, (x) is polynomial of degree < n whch satisfies (iii).

We'll study this more in Math 222 but for now we’ll be satisfied to show how

it gives accurate approximations to complicated functions. (Your calculator uses
this method.)
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Example 18.9. Take f(z) = 2'/% and a = 8. Then

flla)y=a"23/3,  f'(x) = 22739,

SO
fly =2, fla=112,  f'(a) = —1/144,
and hence
L(z) =2+ 1—12(36— 8), Qz)=2+ (x1_28) - (“”2_888)2.

Notice that 1
L9 =2+ 7= 2.083333333...

is close to

£(9) = 913 = 2.080083823.. ...

and

1
=L9) — — =2. 1111...
Q(9) (9) 788 07986

is even closer.

Exercises

Exercise 18.10. Evaluate 22:1 i

Exercise 18.11. Let f(z) = 2/3. Find the polynomial P(z) of degree three
which best approximates f(x) near x = 8. Calculate P(9) and compare it with
the value of 91/ given by your calculator.

Exercise 18.12. Let f(z) = \/z. Find the polynomial P(x) of degree three
such that P*)(4) = f*)(4) for k = 0,1,2,3. Calculate P(3), P(5), P(3.5),
P(4.5), P(3.9), P(4.1) and compare the results with the values v/3, v/5, v/3.5,
VA5, V3.9, V4.1

Exercise 18.13. If f(x)
Taylor polynomials Py (x)
compare the result with e

what is %) (2)? f*)(0)? Find the first five
...,5) at a = 0 for e”. Evaluate Pj(1) and

||’;;H

e®
=12
o).
Exercise 18.14. If f(z) = lnz hat is f®)(z)? f*)(1)? Find the first five

Taylor polynomials Py (z) (k .,5) at a =1 for Inz. Evaluate Pj(2) and
compare the result with In 2.

Exercise 18.15. If f(x) = sinz what is f*)(x)? f*)(0)? Hint: What is
f®(x)? Find the first five Taylor polynomials Py(z) (k = 1,2,...,5) at a =
0 for sinz. Evaluate Pj(0.5) and compare the result with sin0.5 = f(0.5).
Warning: Make sure your calculator is computing in radians.
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Exercise 18.16. Is the linear approximation the only linear function satisfying
the conclusion of Theorem [18.2] Why? Is the Taylor polynomial of degree n
the only polynomial of degree n to satisfy the conclusion of Theorem [I8.8

Exercise 18.17. Denote the linear approximations to f near a and to g near
b respectively by

L(z) = fla)+ f(a)(w —a),  M(y) = g(b) +4'(b)(y = b),
and assume b = f(a). Show that
Mo L(x) = (go f)(a) + (g0 f) (a)(x — a).

(This says that The linear approzimation to the composition is the composition
of the linear approrimations.)

19 Additional Exercises

Exercise 19.1. Let f(z) = \/(a + z)(b+ x) where a and b are constants. Show
that
_(b—a)?
Af(x)?

Exercise 19.2. Find all points on the parabola with the equation y = 2 — 1
such that the normal line at the point goes through the origin.

f(x) =

Exercise 19.3. (i) Find ¢ so that function

_J x4ec forzx<l1
f(x)—{?)w forxz > 1

is continuous. (ii) Draw a crude graph of the equation y = f(z). (iii) Give a

formula (like the above formula for f(z)) for the inverse function = = f~!(y) of
the function y = f(z).
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Chapter IV
Applications of Derivatives

20 The Derivative as A Rate of Change

See Thomas section 3.4.

§20.1. The area of a circle of ra-
dius r is

A =mr?

and the circumference of a circle
is

C =27r.
It is no coincidence that

dA
E =2nr = C
The picture shows a circle of radius r and a slightly larger circle with the same

center of radius r + Ar. The difference in the areas is
AA = 7n(r+ Ar)? — nr? = 2nr Ar + w(Ar)? = 27r A7,

The picture shows that AA is the area between the two circles and illustrates
that it is roughly (and in the limit exactly) the circumference of the inner circle
times the change Ar in the radius. (Imagine cutting up the area between the
two circles in a bunch of small rectangles of height Ar and whose bases sum to

C.)
§20.2. The volume of a sphere of radius r is

4

V= _mr®
37rr
and the area is
S = 4mr2.
It is no coincidence that IV
% = 4777"2 = S

To see this rotate the two circles in the picture about a common diameter to
make two concentric spheres. The spherical shell between the two spheres has
volume

4 4
AV = §7r(7° + Ar)? — gﬂr?’ ~ 42 Ar.
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This volume is roughly (and in the limit exactly) the area of the sphere times
the change Ar in the radius. (Imagine cutting up the volume between the two
spheres in a bunch of small blocks of height Ar and whose bases have areas
which sum to S.)

§20.3. The average rate of change of a function y = f(z) as x changes from

o to xg + Ax is
Ay _ f(zo + Az) — f(z0)
Ax Ax

The instantaneuous rate of change of a function y = f(z) at © = xg

dy _ Ay o,
do|, ARy =)

For example, suppose that the position of a particle at time ¢ is
s=f(t)=1t>—6t>+ 9t

where ¢ is measured in seconds and ¢ is measured in meters. The distance
travelled over a tiny time interval from ¢ to ¢t + At is

As = f(t+ At) — f(¢).
The average velocity over that time interval iss

= 28
av—At

and the instantaneous velocity is the limit

. As
Vinst — 1M —
ms At—0 At

as the size At of the time interval shrinks to zero. Thus

d
s = o = /(8) = 32— 126 +9 = 3(¢ — 1)(t - 3).

The particle is at rest when ds/dt = 0, i.e. when ¢t = 1 and when ¢ = 3. The
particle is moving in the positive direction when ds/dt is positive, i.e. for ¢t < 1
and for ¢ > 3 and is moving in the negative direction when ds/dt is negative,
i.e. for 1 <t < 3. Here is a schematic diagram:

t=3
s=0

O\
v

9 t=1
s=4

t=0
s=0
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Exercises

Exercise 20.4. The position in meters of a particle is given by s = t3—4.5¢2 -7t
where t is the time in seconds. When does the particle reach a velocity of 5
meters per second?

Exercise 20.5. Find the average rate of change of the area of a circle with
respect to its radius r as r changes from 2 to 3, from 2 to 2.5, and from 2 to
2.1. Then find the instantantaneous rate when r = 2.

Exercise 20.6. Find the average rate of change of the volume of a cube with
respect to its edge length x as x changes from 5 to 6, from 5 to 5.1, and from 5
to 5.01. Then find the instantantaneous rate when z = 5.

Exercise 20.7. If a tank holds for 5000 gallons of water which drains from the
bottom of the tank in 40 minutes then Toricelli’s law gives the volume V' of
water remaining in the tank after ¢ minutes as

2
t
V=5000(1-—], 0 <t <40.
(1-m) - o=t
Find the rate at which water is draining from the tank after 5 minutes, after 10
minutes, and after 20 minutes.

Exercise 20.8. Water runs out of a cylindrical tank from a drain in the bottom.
The water level in the tank ¢ hours after the tank starts to drain is

£\ 2
y==06 <1 — 12) meters

and the tank drains completely after 12 hours. Find the rate (measured in
meters per hour) at which the depth is decreasing after ¢ hours. When is the
depth decreasing the fastest? The slowest? Show that the rate at which the
water level decreases is proportional to the square root of the water level.

Exercise 20.9. A heavy object is shot straight up from the Earth’s surface at
200 feet per second. Elementary physics tells us that its height after ¢ seconds
is

y = 200t — 16¢>.
Find the velocity
dy
V= —
dt
and the acceleration
d?y
a=—
dt?

as functions of t. When is the object (momentarily) at rest? When does it move
up? Down? When is it highest? When does it change direction? How high does
it go? When it it moving fastest?
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Exercise 20.10. The size of a poulation of bacteria in a nutrient broth after ¢

hours is
N = 10660.0675

How large is the population and how fast is it growing at time ¢t = 0?7 ¢t = 17
t=27

Exercise 20.11. If f is the focal length of a lens and an object is placed at a
distance p from the lens then the image will be at a distance ¢ from the lens
where

1 1 1
fp a
Find the rate of change of p with respect to q.

21 Related Rates

See Thomas section 3.8.

§21.1. The first step (and usually the hardest step for students) in solving
a word problem is to reformulate it in mathematical notation. This usually
means expressing some of the quantities in the problem as functions of the
other quantities. If the formulation of the problem does not explicitly assign
letter names to these quantities, you will first have to name them yourself. In
these problems it is very helpful to keep track of the units.

§21.2. The Balloon Problem. Air is pumped into a spherical balloon so that
its volume increases at a rate of 100 cubic centimeters per second. How fast is
the radius increasing at the instant when it is 25 centimeters?

SoLuTION. To solve this problem we first name everything in sight:

Let V' denote the volume of the balloon, r denote the radius of the
balloon, and t denote the time in seconds.

The quantities are related by
4
V= —13.
37

We write the given information in mathematical notation:

d
d—‘t/ = 100cm? /sec.

We write what the problem asks us to find in mathematical notation:

o
dt r=25
Now we use the chain rule.
av 5 dr
A . gl
dt dt

73



so when r = 25 we have

ﬁ B dv/dt 100
dt|,_os  ATr? | _,s  4m625°
The answer has the units of
3
CH;% = cm/sec.

§21.3. The Ladder Problem. A ladder 10 feet long leans against a vertical
wall. The bottom of the ladder moves away from the wall at one foot per second.
How fast is the top sliding down the wall when it is 6 feet above the ground?

=7
y=6

SOLUTION. We name everything in
sight: Let x be the distance of the bot- dy
tom of the ladder from the wall, y be the a
height of the top of the ladder above the
ground and ¢ be the time in seconds. By
the Pythogorean Theorem z and y are

related by b _ >
at =1

22 —|—y2 =102

Hence z = 1/102 — y2 so x = 8 when y = 6. Differentiating gives

dx dy
2w + 22— =0
Ta TV
SO
dy _ 2x-dx/dt _2-8-1
dt|,_g 2y y=6 2-6
Exercises

Exercise 21.4. The radius r of a sphere at time t is given by the formula

r=vVeZ+1-1
1. Give a formula for the rate of change in the radius with respect to time.

2. Give a formula for the rate of change of the volume of the sphere with
respect to time.

3. How fast is the volume changing when ¢t = 27
4. How fast is the volume changing when r = 27

Exercise 21.5. Two cars, car A traveling west at 30 miles per hour and car B
traveling south at 22.5 miles per hour, are heading toward an intersection I.
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1. At what rate is the angle I AB changing at the instant when cars A and
B are 300 feet and 400 feet, respectively, from the intersection?

2. At what rate is the angle I AB changing at the instant when cars A and
B are 300 meters and 400 meters, respectively, from the intersection?

Exercise 21.6. A point is moving on the curve y = 2. At the instant when it

d
is passing through (3,9), v is changing so that d is 7. How fast is = changing

dt
at that time?

Exercise 21.7. Sand is flowing from a pipe at the constant rate of s cubic
meters per second, and is falling in a conical pile. The diameter of the base of
this pile is always three times the altitude. At what rate is the altitude of the
pile increasing when the altitude is h metersq?|

Exercise 21.8. A highway patrol plane flies 3 miles above (and along) a level
straight road at a steady 120 miles per hour. The pilot sees an oncoming car with
radar and determines that at the moment that the distance from the plane to
the car is 5 miles, this distance is decreasing at the rate of 160 miles per hour.
Find the car’s speed along the highway. This problem comes from Thomas
problem 42 page 163.

Exercise 21.9. If the highway patrol plane in the Exercise were really
designed to catch speeders, it might have a device which works as follows. It
records the altitude h, the velocity u of the plane, the angle ¢ between the line
of sight to the car and the vertical, and the rate of change d¢/dt of ¢. (The
values from the previous problem are h = 3, u = 120, and, at the moment the
measurement is taken, ¢ = cos~1(3/5).) Then it computes the speed v of the
car. Find a formula expressing v in terms of h, u, ¢ and d¢/dt. As before
assume that h and u are constant, but of course ¢ and d¢/dt are not.

Exercise 21.10. A light at the top of a pole which is h feet high. A ball is
dropped from half the height of A at a point which is at a horizontal distance
a in feet from the pole. Assume that the ball falls a distance s = gt2/2 feet,
where t is the time in seconds since it was dropped and g is a constant. Find
how fast the tip of the shadow of the ball is moving along the ground ¢ seconds
after it is dropped. (Express the answer in terms of h, a, g, and ¢.)

Exercise 21.11. A lighthouse is located 1000 feet from the nearest point on
shore and rotates three times per minute. How fast is the end of the beam of
light it emits moving along along the shore when it passes the closest point on
shore?

Exercise 21.12. You are videotaping a race from a stand 120 feet from the
track, following a car that is moving at a constant velocity along a straight track.

12 The volume of a right circular cone whose altitude is h and whose base has radious r is

2
V =

7r<h

. We will prove this using calculus in Chapter
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When the car is directly in front of you the camera angle is changing at a rate
of m/3 radians per second. How fast is the car going? How fast will the camera
angle be changing a half second later? (The camera angle - race car problem is
like the lighthouse problem in that both use the formula z = btan ¢ but in the
former problem dz/dt is constant while in the latter d¢/dt is constant.)

22 Some Theorems about Derivatives

See Thomas section 4.2.

Theorem 22.1 (First Derivative Test). Suppose that a function f(x)
defined on an interval a < x < b attains its minimum (or its mazimum,)
at a point c in the interval. Then either

(1) c is an endpoint, i.e. ¢ =a or ¢ =b; or
(2) f is not differentiable at c; or

(3) c is a critical point of f, i.e. f'(c)=0.

Proof. (See also Thomas page 200.) Assume that (1) and (2) fail, i.e. that
a < ¢ < b and that f'(c) exists. We will prove (3). Since f/(c) exists we have

e @)~ f(0)

x) — f(c ,

7 7~ fc *

1219 5 (*
for x & c. If the ratio on the left is positive, then the numerator f(x)— f(c) and
the denominator x — ¢ have the same sign; if the ratio on the left is negative,
then f(x)— f(c) and x — ¢ have opposite signs. Since ¢ is an interior point, there
are numbers in the interval to the right of ¢ and close to ¢ and other numbers
in the interval to the left of ¢ and close to ¢. Thus

o If f'(c) is positive, then f(z) — f(c) > 0 for & near and to the right of c,
so ¢ is not a minimum.

o If f'(c) is positive, then f(x) — f(c¢) < 0 for x near and to the left of ¢, so
¢ is not a maximum.

o If f'(c) is negative, then f(x) — f(c) < 0 x near and to the right of ¢, so ¢
is not a minimum.

o If f'(c) is negative, then f(x) — f(¢) > 0 for = near and to the left of ¢, so
¢ is not a maximum.
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0. O

Thus the only possibility is f/(c)
Remark 22.2. A function f(z) is said to have a

- global minimum at ¢ if f(c) < f(z) for all z in the domain of f;

global maximum at ¢ if f(c) > f(z) for all z in the domain of f;

local minimum at ¢ if f(c) < f(z) for all z some open interval about c¢;
- local maximum at c if f(c) > f(x) for all  some open interval about c.

(Some books use the words “absolute” and “relative” for “global” and local”.)
The first derivative test says that the derivative of a differentiable function
vanishes at a local minimum or maximum.

§22.3. Examples. (1) The function L(x) = 2z + 3 satisfies L'(z) = 2 and so is
differentiable and has no critical point. On any interval it attains its minimum
at the left endpoint and its maximum at the right endpoint.

(2) The absolute value function g(x) = |z| satisfies

/
g(@) =
]
for z # 0 but ¢’(0) does not exist. On any interval containing 0 it attains its
minimum at 0 and its maximum at one of the two endpoints.

(3) The derivative of the function f(z) = 23 — 3z is f'(z) = 3(z* — 1) and
f/(z) = 0 for z = £1. The point z = —1 does not lie in the interval 0 < x < 2
and f(0) = 0, f(1) = =2, and f(2) = —1 so on the interval 0 < z < 2 the
function attains its minimum value at 1 and its maximum value at 0.

Theorem 22.4 (Mean Value Theorem). Assume f(x) is continuous
on the closed interval a < x < b and differentiable on a < x < b. Then
there is a point ¢ with a < ¢ < b and

f(b) = f(a)

b—a '’

f'(e) =

i.e. the tangent line to the graph at (c, f(c) is parallel to the “secant
line” joining (a, f(a)) and (b, f(D)).
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(b,f(b))

(a,f(a))

Proof: (See also Thomas page 193.) Consider the linear function

The function

satisfies )
g = - 10N

By the Extreme Value Theorem §9.13|the function g attains its maximum and its
minimum. Since g(a) = g(b) = 0 at least one of the maximum or the minimum
must occur at an interior point ¢. By the First Derivative Test we have

g(c)=0

as required. (The special case of the Mean Value Theorem where the values at
the endpoints are the same is called Rolle’s Theorem.)

Definition 22.5. A function y = f(z) is said to be increasing on an interval
iff
r1 < Top — f(.’l?l) < f(ZL‘Q)

for any two points x1,zo of the interval. (The symbol = means implies.)
Similarly f is said to be decreasing on an interval iff

Ty <2 = f(21) > f(22).

A function is monotonic on an interval iff either it is increasing on that interval
or else it is decreasing on that interval.
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f'(x) >0
Theorem 22.6 (Monotonicity Theorem). If ¢ f'(z) <0 » for all
f(x)=0
mcreasing
x in an interval I, then f is { decreasing p on that interval.
constant

Proof. (See also Thomas pages195 and 199.) Choose x; and x2 in the interval
I with 1 < z5. By the Mean Value Theorem there is a ¢ with 1 < ¢ < x5 and

f(z2) = f(21)

T2 — X1

= f'(c). (#)

Since c¢ is between z7 and x5 it lie in the interval I and hence f’(c) has the
sign (positive, negative, or zero) of the hypothesis. Hence the ratio on the left
in equation (#) has this same sign. Since z; < x5 the denominator x5 — 27 is
positive and hence the numerator f(x2) — f(x1) has this same sign. If the sign
is positive, then f'(c) > 0so f(x2) — f(x1) > 0so f(z1) < f(xz2). If the sign is
negative, then f'(c) < 0so f(z2)— f(z1) < 0so f(z1) > f(x2). If the derivative
is identically zero, then f’(c) =0 so f(z2) — f(x1) =0so f(z1) = f(x2).

Theorem 22.7 (Second Derivative Test). If f”(z) > 0 for all z in
some open interval I, and f'(c) =0 at some ¢ in I, then f(x) assumes
its minimum on I at c. Similarly, if f"(x) < 0 for all x in some open
interval I, and f'(c) = 0 at some c in I, then f(x) assumes its mazimum
on I atc.

Proof: (See Thomas page 206.) Let a and b be the endpoints of the interval so
a < c<b Assume f’(z) >0 for a < x < b. Then f'(z) is increasing on the
interval. But f/(c) =0so f'(z) <0 for a <z <cand f'(z) >0 for c < x < b,
ie. f(x) is decreasing for a < x < ¢ and increasing for ¢ < ¢ < a. Hence f(z)
is smallest when z = c.

Remark 22.8. The proof shows more generally that if f'(x) < 0fora <z < ¢
and f'(x) > 0 for ¢ < z < b then f(z) has a minimum at ¢ on the interval
a<x<b.
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Definition 22.9. A function y = f(x) is concave up on an interval iff the sec-
ond derivative f”(x) is positive at every point = in the interval. The derivative
of f"is f” so, by the Monotonicity Theorem, the derivative f’ of a concave up
function is increasing. Similarly, the function is concave down iff its second
derivative is negative. For example, the function f(x) = 22 is concave up on any
interval and the function g(z) = —2? is concave down. (See Thomas page 202.)

Theorem 22.10 (Secant Concavity Theorem). Suppose that f(x)
s concave up on the interval a < x < b and define

W) = fa)+ (10 =1) o)

so that the graph y = W (x) is the secant line joining the points (a, f(a))
and (b, f(b)). Then the graphy = f(x) lies below the graph of the secant
line, i.e.

for a < x < b. Similarly, if f(x) is concave down, the graph of the
function lies above the graph of the secant line.

Proof: Define g(x) = f(z) — W(x) as in the proof of the Mean Value Theorem.
Since W (z) is a linear function, its second derivative is zero so ¢”(x) = f"(x)
and g is also concave up. By the Mean Value Theorem there is a point ¢ with
a < c¢<band ¢g'(c) = 0. Since ¢’ is increasing this means that ¢'(z) < ¢’(¢) =0
for a <z < cand ¢'(x) > 0 for ¢ < 2 < b. Hence g is decreasing on the interval
a < x < ¢ and increasing on the interval ¢ < z < b. Hence g(a) > g(z) for
a <z < cand g(x) < g(b) for c <z < b, ie. g(x) <0fora <z <b As
g=f—W weget f(x) < W(z) for a < x < b as required. If f is concave down,
then —f is concave up, so —f < —W, and hence W < f.
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b,f (b))
y=W(z) (

(a,f(a))/

Figure 1: The Secant and Tangent Concavity Theorems

Theorem 22.11 (Tangent Concavity Theorem). Suppose that f(x)
s concave up on the interval a < x < b and let ¢ be an interior point of
that interval, i.e. a < ¢ <b. Define

L(z) = f(c) + f'(0)(z = ¢)

so that the graph y = L(z) is the tangent line to the graph y = f(x) at
the point (c, f(c)). Then the graph y = f(x) lies above the graph of the
tangent line, i.e.

L(z) < f(x)

for a < x < b. Similarly if f(z) is concave down, the graph of the
function lies below the graph of the tangent line.

Proof: Consider the function g(x) = f(x) — L(z). As the function L(x) is
linear, its second derivative is zero, so ¢”(x) = f”(x) and ¢ is also concave up.
Moreover f'(c) = L'(c) = the slope of the tangent line at ¢, so g’(¢) = 0. Since
¢’ is increasing this means that ¢'(z) < ¢’(¢c) =0 for a < < c and ¢'(z) > 0
for ¢ < © < b. Hence g is decreasing on the interval a < x < ¢ and increasing on
the interval ¢ < x < b. Hence g(z) > g(¢) =0fora <z < cand 0 = g(c) < g(x)
for c <z < b, ie g(z) >0fora<z<b Asg=f— L we get L(z) < f(z)
for a < x < b as required. If f is concave down, then —f is concave up, so
—L < —f, and hence f < L.

Remark 22.12. When I learned calculus the terms convexr and concave were
used; I could never remember which was which. Small wonder. In common
parlance the concave side of a curve is a convex set. The present terminology is
better because of the following dumb poem:
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Concave up is like a cup —, Concave down is like a frown —.

Example 22.13. If y = 23, then d?y/dz? > 0 for x > 0 so by the Secant and
Tangent Concavity Theorems it satisfies the following inequalities:

3 3

— (x—a)for0<a<z<b<oo

2 <a®+
b—a

and
AE+3(r—c)<aPfor0< e,z <oo, T#c.

Similarly, the function d?y/dx? < 0 for < 0 so
b3 — a3

— (x—a)<azdfor —co<a<z<b<0

a® +

and
23 <433 (r—c)for —oc0<c,x<0, r#c

To make sure you appreciate this, plug in a few particular values for a, b, ¢ and
z,say a=1,b=4, c=2, x =3, and evaluate both sides of the inequality.

Exercises

Exercise 22.14. Let f(z) = 2° + 322 + 32 + 5. Does f have an inverse? How
do you know? If f has an inverse, determine f~1(5), (f~1)(5), f~1(12), and
(f_l)/ (12). Hint: For what values of x is f/(x) < 07

Exercise 22.15. True or false?
T F. An increasing function has an inverseE
T F. A decreasing function has an inverse.

T F. If a continuous function has an inverse it must be monotonic. (Hint:
Intermediate Value Theorem.)

T F. If a function has an inverse it must be monotonic.

Exercise 22.16. On what intervals is the function y = 23

Decreasing? Concave up? Concave down?

— x increasing?

Exercise 22.17. Repeat the previous exercise for the following functions:
@y=a'—2? (b)y=1/1+2*) (y=~1+2)/(1-2)
(d)y=e (e) y = In(x) (f)y=2°

() y = sin(z) (h) y = cos(z) (i) y = tan(z)

13 j.e. satisfies the horizontal line test.
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Exercise 22.18. Write out the inequalities asserted by the Secant and Tangent
Concavity Theorems for each of the functions y = f(x) of the previous exer-
cise and each interval on which the function does not change concavity. (See

Example [22.13])

Exercise 22.19. Find a point on the curve y = x3 where the tangent is parallel
to the chord joining (1,1) and (3,27). What theorem does this illustrate?

23 Curve Plotting

See Thomas section 4.4.

Definition 23.1. A point on a curve where the concavity changes is called a
point of inflection. On one side of a point of inflection the tangent line is
below the curve, on the other side it is above. At the point of inflection the
tangent line crosses the curve.

Theorem 23.2. If the curve is the graph y = f(x) of a twice differentiable
function, the second derivative f"(x) vanishes at a point of inflection. (See
Thomas page 204.)

Definition 23.3. The line y = b is a horizontal asymptote of the function
y = f(x) iff either lim,_,» f(z) = bor lim,_,o f(2) = b or both. The linez = a
is a vertical asymptote of the function y = f(x) iff either lim,_, o4 f(2) = £o0
or lim,_,,— f(x) = oo or both.

Example 23.4. (i) The line y = 0 is a horizontal asymptote for the function

fl@) =1/(1+2?).

(ii) The lines y = £7/2 is are horizontal asymptotes for the function f(z) =
tan~1(z).

(iii) The line x = 3 is a vertical asymptote for the function f(z) = 1/(x — 3)%.
(iv) The line = 2 is a vertical asymptote for the function f(x) =1/(x — 3).

(v) The lines z = (n + %) are the vertical asymptotes for the function f(z) =
tanx.

§23.5. To graph y = f(z) on a < & < b proceed as follows:

(1) find the interesting values of z: critical points, inflection points, vertical
asymptotes.

(2) find the value of y at each interesting point:

e At a critical point or inflection point , find f(z).
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e At a vertical asymptote z = ¢ find both one sided limits

fle=) = lim f(x), and f(c+) = lim f(z).

T—c— r—c+

(These values are +00.)

e At the endpoints a and b find

fla+) = lim f(z), and f(b—) = lim f(x).

T—a+ r—sb—
(Usually a = —oc0 and b = +00.)

(3) Make a table. On each interval bounded by a pair of adjacent interesting
points, find the sign of f/'(z) and the sign of f”(z). (Now you know on
which intervals f is increasing and on which intervals f is concave up.)

(4) Draw the graph.

Example 23.6. we graph y = 2% — 3x. The formulas for the first derivative
y' = dy/dx and y"' = d*y/dx? are

y =32% -3, Yy’ = 6x.

Here is a table showing the intervals on which f is increasing, decreasing, concave
up, concave down:

z | oo -1 N A
Yy | —o0 2 -3 -2 0
Y +4++]0 | ——=| = | === 0 | +++
y" ———= | = === 0 | +++]| + | +++

Figure [23] shows the graph and the tangent line at the point of inflection.

Example 23.7. We graph y = x/(1 —22). The formulas for the first derivative
y' = dy/dx and y" = d?y/dx? are

;L 1+ 22 ,,_23:(3—1—3:2)
YT Y T a2

The x-axis is a horizontal asymptote at both ends as

x
li = li =
x—}r—noo 1—2z2 0, acgrolo 1— 22 0,
and the lines z = —1 and = = 1 are vertical asymptotes with
. ) x
lim = 00, lim = —00,
z—1—1 — 2 z——14 1 — 22
lim = 00, lim = —00.

z—=1+ 1 — 22
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y=a%—3z y=a/(1-a?
Figure 2: Two Graphs

Here is a table showing the intervals on which f is increasing, decreasing, concave
up, concave down:

x‘—oo‘ ‘—1—‘—1—1—‘ ‘0‘ ‘1—‘1—1—‘ 00
Y 0 00 —00 0 oo | —oo 0
Y ++ + +++ |+ | +++ +++
y” +++ —— =0 | +++ ——=

Figure 23] shows the graph.

Exercises

Exercise 23.8. Draw the graph of a function y = f(z) having all the following
properties:

a) horizontal asymptote y = —1/2 (as x — —00).

b) horizontal asymptote y =1 (as * — +00),

c) vertical asymptotes = —1 and « = 1/2.

d) continuous and decreasing on the interval (—oo, —1).
e) continuous and increasing on the interval (—1,1/2).
f) continuous and increasing on the interval (1/2, c0).

Exercise 23.9. Determine where the curve y = z* — 423 + 1 is increasing
or decreasing, concave up or concave down. Where are its critical points and
inflection points? Draw the graph.
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Exercise 23.10. Describe the horizontal and vertical asymptotes (if any) of
2
Yy= 1f$2 .

Exercise 23.11. Find the intervals on which the curve y = 2® —3z is increasing,
decreasing, concave up, or concave down. Sketch the curve showing inflection
points and local maxima and minima.

Exercise 23.12. Graph y = z + 1/x. The graph approaches what line as
x — +oo?

1
241

x

Exercise 23.13. Graph y =

Exercise 23.14. Graph y =
T

Exercise 23.15. Graph y =
T

Exercise 23.16. Graph y =
x

24 Max Min Word Problems

See Thomas section 4.5.

Example 24.1. We find the points on the curve y = 22 which are closest to
the point (0, b) for various values of b. The distance is

r=y(z =02+ (y—b)?2= 22+ (@?-b? =y +(y—b>

2

If r attains its minimum at some point, then r* also attains its minimum at
that same point so we minimize 72. The algebra is slightly simpler if we use y
rather than = as a parameter but we must remember that, by symmetry, every
positive value of y determines two points (,/y,y) and (—,/y, y) on the curve and
that the domain of the function 72 as a function of  has an endpoint at y = 0.
The derivative of 2 is

d(r?)

dy

which vanishes when y =b—1/2. If b < 1/2, then b — 1/2 < 0 so the derivative
never vanishes and the minimum must occur at the endpoint y = 0 so the closest
point is (0,0) Since the second derivative is positive there is a unique minimum
if b > 1/2. In this case there are two closest points: (/b —1/2,b—1/2).

=14+2(y—»b)

Example 24.2. Suppose the river is bounded by the horizontal lines y = 0 (the
x-axis) and y = a. A man wants to go from A(0,a) to B(b,0) as fast as possible
by rowing to P(z,0) and running along the shore to B. He rows at speed w and
runs at speed v so the total time is

V2 4+ a? +b—x

w v

T(z) =
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<

z X B

The function T'(x) is defined for all x but we seek its minimum on 0 < z < b.

(Obviously T'(z) < T'(0) for z < 0, and for « > b the formula is not correct: one
should replace b — = by |b — z|.) The derivative is

T (x) = o 1
wvz?+a2 v

which vanishes at
wa

Vo2 — w?

(This holds if v > w; otherwise T"(z) doesn’t vanish anywhere.) Now

8l

a2

T () = ————557 >0
(z) w(x? + a2)3/2
so T'(x) is concave up on —oo < x < 0o so has a unique minimum at z = z. If
T > b, then the minimum occurs at the end point x = b; otherwise the minimum
occurs at ¢ = Z. The inequality Z < b is 2 < b. From the formula for Z this is

w?(a® 4+ b?) < 0?2

Ifa=3,b=8 w=6,v=_8, then w?(a® +b?) = 36 - 73 < 64 - 64 = v?h? and
the min occurs at # = 2. If a = 5, b = 5, w = 6, v = 8, then w?(a® + b?) =
36 - 50 > 64 - 25 = v2b? and the min occurs at = = b.

Example 24.3. Here is a similar problem. A woman wants to cross a lake
from point A to point C' directly opposite. She rows in a straight line to a point
B and then runs along the shore. Let § = ZCAB so 20 = ZCOB where O
is the center. Now ABC is a right triangle (it is inscribed in a semicircle) so
(assuming the radius of the lake is a) the time is

7(0) = 2a cos 0 n 2&0.

w v

for /2 > 6 > 0. (Again w is the rowing speed and v is the running speed.)

Now

T,(G)Z_Zasine 2a

w v
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which vanishes at 6 = sin™'(v/2w). But T"(0) = —(2a/w)cosf < 0 so the
interior critical point is a maximum, not a minimum. The minimum occurs at
one of the two end points. At the end points
2am 2a
T(n/2) = —, T0) = —,
(r/2) == ==

and the minimum is the smaller of these two. Thus, to minimize the time, she
should run around the lake if w < v/7, and row straight across if w > v/x.

Exercises

Exercise 24.4. Find the local maxima and minima of f(x) = —(z—1)3(z+1)2.

Exercise 24.5. If we use x rather than ¥ as the parameter in Example we
have to minimize the function

r? = f(z) = 2® + (2% — b)?

over the interval —oo < z < co. Draw the graph of the function f(z) for b = 1/4
and for b =1.

Exercise 24.6. Show that f(z) = x + 1/z has a local maximum and a local
minimum, but the value at the local maximum is less than the value at the local
minimum.

Exercise 24.7. A train is moving along the curve y = 22 + 2. A girl is at the
point (3,2) At what point will the train be at when the girl and the train are
closest? Hint: You will have to solve a cubic equation, but the numbers have
been chosen so there is an obvious root.

Exercise 24.8. Find the local maxima and minima of f(z) = —x 4 2sinz in
[0, 27].

Exercise 24.9. A 12 x 12 piece of sheet metal is to be cut along the solid lines
to form a closed rectangular box. (The bends are indicated by the dashed lines.)
Find the dimensions of the box of largest volume which can be constructed in
this manner.

Exercise 24.10. A cylindrical can is to be made to hold 1 liter of oil. Find the
dimensions of the can which will minimize the cost of the metal to make the
can.

Exercise 24.11. Find the dimensions of the rectangle of area 96 cm? which
has minimum perimeter. What is this minimum perimeter?

Exercise 24.12. Find the largest possible volume of a right circular cylinder
inscribed in a hemisphere of radius r.

Exercise 24.13. Find the dimensions of the rectangle of area 96 cm? which
has minimum perimeter. What is this minimum perimeter?
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Exercise 24.14. Given AABC and let AH be an altitude to side BC. If AB
and C'H both have length 1, find the length x of BH which will maximize the
area of AABC.

Exercise 24.15. The following questions all refer to the curve 22 —zy+y? = 9.

d
1. Find a formula for cTy (in terms of x and y).
x

d
2. Find all points (z,y) on the curve where z = 0 and find ﬁ at each of

them.

3. Find all points (z,y) on the curve 22 — xy + y?> = 9 where x = +3 and

d
find 2 at each of them.
dz
4. Find all points on the curve z? — zy + y? = 9 where the tangent is hori-
zontal; then find all the points where it is vertical.

5. Find all points of the curve that are closest to and farthest from the
origin. Hint: The square of the distance to the origin is r? = 22 + y? and
r? = xy + 9 on the curve. (Finding where dr/dz = 0 requires solving two
quadratic equations in two unknowns, but the algebra is not difficult if

you don’t make a mistake.)

6. Sketch the curve. Hint: The curve is an ellipse centered at the origin.

25 Exponential Change (the equation y' = y)

See Thomas section 7.4. Because it is very important, we will proba-
bly do this subject before we learn the notation [ for antiderivatives.
But this is used only to solve “separable differential equations”, and
we’ll come back to this later. For now just read the portions of sec-
tion 7.4 entitled Unlimited Population Growth, Radioactivity, and
Heat Transfer.

§25.1. Suppose that a quantity N grows exponentially in time. This means
that the value of N at time ¢ is given by a formula of form

N = Noat
where a and Ny are constants. Notice that N = Ny when ¢ = 0 so that Ny is
the initial value of N. The derivative is
dN

E:Noatlna:kN, k=Ina.

Consider a tiny time interval from ¢ to t+At. The change in N over this interval
is

AN = N(t + At) — N(t).
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The average growth rate on this interval is AN/At and the instantaneous growth
rate at time ¢ is the derivative dN/dt. The average percentage change in this
interval is the change AN divided by the amount N presentE The average
percentage rate in this interval is the percentage change divided by the change
in time At. The instantaneous percentage rate is the limit as At — 0. Thus

When a quantity N grows exponentially, its percentage growth rate

b dN/dt
N
18 a positive constant, i.e. the growth rate is proportional to the amount
present:
dN
— =kN
dt

The constant of proportionality is k = Ina.

(When a < 1 the value of N decreases as ¢ increases and we say that N decays
exponentially.)

§25.2. The doubling time of a quantity N = Nye** which is increasing expo-
nentialy is the time ¢ such that N = 2Ny. Since

2Ny = Nyelt — 2=¢M — In2=1Fkt

the doubling time is ¢ = (In2)/k. Similarly, the half life of a quantity N =
Noe¥* which is decreasing exponentialy is the time ¢ such that N = Ny/2, i.e.
t=—(In2)/k.

§25.3. Many phenomena are governed by exponential growth laws, To name a
few:

1. Money invested in a bank account grows exponentially at 6% per year (or
whatever the interest rate is).

2. The population of the world grows exponentially at 1.5% per year. (This
will not continue forever.)

3. The amount of radioactivity in a radioactive material decays exponentially
(at a rate that depends on the material). For example carbon-14 decays
at 0.012% per year and polonium-210 decays at 0.495% per day.

4. Some chemical reactions occur at a rate proportional to the amount of the
chemical present.

14 “Per” means divide and “cent” means 100. Thus % means 1/100. For example, 0.04=4%.
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§25.4. Here is how a few different banks compound interest.

(i) The Alaska Bank pays interest as follows. Every year it looks at the balance
in an account and adds 6%. Thus an initial deposit of By dollars grows to

B = By(1.06)"

dollars after ¢ years (assuming no other deposits are made during this period.)

(ii) The Montana Bank pays interest as follows. Every month it looks at the
balance in an account and adds 6/12% = 0.5%. Thus an initial deposit of By
dollars grows to

B = By(1.005)*?*

dollars after 12¢ months = ¢ years (assuming no other deposits are made during
this period.)

(ii) The Delaware Bank pays interest as follows. Every day it looks at the
balance in an account and adds 6/365%. Thus an initial deposit of By dollars

grows to
365t
0.06
B=By(14+ —
0( + 365)

dollars after 365¢ days = ¢ years (assuming no other deposits are made during
this period.)

mt
Theorem 25.5. lim (1 + L) =",
m

m— o0

Proof. Using the law that In(b¢) = clnb and changing the dummy variable
shows that

mt t
lim In (1 + L) = lim mtln (1 + L) = lim —In(1+rh)
m m h—0+

m—00 m— 0o h

so it is enough to prove that

. t
hl_l)%1+ 7 In(1 +rh) = rt.
Now let f(z) = In(1 4 rz) and note that the last limit is the difference quotient
(f(h) = f(0))/h. Thus the limit is ¢f’(0) By the Chain Rule, f'(z) = r/(1+rz)
so f/(0) = r so so the limit is rt. Now exponentiate and use the continuity of
the exponential. O

§25.6. The general formula for the balance B in a bank account after ¢ years
if the balance is initially By, the interest rate is r per year, and the interest is
compounded m times per year is

B:B0<1+%>mt.
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(The formula is used even if ¢ is not an integer.) When m becomes infinite we
say that the interest is compounded continuously and the theorem says that

B= BoeTt.
In all cases the formula is of the form
B = Bya'

where @ = (1 4+ r/m)™ if the compounding period is 1/m years and a = e”
if the compounding is continuous. The following table shows the values of
at (1 + %)mt for t = 2, r = 0.05, n = mt, and various values of the number m
of compounding periods per year.

r mt
m

1 | 1.102500000000000
12 ] 1.104941335558328
52 | 1.105117820169223

365 | 1.105163349128883
oo | 1.105170918075648

Exercises

mt
Exercise 25.7. Find k such that dB/dt = kB if B = By (1 + 1) and if
m
B = Bye'.

Exercise 25.8. Polonium-210 has a half life of 140 days. (a) If a sample has a
mass of 200 mg find a formula for the mass that remains after ¢ days. (b) Find
the mass after 100 days. (c) When will the mass be reduced to 10 mg? (d) Sketch
the graph of the mass as a function of time.

Exercise 25.9. The number N of bacteria in laboratory container ¢ hours after
the start of an experiment is

N = 1000 - 2¢

where ¢ is the number of hours since the beginning of the experiment. (a) How
many bacteria are present at time ¢ = 0?7 (b) When will the number N be twice
that initial amount? Four times? FEight times? (c) At what (instantaneous)
rate is N increasing at time t? (d) At what (instantaneous) percentage rate is
N increasing at time t7
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Exercise 25.10. After 3 days a sample of radon-222 decayed to 58% of its
original amount. (a) What is the half life of radon-2227 (b) How long would it
take the sample to decay to 10% of its original amount?

Exercise 25.11. Radiocarbon dating works on the principle that *C decays
according to radioactive decay with a half life of 5730 years. A parchment
fragment was discovered that had about 74% as much '*C as does plant material
on earth today. Estimate the age of the parchment.

Exercise 25.12. The population of the country of Slobia grows exponentially.
(a) If its population in the year 1990 was 1,990,000 and its population in the
year 2000 was 2,000,000 what will be its population in the year 20107 (b) How
long will it take the population to double?

Exercise 25.13. (Archer Daniels Midland) According to a recent TV com-
mercial from the Archer Daniels Midland Corporation, “in fifty years the world
will have to set ten billion places at the table.” Another ADM commercial
says “when this baby is old enough to vote, the world will have a billion more
mouths to feed.” What is the present population of the world and how fast is it
increasing? (This problem cannot be solved algebraically. You can however find
two equations relating the present world population and the rate of increase,
eliminate the latter to get a single equation in the former, and draw a graph
with a computer to estimate the solution.)

26 Indeterminate Forms (’Hopital’s Rule)

See Thomas section 7.5.

§26.1. Often when we try to evaluate a derivative by just plugging in we get

nonsense like
0 00

0 e’} 0
07 OO’ 0 ) 1 9 oo,
these are called indeterminate forms. A special technique called [’Hépital’s
Rule can be used to evaluate the limit in this case. We will de-emphasize this
technique because it encourages blind calculation and leads students to forget

what a limit is. However, we will touch on it briefly. Here is the simplest case.

I’Hopital’s Rule. Suppose that the functions f(x) and g(x) are differentiable
and that f(a) = g(a) = 0. Then
flz) . f(2)

M g@) ~ % g )

if the limit on the right exists.
We won'’t give a careful proof, but roughly speaking, the reason why the rule is

true is that
f(z) — f(a)
f(z) r—a f'(a)
g(x)  g(@) —gla)  g'(a)
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when z = a.

§26.2. I'Hopital’s Rule also works for the indeterminate form oo/co: If

lim f(z) = lim g(z) = 00

T—a T—a

!
lim 7f(:c) = lim f/(x)
z—a g(x)  z—a g'(z)
if the limit on the right exists. Both forms 0/0 and oco/co also work when
a = £oo. Moreover, I'Hopital’s Rule holds even when f(z) and g(x) are not

defined at = a: it is enough to assume lim,_,, f(z) = lim,_, g(z) = 0.

§26.3. Warning. I’'Hopital’s Rule doesn’t work unless plugging in gives an
indeterminate form. For example, with f(z) = 23, g(x) = 22, and a = 1 we

have
fl@) a2 [la) 3% 3

Mg T b M MGy T e Ty

Example 26.4. Exponentials defeat powers. Setting x = oo in x/e” gives
the indeterminate form oo/oo so by 'Hopital’s Rule

. €T . 1
lim — = lim — =0.
rx—o0 el rz—o00 et

Applying this argument twice gives

o2 . 2z . 2
Iim — = lim — = lim — =0.
r—oo et rz—oo et rz—oo el

Applying this argument n times gives

m nx™ 1 .oon!

lim — = lim =.--= lim — =0.
z—o00 ¥ rz—oo eT z—o00 €T

Example 26.5. Powers defeat logarithms. Setting x = oo in (Inz)/x gives
the indeterminate form oo/oo so by "'Hopital’s Rule
1 1
lim —2 = lim ﬂ

r—o0 I T—r 00

=0.

Example 26.6. Other indeterminate forms can be treated by performing some
algebra first. For the indeterminate form 0- oo try dividing by the second factor
to get the indeterminate form co/co. For example,

1 1
lim zlnx = lim i im i: lim — =0.
z—0+ r—0+ 1/3: x—0+ 71/332
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Example 26.7. For the indeterminate forms 0° or 1°° try taking the logarithm
to get 0 - co as in Example 26.6] Then exponentiate the answer to solve the
original problem. For example,

In lim 2* = lim In(z*) = lim zlnz =0

z—0+ z—0+ z—0+
SO
lim 2% =exp(In lim 2% | = exp(0) = 1.
x—0+ p r—0+ p( )
Exercises

Exercise 26.8. Illustrate the indeterminate form oco/co by finding four large
numbers A, B, C, D, all larger than one million, with A/B = 0.37 and C/D =
458.

Exercise 26.9. (i) Evaluate A/B when A = 0.01 and B = 0.00001. (ii) Evalu-
ate A/B when A = 0.00001 and B = 0.01. (iii) Which indeterminate form does
this illustrate?

Exercise 26.10. (i) Evaluate AZ when A = 1.01 and B = 1000. (ii) Evaluate
AB when A = 1.00001 and B = 1000. (iii) Which indeterminate form does this
illustrate? (This problem requires a calculator.)

Exercise 26.11. (i) Evaluate A®? when A = 10'%% and B = 0.001. (ii) Eval-
uate AB when A = 101%%° and B = 0.01. (iii) Which indeterminate form does
this illustrate? (This problem does not require a calculator.)

Exercise 26.12. Evaluate each of the following.

x

(1) ilgl;oxS (i) Ig@ooxi% (iii) ill)%x?) (iv) mhlgO -
. * W T N x o . Inz
W hr. e Vg O b g (W)l =r

27 Antiderivatives

See Thomas section 4.7.

Definition 27.1. An antiderivative of a function f is a function F' such that
F’ = f. Note that

e If F' is an antidericative of f so is F' + ¢ for any constant c¢. (Proof: the
derivative of a constant is zero.)

e Any two antiderivatives of f differ by a constant. (Proof: If the derivative
of a function is zero then that function is constant. See Theorem [22.6)
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Remark 27.2. Antidifferentiation suffices to solve differential equations where
only the derivative of the unknown function appears (e.g. constant gravity),
but not other differential equations where both the unknown function and its
derivative appear. Later you will learn that antiderivatives can be used to
compute areas.

Example 27.3. If the position of a particle at time ¢ is denoted by y then the

quantities
_dy _ &%y
YSa YT A
are called respectively the velocity and acceleration of the particle. According
to Newton, if a ball is thrown into the air its height y at time ¢ satisfies

d%y _
az ~ Y
where g = 32ft/sec’. Hence there is a constant vy (the initial velocity) such

that J p
—y:—gt-i'-vo’ U():digi

dt =0

and there is a constant yo (the initial height) such that

gt*
y:_7+vot+y0, yO:y‘t:O'

Exercises

Exercise 27.4. Find the most general antiderivative of each of the following
functions. Check your answer by differentiating.

(a) f(x) =a® + 32> + 7T+ 272 (b) f(t) = sin(¢)

(©) fo) = EHBPATER I ) o) (o)

X

(e) fz) =e” (f) f(z) =2z +1/z.
Exercise 27.5. Find F(z) if F'(z) = 23 + 32% + 7+ 272 and F(1) = 12.

Exercise 27.6. Find F(t) if F'(t) = sin(t) and F(0) = 7.
Exercise 27.7. Find F(0) for —7/2 < § < 7/2if F'(0) = sec?() and F(0) = 7.

Exercise 27.8. A ball is thrown upward with an initial speed of 48 ft/sec from
a roof which is 432 feet above the ground. Find its height ¢ seconds later. When
does it reach its maximum height. What is its maximum height? When does it
hit the ground? How fast is it going when it hits the ground?
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Exercise 27.9. One second after the ball in the previous problem is thrown
another ball is thrown upward with an initial speed of 24 ft/sec. Are the balls
ever at the same height? (Before they hit the ground of course.)

Exercise 27.10. A graph y = f(z) passes through the point (1,6) and its slope
at the point (z, f(x)) is 2z + 1. What is f(2)7

Exercise 27.11. Find a function f(z) such that f’(z) = 23 and the line x +y =
0 is tangent to the graph of f.

Exercise 27.12. A car traveling 50 miles per hour when the brakes are applied
producing a a constant deceleration of 40 ft/sec?. What is the distance covered
before the car comes to a stop. Hint: One mile= 5280 feet.

Exercise 27.13. A stone is dropped from a roof and hits the ground with a
velocity of 120 feet per second. What is the height of the roof?

28 Additional Problems

Exercise 28.1. For the function y = ze® make a table showing all horizontal
asymptotes, all vertical asymptotes, all local extrema, all points of inflection,
intervals on which the function is increasing, intervals on which the function
is decreasing, intervals on which the function is concave up, and intervals on
which the function is concave down. Draw a graph of the function and on the
is graph draw the tangent line at each point of inflection.
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Chapter V
Integration

29 The Definite Integral

See Thomas sections 5.1-5.3.

The definite integral ff f(z)dz of a nonnegative function f(z) is the area
of the region a < z < b and 0 < y < f(x). The precise definition involves
approximating this region by skinny rectangles. The sum of the areas of these
rectangles is called a Riemamf_gl sum and the definite integral is the limit of
the Riemann sums as the rectangles become skinnier and skinnier. To say this
precisely we first need some terminology.

§29.1. Sigma Notation. The notation Z?:m a; is short for the sum of the
numbers a,,, Gypt1,-- -, Ay, i-€.

n

Jj=m

For example, Z?:z j* = 2° 4+ 3% 4+ 4% + 5% = 54. In the notation >7_ a;
the integers m and n are called the limits of summation, the expression a; is
called the jth summand, and the variable j is called the index of summation.
The index of summation is a dummy variable (see §7.7)), i.e.

n n
E aj = E a;
=m

j=m

but the limits of summation are free variables (see §7.8)), i.e.

n q
Z a; # Z a; (usually).
Jj=m J=p

Here are some obvious laws.

(Constants Law) Z l=n-m+1
j=m

n

(Linearity Law I) Z (a; £b;) = Z a; | £
j=m

j=m

(1
&

n n
(Linearity Law II) Z kaj =k Z aj.
j=m Jj=m

5pronounced “Ree man” not “Rye man”

98



n n

(Additivity Law) Z a; = Z a; | + Z a; for m <p<n.

P
Jj=m Jj=m Jj=p+1

(Order Law) Zajgz:bj ifaj <bjfor j=m,m+1,...,n
j=m

j=m

§29.2. Recall that [a, ] denotes the closed interval ¢ < x < b with endpoints
a and b. A partition of the interval [a,}] is a finite sequence

P: (IO,«Il,...7l’n)

such that
a=20< T <To < < Tp1<x,=>.

The partition divides the interval [a, b] into subintervals
[xo, 1], [21,22], -y [Tn-1,Zn].
The length of the kth interval is
Axj =z — 1.
The mesh || P|| of the partition P is the length of the largest subiniterval:
IP|| = max{Ax, Aza, ..., Az, }.

When ||P|| = 0 all of the subintervals are small and there are a large number of
them (i.e. » = c0). A Riemann partition of the interval [a,b] is a partition
P equipped with additional numbers

C = (c1,¢2,...,Cn)
such that c; lies in the jth interval, i.e.
Tj-1 =€ ST
for j—1,2,...,n.
Definition 29.3. Let f(z) be a function which is continuous on the interval
[a,b] and (P, C) be a Riemann partition of [a, b] as in The number
S(f,P,C) Z flej)(zj —a-1)

is called the Riemann sum of f for (P,C). In the notation of §29.2f this can
be written



Definition 29.4. The definite integral of f(z) from ¢ = a to x = b
is the limit

/bf(x)da: = lim S(f,P,C)

lPll—0

of the Riemann sums as the mesh ||P|| of the partition goes to 0. In
other words

n b
> flepda = [ o)

when ||P|| = 0. The function f is called integrable on the interval [a, b]
iff this limit exists.

§29.5. In the notation fab f(z) dx the numbers a and b are called the limits of
integration, the function f is called the integrand, and variable x is called
the variable of integration. The variable of integration is a dummy variable:

/abf(x)dm:/abf(t)dt

but the limits of summation are free variables:
b q
/ f(z)dx 7&/ f(z)dx (usually).
a p

§29.6. Integration Laws. Here are some important laws which which inte-
grable functions f and g satisfy. They are all proved the same way, namely by
showing that an analogous law holds for Riemann sums and then passing to the
limit.

Constants Law. The integral of a constant function is

/abkdm:k(b—a).

This is because for any partition as in we have

Z kAz; =k((z1 —zo) + (w2 —21) + -+ (T — Tno1)) = c(b— a).
=0
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(This is a “collapsing sum”: the z; in each summand cancels the x; in the next
one. The two terms which don’t cancel are z¢g = a from the first summand
%, = b from the last.)

Linearity Law. The definite integral is linear in the integrand. This
means that

/ab(f(x)"‘g(x)) dw:/abf(x)dx—i—/abg(x)dx,

and, for any constant k,

/abkf(x)dx = k/abf(x)dx.

This is because for any Riemann partition as in we have

n

Z(f(cj) +Q(Cj))AIj = Zf(C])AIE] + Zg(cj)Aa?j

j=1

and
n

Z kf(Cj)AIj =k Z f(Cj)AI’j.

Jj=1 Jj=1

Additivity Law. Ifa < ¢ < b, then

/abf(w) do = /:f(x) dx+/cbf(:v) dz.

This is because any Riemann partition of [a,b] as in with z,,, = ¢ we have

S flep)hzy =" flephz; | + | DY fley)Axy
j=1 j=1

j=m+1

Remark 29.7. It is convenient to define

/baf(x)da: _ —/abf(x) da.

Then the Additivity Law holds for all a, b, ¢ not just a < ¢ < b.

101



Order Law. The definite integral preserves order, i.e. if f(z) < g(z)

for all x, then
b b
/ flx)dx §/ g(z) dx

This is because any Riemann partition as in we have f(c;) < g(c;) so

Z flep)Ax; < gle)A;.
j=1

j=1

Key Estimate.

(agiigbf(”) (b—a) < /abf(x) dr < <J§3§bﬂx)) (b—a)

Since min,<z<p f(z) < f(z) < max,<gz<p f(z) the Key Estimate follows imme-
diately the Constants Law and the Order Law.

Theorem 29.8. A continuous function is integrable.

§29.9. This theorem is normally proved in more advanced courses like Math 521,
but we can indicate the idea. Suppose that f is continuous on [a, b]. A partition
P determines two Riemann sums as follows. On each interval z;_; < z < x;
the function f assumes its maximum at some point ¢; and its minimum at some
other point ¢;. (Usually ¢; will be one of the endpoints and ¢; will be the other.)
The Riemann sum

U(f,P) =3 f(e)Az;

is called the upper sum and the Riemann sum

LU P) = Y (),
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is called the lower sum. (See Thomas page 247; there are pictures of upper
sums and lower sums on pages 247 and 248.) By the choice of ¢; and ¢; we have
f(c;) < f(z) < f(g)) for z;_; <= < ;. In particular,

fle) < flej) < f(e)
for any Riemann partition (P,C) and hence L(f, P) < S(f,P,C) < U(f,P),

ie.
Zf ij<2fcj ij<2fcj YAz

The proof of Theorem [29.8] rests on the followmg fact:

Theorem 29.10. The definite integral of a continuous function is the
unique number which lies between every lower sum and every upper sum,

i.€.
n b n
> fle)Ax; < / fl@)dz <Y f(e)Ax;
j=1 @ J=1

This is true because when the mesh is small the lower sum and the upper sum
are approximately the same. See the pictures in Thomas pages 249-250.

Example 29.11. Figure[3|shows an upper sum and a lower sum approximating
the integral f13 2~V dx. The partition P is

a=z0=1<z1=15<a=2<23=25<x24=3=0b
so n = 4 and all the intervals [z;_1, z;] all have the same length:
A.’El = ACBQ = A.’I}g = A.T4 =0.5.

Since the function f(x) = x~! is decreasing, its minimum on any interval is
assumed at the right endpoint and its maximum is assumed at the left endpoint,

i.e. Cj = and ¢; = ;1. Hence the lower sum is

j=1
and the upper sum is
4
Az 05 05 0.5 5
U= — =—+4+ —+ —+ — =1.2833
Z Cj 1. + 1. 2.0 +
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TT——

Figure 3: A lower sum and an upper sum

so Theorem [29.10] tells us that
3
d
0.95 g/ & 1.0833....
1 (E

The exact value of the integral is In3 which, according to my calculator, is
1.098612289.. ..

Example 29.12. The picture at the
right shows shows a lower Riemann sum
for a function which has an interior
maximum. In the first two intervals of
the partition the minimum occurs at the
left endpoint and in the other two the
minimum occurs at the right endpoint.

Exercises

Exercise 29.13. Use Riemann sums with four intervals of length one to find
positive numbers L and U with

5 1
3<L§/ (3+>dx§U.
1 1’

Exercise 29.14. Let P denote the partition
P = (1'0,1'17%‘27{,63,1‘4) = (077T/6,7T/4,7T/377T/2)

of the interval [0, 7]. Find the lower sum L and the upper sum U for the function
f(x) = sin(z) on this interval and show (using a calculator) that L < 1 < U.
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Exercise 29.15. Let f(z) = 3z +4, a = 2, b = 5. The region a < z < b,
0 <y < f(x) is a trapezoid.

1. Draw the trapezoid and find the area f; f(z)dx of this trapezoid by by
elementary geometry.

2. Evaluate the approximation Z?Zl f(ej)Az; and the mesh || P|| when

o = 2, Cc1 = 22, Tr1 = 25, Cy = 28, T = 3.0
c3=32, 3=35, ¢c4=39, z4=41
cs=4.2, x5=4.4, c¢=4.8, x5=05.0.

3. Draw a graph illustrating the trapezoid and the six rectangles z;_; < x <
zj, 0 <y < f(cj) whose areas f(c;) Az; sum to the approximation just
computed.

4. Evaluate the approximation 25:1 f(ej)Az; when

Tj—1+T;

k
zgj=at+glb-qa), ¢=—"—

If you like, you may use the formula

zn:._n(rH—l)
L= Ty
Jj=1

Exercise 29.16. Let f(x) = 2%, a=1,b=3, and

cj:mj:a—i—%(b—a)
for j=0,1,...,8.

1. Draw a graph showing the graph y = f(x) for a < 2 < b and also showing
the the eight rectangles z,_1 <z <z, 0 <y < f(c; ).

2. Calculate the approximation
flej)Ax;.
j=1

If you like, you may use the formula




Exercise 29.17. Here is a question from an old 221 exam. Find a number

3
smaller than / e=*" dx. The answer 10719 is correct if you can prove it.
1

Exercise 29.18. Redraw the graph in Example [29.12] showing the upper sum
corresponding to the partition rather than the lower sum.

Exercise 29.19. The continuous function f takes the values
f(1)y=3, f(1.6)=6.7, f(2.8)=11.2, f(3.3)=9.9, f(4)=3,

and is increasing for 1 < z < 2.8 and decreasing for 2.8 < x < 4. Find the lower
Riemann sum L for the partition

To=1<x1=16<25=28<x3=33<x4=4

of the interval [1,4]. Sketch a possible graph and also draw the area represented
by the Riemann sum. (On an exam you would be instructed to leave the addition
and multiplication undone so as to make your work easier to grade.)

Exercise 29.20. Repeat the previous exercise with the upper Riemann sum
rather than the lower.

30 The Fundamental Theorem of Calculus

See Thomas section 5.4.

Theorem 30.1 (The Fundamental Theorem). Suppose that the func-
tion f(x) is continuous on the closed interval [a,b]. Define a function
I(x) on [a,b] by

H@:i/zﬂﬂdt

Let F be any antiderivative of f ona < x <b, i.e.

F(x) = f(x)
Then
(1) I'(2) = f(@);
and

b
(I1) /f@ﬁ:F@—me
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Proof: For part (I) we compute the difference quotient:

z _ z x+h T z+h
W = % (/a F(t) dtf/a f(®) dt) = %/x f(t)dt.

By the Key Estimate in §29.6| the right hand side satisfies

z+h
min f(t)g%/x Fydt < max  f(t)

z<t<z+h z<t<z+h

if h > 0. The inequality also holds for h < 0 if we replace x <t < z + h by
x4+ h <t < z. Because the function f is continuous, the max and the min are
both close to f(x) when h is small. Hence

for h ~ 0. This proves (I).
Part (IT) is an easy consequence of part (I) as follows. If I'(z) = F’(x) then
F(z) = I(z) 4+ C for some constant C' so

b a b
F(b) — F(a) = I(b) — I(a) = / £(6) dt — / F(t)dt = / F(8) dt.

§30.2. We often write
/f(a:) dx = Pz) + C

to mean that F'(x) is an antiderivative of f(z), i.e.

/f(a:) o= F(z) +C « F'(2) = f(z).

For example,

3
/ 22dr = r + C.

3
The function [ f(z)duz is called the indefinite integral of f(z). One should
think of it as a convenient notation for antiderivatives. The “4+C” indicates that
it should be viewed as a set of functions: one for each choice of the constant
C. When evaluating the definite integral the choice of the constant C' doesn’t
matter since it cancels:

/ F@)dz = (F(b) + C) — (F(a) + C) = F(b) — F(a).

b

§30.3. Another handy notation is F(x)| defined by




With this notation the Fundamental Theorem takes the form

/a ') de = F(2)

For example,

Exercises

Exercise 30.4. Evaluate the following

(i)/12x2da: /014(12:1:3x)d
(iif) / 2% dx /O Vz dz

(V)/lei*”dm /13<t1> dt

4

(Xii)/1 x\/—;ldac (viii) : (\/ 2/\[

(ix) /2<x3—1>2dx (x )/1u(f+ /) du

0

—1 2
(i) /1 (x— 1)(3z + 2) da (xi) /1 (@ + 1/2) da

Exercise 30.5. (1) Water flows into an initially empty container at a rate
of three gallons per minute for two minutes, five gallons per minute for seven
minutes and twelve gallons per minute for two minutes. How much water is in
the container?

(2) Water flows into an initially empty container at a rate of t? gallons per
minute for 2 < ¢ < 5. How much water is in the container?

Exercise 30.6. Evaluate f 23+ 322+ 7+ 2 2dx.

1 1
3 -1
Exercise 30.7. True or false? / s dt = rES =—-14+1=0.
-1

-1

d x
Exercise 30.8. Evaluate d—/ et dt. Hint: Do not try to evaluate the
T Jo

integral.

Exercise 30.9. Evaluate
3
(1) / (z* + 22 +1)da (ii)
3

3
(iii) / Vb +2dx Vud +2du
3

&\& %‘&

/m(u4+u2 +1)du
Vil
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d sinx d Vai42
(v) — / Vub +2du (vi) — / sinu du
dx 3 dx 3

d [° d [°
@ﬁ)—i/ Vb 1 2du (vﬁ)—i/ Vb + 2du
dx z dx sinx
5
Exercise 30.10. Find / f(x) dz where f(x) is defined by
0

_Jrz+2 forx<l1
f()_{31 forz>1

Hint: Additivity Law.

31 Averages

See Thomas page 269.

Definition 31.1. The average value of the function f on the interval
[a, b] is

b
fav = bia/a f(z)dx.

§31.2. The average velocity is the average of the velocity. Remember
the trip to Milwaukee? (See §6.3]) The position (=reading on the mile post) at
time t was s = f(¢). The distance

As = f(t+ At) — f(t)

travelled over the time interval from ¢ to ¢ + At is called the displacement.

The ratio
As

Vay = ——
av At
is called the average velocity over this time interval, while the derivative

ds _ oy B8
dt  AfSo At

f'(t)

v =

is called the instantaneous velocity at time ¢. Now by the Fundamental
Theorem

t+At
As = f(t+ At) — f(t) :/t I (r)dr.
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But v = f’ (7) is the instantaneous velocity at time 7 so the average Velocity
(from §6.3)) is the average of the velocity function (which we just learned), i

As 1 i+t / 1 [t+Ae
vaV_E_E/t f(T)dT—E/t v(T)dr.

Exercises

Exercise 31.3. Find the average value of f(x) = xP over the interval [0, 1] for
p=1/2,1,2

Exercise 31.4. Repeat the previous exercise for the interval [0, 1] and the
interval [0, 5].

Exercise 31.5. Prove that if the function f(z) is continuous on the interval
[a,b] the there is a point ¢ in the interval [a,b] such that f(c) = the average
value of f(x) on the interval, i.e.

b
/ f(@)dz = f(e)(b - a).

This is called the Mean Value Theorem for Integrals. Hint: Apply the
Mean Value Theorem [22.4[to F(z) = [ f(t)

32 Change of Variables

See Thomas section 5.5.

Theorem 32.1 (Change of Variables Formula). Suppose that the func-
tion u = g(x) is continuously differentiable on the closed interval [a, b]
and that the function f(x) is continuous of the range of g. Then

/ flg x)dr = /g(g:)) f(u) du. (%)

§32.2. The Change of Variables Formula is an easy consequence of the Funda-
mental Theorem. If F'(u) is an antiderivative of f(u), then the right hand side

of (x) is

g(b)
/ ., 10 =FlG0) - o).
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By the Chain Rule

(Fog)(z)=F'(g(x))d (x) = f(g9(x))g'(2),

i.e. (Fog)(x) is an antiderivative of the integrand in (x). Hence by the Funda-
mental Theorem again

b
/ fg(@))g (z) dx = (F o g)(x)(b) — (F o g)(a) = F(g(b)) — F(g(a)).

Remark 32.3. The Change of Variables Formula is the “Chain Rule back-
wards”.

832.4. Here is another proof of the Change of Variables Formula which is more
like the proof of the analogous formula for multiple integrals which we will
study in Math 234. For this proof we must assume that g is increasing. Choose
a partition P = (zg,x1,...,2y) of the interval [zg,x,] = [a,b]. By the Mean
Value Theorem each interval [zj_1,x)] in the partition contains a point ¢
such that

9(xr) — g(wr-1) = ¢'(cx)(z — Th—1)- (1)
The partition P together with the points ¢; determine a Riemann partition of
the interval [a, b] so by the definition of the indefinite integral we have
b n
/ Flg(x))g' (@) da =Y f(glcr))g (cr) (@r — zx—1) (i)

k=1

when the mesh || P|| of the partition is small. Now Q = (g(z¢), g(z1), ..., 9(zn))
is a partition of the interval [g(z¢), g(z,)] = [g9(a),g(b)] and g(ck) lies in the
interval [g(zr—1), g(zk)] so

g(b) n
/ o, T0a= 3 sl oten) ~ o) (iid)
gla k=1

By (i) the right hand sides of (i) and (ii) are equal, and the approximate
equalities are arbitrarily accurate so the left hand sides of (i¢) and (ii) are also
equal.

§32.5. The differential notation from is very handy when computing
with the Change of Variables Formula. I like to write the formula with the
dummy variable appearing in the superscript and subscript of the integral sign
to remind myself to change the limits of integration. For example, let’s evaluate
f;:OZ V1 + 222z dx. We use the change of variables « = 1 + z2. Then

du =2z dz, r=0 = u=1, r=2 = u=5

SO

v=2 u=5 3/2 |u=° 3/2 3/2
2 2(5 2(1
/ 1+x22xdm:/ Vadu= 2 _ 2677 2177
x=0 u=1 3 u=1 3 3
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Example 32.6. When you use the Change of Variables Formula to compute an
indefinite integral you must substitute back so that the answer is expressed in
the same variables as the original problem. For example, using the substitution
u = 3z, du = 3dx we get

d i in 3
/cos(3x)dm: /Cosu?u = Slgu +C = 51n3 Sl

§32.7. Let s be the position of a particle at time ¢ as in and §31.2] and
suppose s = Sg at some time t = tg and s = s; at some time t = t;. Let
v = ds/dt be the velocity at time ¢. Then by the Change of Variables formula

t1 t1 d 51
/ vdt = —Sdt:/ ds = s1 — Sg.
to to dt S0

This says that the total displacement s; — sqg is the sum of all the infinitesimal
displacements ds. On the other hand the total distance travelled by the particle
on this time interval is
S1
dt = / ds|.
S0

t1 tl
/ (o) dt = /
to to

This will be different from the absolute value |s; — so| of the total displacement
s1 — so if the particle changes direction (i.e. if v changes sign) on the time
interval.

ds

dt

Exercises

Exercise 32.8. Evaluate the indefinite integral by making the indicated sub-
stitution.

(i) /;v(acQ - 1)%dz, uw=22-1. (i /\/59:279:3 dz,
(ﬁi)/(h““")2 dr, u=Iuz. (iv)/ zde_ g2,

x 1422’

(V)/:m/:c—ldac7 u=x—1. (vi)/e””(l—i—e’”)5alx7 u=1+¢e".

u="5+ x>

2
Exercise 32.9. Evaluate / (m5—|—1)25x4 dx in two ways, first by expanding and
1

evaluating the integral directly and then via the change of variables u = z° + 1.

Exercise 32.10. Evaluate the definite integral.

e b
(i) /1 da. (iv) /2

1422
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(v) /35 2vT —1da. (vi) /01 (1 + e)? da.

2 2
1- 1-
(vii) / T dz. (viii) / =7
0 1 +x 0 1 =+ $2

Exercise 32.11. A particle moves along a straight line. Its velocity at time ¢
is v = t> —t — 6. What is the distance between its position at time ¢t = 0 and
its position at time ¢t = 47 How far does it travel between time ¢ = 0 and time
t = 4? Hint: v = ds/dt. The second question is different from the first since
the particle turns around at time ¢ = 3.

33 The Natural Log Again*

See Thomas section 7.2.

Recall that in section [I6] we used the notation

exp,(z) :=a”

for the exponential function base a and log,(y) for the inverse function:

y =exp,(z) <= x=log,(y)

and stated Theorem which defined the exponential function exp,(z) =
a” and gave its properties. Here we prove this theorem and also prove that
the exponential function and its inverse are differentiable. We do this by first
defining the natural logaritm as an integral. Recall that is easy to find the
antiderivative of a power, at least when the exponent is not —1, namely

:L.nJrl
/x”d:r: +C
n—+1

To handle the exceptional case we make a

Definition 33.1. The natural logarithm function is defined by

/”” dt
Iny := —.
1t

Its domain is the set of all positive numbers z.
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Remark 33.2. When b < a it is customary to define the definite integral by

/abf(t) dt:—/baf(t)dt.

This convention makes the Fundamental Theorem hold even when the upper
limit b on the integral is smaller than the lower limit a. With this convention

Lt

Iny = —
ny P

Y

ifo<y <1

Theorem 33.3. The natural logarithm converts multiplication into addition,
i.e. it satisfies the following identities:

(i) In(1) =0.
(i) In(y1y2) = In(y1) + In(ys).

(iii) In(y?) = pla(y) if p is a rational number.
(iv) In(y™") = —In(y).

Proof: (i) is immediate because [ f(t) dt = 0 for any function f. To prove (ii)
consider the function In(by) where b is a constant. Then

d d/bydt 1 d b 1 d [vdt d
—In(by) = — a_ 1 G, o _t_4d4 [ra_a,
dy (by) dy )y T by dy? Ty dyl) b dy )

so In(by) and In(y) have the same derivative so they differ by a constant: In(by) =
In(y)+C. In particular when y = 1 we have In(b) = In(b-1) In(1)+C = 0+C = C
by (i) so C' = In(b) and In(by) = In(y) + In(b). Now set y; = b and ys = y.

The proof of (ii) is similar: we use the function y? in place of by. We already

proved that d—y” = py?~! when p is rational, so
Y

d d (Y"dt 1 d pyPt p d (Ydt d
flny”:f/ —=——yYy=——===—p| —=—_—plhy
dy()dylty”dy vy dy it dy )
so In(y?) and pln(y) differ by a constant. But the constant must be zero since
both function vanish when y = 1. Item (iv) is the special case p = —1 of (iii).

Theorem 33.4. The natural logarithm has a positive derivative and is therefore
increasing. Its domain is (0,00) and its range is —00, 00).

Proof: The domain is (0, c0) by definition and the derivative is 1/y which is pos-
itive. By the graph, In(2) > £ soIn(2") > n/2so limy_,c In(y) > limy, 0o n/2 =
oo. Similarly lim,_,g = —oo. This shows that the range of the natural logarithm
is (—00, 00).
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Definition 33.5. The exponential function exp(z) is the inverse
function to the natural logarithm, i.e.

y=exp(z) < = =In(y).

Theorem 33.6. The domain of the exponential function exp(x) satisfies the
following: is the set (—oo,00) of all real numbers and its range of is the set
(0,00) of positive real numbers. It converts addition into multiplication, i.e. it
satisfies the following identities:

(i) exp(0) =1.
(ii) exp,(z1 + 22) = exp(z1) - exp(z2).
(iii) exp(pz) = exp(z)? if p is a rational number.

(
(iv) exp(—z) = exp(z)~ 1.

Proof: All this follows from Theorem 7?7 and the definition. For example if
y1 = exp(z1) and y2 = In(x2) then 21 = In(yy) and x5 = In(yz) so x1 + 29 =
In(y1) + In(y2) = In(y1y2) so exp(z1 + x2) = y1y + 2 = exp(x1) exp(x2).

Definition 33.7. The exponential function base a is the function
a® defined by
In(a®) = zln(a).

(Theorem follows easily from this definition.)
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Chapter VI
Applications of Definite Integrals

The basic principle in this chapter is that the
whole is equal to the sum of its parts.

Every application rests on a formula of the form

Q:/dQ.

Riemann sums play a key role in the reasoning. In each application we reason
with Riemann sums to achieve an approximate equality

Q=) AQ

and then pass to the limit to find @ exactly.

34 Plane Area

See Thomas pages 294-300.

To find the area of a plane figure by calculus we use the formula

A:/dA.

Example 34.1. We find the area of the area bounded by the two curves y = 23

and z = y2. The curves intersect at (z,y) = (0,0) and (z,y) = (1,1). The region
between the two curves is defined by the inequalities

0<z<1, 2*<y<ya

Break the area into strips parallel to the y-axis of width dx. The strip corre-
sponding to a given value of x has area

dA = (Vz — %) dx

and the total area is

A:/dA:/Ol(ﬁ—x?’)dx: (2:”;/2_9?)
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Remark 34.2. The reasoning in the previous example really involves Riemann
sums. The area was approximated by the Riemann sum

Z AA; = Z(\/E - c?)Aa:j
j=1

j=1

where 0 = 29 < ¢ <21 < < a9 < - < 2yp1 <¢, <z, = 1. and
Az; = xj — x;j—1. The limit of the Riemann sums for max; A; ~ 0 is the the
desired area.

Example 34.3. We evaluate the area bounded by the curve y = 22 and the
line y = 2x in two ways.

(i) Using vertical strips: dA = (22 — 2?)dz, 0 < 2 < 2, so

r=2 3 2
4
A:/dA:/ (2x—x2)dx:<w2—m> :4—§:7.
o 3 )1, 33
(ii) Using horizontal strips: dA = (\/y —y/2)dy, 0 < y < 4,
Y16 16 4

A= foa [ (== (- 5)

2

s 3 4 3

Remark 34.4. The curve y = x* is concave up. The Secant Concavity Theo-
rem [22.10| tells us that the line y = 2z is above the curve y = 22 for 0 < z < 2.

Example 34.5. Exercise asks us to find the area bounded by the curve
y = (4 — x) and the line y = z in two ways: using vertical strips and using
horizontal strips. Here is how to get started on the latter method. The curve
and line intersect in the two points (z,y) = (0,0) and (z,y) = (3, 3). The curve
y = x(4 — z) can also be written as 4 —y = (z — 2)2. We have two kinds of
horizontal strips:

dA=(y—2+4++/4—y)dy for0<y<3
dA =2/4 —ydy for 3 <y <4.

By the Additivity Rule f; = fac—&—fcb we have
3 4
A:/dA:/ (y—2—|—\/4—y)dy—|—/ 2y/4 —ydy.
0 3

Exercises

Exercise 34.6. Find the area bounded by the curve y = x(4 — z) and the line
y = x in two ways, first by using horizontal strips and the Additivity Rule (see
Example [34.5)) and then using vertical strips.
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Exercise 34.7. Find the area enclosed by the parabola y = 2 — 22 and the line
y = —z. (Thomas Example 4 Page 295.)

Exercise 34.8. Find the area of the region in the first quadrant bounded above
by y = v/z and below by the x-axis and the line y = z — 2. (Thomas Example 5
Page 295.)

Exercise 34.9. Find the area in the previous exercise by integrating with re-
spect to y. (Thomas Example 6 Page 296.)

Exercise 34.10. Find the area of the region in the first quadrant above the
curve y = 22 and below the curve y = 23

Exercise 34.11. Find the area of the region in the first quadrant above the

curve z = 32 and below the curve z = 3.

Exercise 34.12. Find a so that the curves y = 22 and y = acos x intersect at

the points (z,y) = (7, 71%) Then find the area between these curves.

35 Volumes

See Thomas sections 6.1 and 6.2.

To find the volume V of a body by calculus we use the formula

V:/dV.

§35.1. Suppose the body results by revolving the region
0<y<flz), a<a<b

about the z-axis. Then the line segment from (x,0) to (z, f(z)) is the radius of
a disk whose area is A(z) = mf(x)? so the volume is

V:/dV:/A(x)dx:/abﬂf(x)de.

The term dV = 7 f(x)? dx represents the volume of an infinitely thin circular
disk of width dz and radius f(z).

Example 35.2. If we revolve the half disk
0<y<+va?-2?  —a<z<a

about the z-axis we get a sphere of radius a. Its volume is

a 3 a 2 3 4 3
V:/ 7(vVa? —x2)*dx = 7r(a2x—$) =W(2a3—a): T

Y 3 3 3
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Example 35.3. Consider the triangle bounded by the z-axis, the y-axis, and
the line ay 4+ ha = ah, Revolve this triangle about the y-axis. (Note: y-axis not
x-axis.) The result is a right circular cone whose apex is at the point (0, k) and
whose base is a disk of radius a. The disk perpendicular to the y-axis centered at
the point (0,y) has radius = a(h—y)/h and hence area A(y) = ma?(h—y)?/h?.
Hence the volume is

V/hwaQ(hy)2d B LaQ (h —y)? " rah
~ Jo h2 Y= e 3 )|, 3

Thus the volume of a right circular cone is one third the area of its base time
its altitude.

§35.4. The Slice Principle. Suppose that we want to find the volume of
some solid body B. We choose a line L and for each point = on L we find find
the area A(x) of the intersection of B with the plane through x perpendicular
to L. Then

V= /dV where dV = A(x) dx.

The disk method for the volume of a surface of revolution is an instance of the
Slice Principle with the line L being the axis of rotation and A(z) = 7 f(z)?.

Example 35.5. Here is another instance of the Slice Principle. A plane passes
through a diameter of the base of a right circular cylinder of radius a and
makes an angle of § with the base. It cuts a wedge out of the cylinder: we
will find the volume of this wedge. Represent the base of the cylinder as the
disk 22 + y? < a2 and let the diameter through which the plane passes be the
z-axis. A plane perpendicular to this diameter and passing through the point
(2,0) cuts the wedge in a right triangle of base b = va? — 22 and altitude
h = Va? — 22 tan 3 so the area of the triangle is A(z)ibh = 1(a* — 2?) tan 8.
The volume of the wedge is

B 2a3 tan f3
3

V= /dV = A(z)dx = tagﬁ (a2 — x2) dx

§35.6. Cylinders. The body formed by passing parallel lines through a plane
figure is called an (infinite) cylinder. The parallel lines are called the gener-
ators of the cylinder. We do not assume that the generators are perpendicular
to the plane of the original figure. A second plane parallel to the first and at
a distance h from it cuts off a cylinder of altitude h. By the Slice Principle
the volume of this cylinder is F' = Ah where A is the area of the base. This is
because every plane parallel to the original plane cuts cylinder in a figure of the
same area A.

Remark 35.7. The diameter of a quarter dollar coin is about one inch so its
area is about (7/4)in?. A stack of 80 quarters forms a cylinder about five inches
tall. This right circular cylinder has volume 207in®. If we place a ruler along
the side of the stack and then tilt the ruler (keeping the quarters touching it)
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we get a cylinder which is not a right cylinder. Its altitude is still five inches
and its volume is still 20min®, the total volume of the 80 quarters. In fact, even
if the edges of the coins do not align along a straight line the volume of the
quarters is unchanged. (This illustrates the Slice Principle.)

§35.8. Cones. Consider a plane figure of area A and a point P not on the
plane. The body formed by drawing line segments from the points of the figure
to the point P is called a cone. The point P is called the apex of the cone and
the distance from P to the plane is called the altitude of the cone. Let L be
the line though P perpendicular to the plane and x be the distance from P to
a variable point X on L. By similarity the plane through X and perpendicular
L cuts the cone in a figure of area

Az) = ﬁA

so the volume of the cone is

h _2
T Ah
V=[lav=A] dx=2".
/ /0 23

For example, the volume of a pyramid of altitude h whose base is a square of
side a is V = a?h/3. Tt does not matter if the apex of the pyramid is directly
over the center of the square. See Exercises [35.21135.23]

§35.9. Shells. Consider a body formed by rotating around the y-axis a figure
lying in the right half plane. Suppose that a line parallel to the y-axis and at
a distance x from it cuts the figure in a segment of length f(z). When this
line segment is rotated around the y-axis, it sweeps out a right circular cylinder
of radius = and height f(x). The area of this cylinder is A(x) = 2wz f(z). A
second line segment at a distance of dx from the first sweeps out a slightly
larger cylinder of about the same area and the cylindrical shell between these
two cylinders has volume
dV =2nzf(z)dx.

Example 35.10. We recalculate the volume of the cone from Example [35.3]
using shells. This cone was constructed by rotating the triangle bounded by the
x-axis, the y-axis, and the line y = h(a — x)/a about the y-axis. The volume of
the shell with coordinate z and width dx is

h(a —x)

dV =2mx - dx

so the volume of the cone is

a o 3 a
V:/ Qmwdx: ﬂl<&x2_233>
0

a a

in agreement with the answer we found in Example [35.3]

120



Example 35.11. We calculate the volume of a sphere of radius a using shells.
The sphere is obtained by rotating the half disk

0<y<+va?—12 —a<z<a

about the z-axis. A line parallel to the x-axis at height y intersects the half
disk in a segment of length 2+1/a2 — y2 and sweeps out a cylinder of area 2my -

2+/a? — y2. Hence the volume is

a 0 3729 3
2 4
V = / dry/a? — y*dy = —27T/ Vudu = =21 u3 = ga
0 CL2 (LZ

To evaluate the integral we used the substitution u = a® — 32, so du = —2y dy,

andr=a¢ = u=0andz=0 = u=d>

Exercises

Exercise 35.12. Find the volume generated of a pyramid that has an altitude
of h and a base that is a square of side a. Hint: This is an example of a cone as
defined in §35.8 A plane parallel to the base and at a distance z from the apex
cuts the pyramid in a square. Determine the side length of the square using
similar triangles. (See Thomas Example 1 Page 309.)

Exercise 35.13. Find the volume of the solid generated by revolving the region
between the y-axis and the curve z = 2/y, 1 < y < 4, about the y-axis. (See
Thomas Example 7 Page 401.)

Exercise 35.14. Find the volume of the solid generated by revolving the region
bounded by y = 1 — \/z, the z-axis, and the line x = 4 about the z-axis.

Exercise 35.15. Find the volume of the solid generated by revolving the region
bounded by y = v/x and the lines y = 1, x = 4 about the line y = 1. Hint: The
radius of the circle swept out by by the point (z,+/z) is v/ — 1. (See Thomas
Example 6 Page 311.)

Exercise 35.16. Find the volume of the solid generated by revolving the region
between the parabola = 2 — 2 and the y-axis about the z-axis.

Exercise 35.17. Find the volume of the solid generated by revolving the region
between the parabola = y? + 1 and the line x = 3 about the line x = 3. Hint:
The radius of the circle swept out by by the point (y% + 1,%) is 2 — y%. (See
Thomas Example 8 Page 313.)

Exercise 35.18. Find the volume of the solid generated by revolving the solid
between the parabola y = 22 and the line y = 2z in the first quadrant about
the y-axis. Hint: A horizontal slice intersects the solid in a “washer”, i.e. the
area between two concentric circles. (See Thomas Example 10 Page 315.)
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Exercise 35.19. A vase is constructed
by rotating the curve y = v/z — 1/100
for 0 < y < 6 around the y axis. It is
filled with water to a height y = h where
h < 6. (a) Find the volume of the water
in terms of h. (b) If the vase is filling
with water at the rate of 2 cubic units
per second, how fast is the height of the
water increasing when this height is 5
units?

Exercise 35.20. A triangle is formed by drawing lines from the two endpoints
of a line segment of length b to a vertex V' which is at a height h above the line
of the line segment. Its area is then A = fyh:O dA where dA is the area of the
strip cut out by two parallel lines separated by a distance of dz and at a height
of z above the line containing the line segment. Find a formula for dA in terms
of b, z, and dz and evaluate the definite integral.

Exercise 35.21. A pyramid is formed by drawing lines from the four vertices
of a rectangle of area A to a apex P which is at a height h above the plane of
the rectangle. (The apex need not be above the center of the rectangle.) Its
volume is then V' = th:O dV where dV is the volume of the slice cut out by two
planes parallel to the plane of the rectangle and separated by a distance of dz
and at a height of z above the plane of the rectangle. Find a formula for dV in
terms of A, z, and dz and evaluate the definite integral.

Exercise 35.22. A tetrahedron is formed by drawing lines from the three ver-
tices of a triangle of area A to a apex P which is at a height h above the plane
of the triangle. Its volume is then V' = fzh:O dV where dV is the volume of the
slice cut out by two planes parallel to the plane of the triangle and separated
by a distance of dz and at a height of z above the plane of the rectangle. Find
a formula for dV in terms of A, z, and dz and evaluate the definite integral.

Exercise 35.23. A skew cone is formed by drawing lines from the perimeter
of a circle of area A to an apex P which is at a height h above the plane of the
circle. (The apex need not be above the center of the circle.) Its volume is then
V= th:O dV where dV is the volume of the slice cut out by two planes parallel
to the plane of the circle and separated by a distance of dz and at a height of z
above the plane of the circle. Find a formula for dV in terms of A, z, and dz
and evaluate the definite integral.

36 Arc Length

See Thomas section 6.5.

122



To find the arc length s of a curve by calculus we use the formula

s:/ds.

§36.1. In this section we study a curve I' defined by the parametric equations

= f(t), y=g(t), a<t<hb,

where the functions f and g are continuously differentiable. We always assume
that the parametric equations trace out the curve in a one-one fashion, i.e.
different values of the parameter ¢ correspond to distinct points on the curve.
The endpoints of the curve are the points

A= (f(a),g(a)), B = (f(b),g(b))-

§36.2. A partition a = tg < t; < tg < -+ < t, = b of the interval [a, D]
determines a polygonal arc L with vertices

Py = (zj,y5) = (f(t), 9(t;)).

The polygonal arc L has the same endpoints A = Py and B = P, as the original
curve. Bt the Pythogorean Theorem the length L of the polygonal arc is

L = Z ASJ'
j=1
where

Asj=\(Dx)2 + (Mg, Aaj=ay -z, Ay=y -y (1)

Note that

As; Az 2 Ay, 2
Asﬂ:mi‘“j:ﬂmi) +(3r) o

and by the definition of the derivative

32 (B2) = (%) (2

when At; ~ 0 and the right hand side is evaluated at any value of ¢ in the
interval [t;_1,t;]. The integral

= [ ()

is defined to be the arclength of the original parameterized curve.
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Theorem 36.3. (i) The length L of the polygonal arc is approximately equal
to the arclength when mesh is small:

maxAt; =0 = L=~ s.
J

(ii) The value of the arclength s is independent of the parametrization of the
curve.

Part (i) requires proof because the formula for L is not obviously a Riemann
sum. The proof is not difficult, but we leave it for a more advanced course.
Part (ii) is an easy consequence of the Change of Variables Theorem as
follows. Any other parameterization can be obtained from the original param-
eterizarion via a substitution ¢ = T'(7) where T is an increasing function whose
domain is an interval [a, 5] and whose range is the domain [a, b] of the original
parameterization. Thus

dt
dt =T dr =T = —d
(), dr=T'(r) =" dr
and
r=a = t=a, T=8= t=0b

so by the Chain Rule and the Change of Variables Theorem
] 2 2 ] 2 2
o dr dr o dt dr dt dr
8 2 2
o dt dt dr
b 2 2
- [(G) (%) @
o dt dt

Remark 36.4. If we imagine the parameterization of the curve as describing
the position of a moving point at time ¢, then

0= [ () ()

represents the distance travelled by the particle during the time interval [a, t].
By the Fundamental Theorem the derivative of s is

o= () "+ ()

ds = \/(dx)? + (dy)?
in analogy with the notation (T) used above in the formula for the length of the
polygonal arc.

as required.

This is often written
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Remark 36.5. If T represents a highway in the (z,y) plane, and (z,y) =
(f(t),g(t)) is the position of the car at time ¢, then

s(b) — s(a) = /tt_b ds

=a

represents the change in the odometer reading on the car between time ¢ = a
and time ¢ = b. This might not be the same as the length of the curve I" if the
car reverses direction two or more times when going from A to B along I'. That
is why we imposed the condition that the parametric equations trace out the
curve in a one-one fashion, i.e. that the car does not reverse direction.

Remark 36.6. In the special case where the curve is the graph y = f(x) of a
function we may take the parameterization

and the formula for the arclength reduces to

5—/ ,/1+ dy

Example 36.7. For the curve y = (4v/2/3)z%/?> —1, 0 < = < 1, we have
dy/dx = 2v/22'/? so

2
ds=+4/1+ (dy> dr = V1 +8xdx

dz
and
! 2 1 sl 13
s= [ ds= \/l—l—i&ndx:g g( + 8z) =—
0 0

Example 36.8. We can compute the arclength of the part of the circle 224y =
a® which lies in the first quadrant in three different ways.

1. Define the curve by the parametric equations

T = acosb, y =asinb, ogegg.
Then
2 2
Zz —asinf, %zacos@, ds—\/(2;> —&-(?g) df = adf
w/2
so the arclength is s = / df = %.
0
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2. Define the curve as a graph

y=vVa®— 12 0<z<a
Then
dy 2 a
ds=14/1 — ) dr = ———
s + (d:p) x A /a2 _ .’L'2
and hence
" adx 1 (x) ’1 am
= ———— = —acos - =—=.
0o va?—zx? a’/lo 2
3. Define the curve by the parametric equations
Lt 2t 0<t<1
r=a|—— =a|—— .
1+¢2)° 4 1+1¢2)7° -
Then
dr  —dat dy  2a(t*—1)
dt (14 12)2’ dt— (1+1t2)2
SO ) )
dx n dy\~ a?
dt ) — (1+1t2)2
Hence
/1 adt 1 ( )‘1 am
5= = —acos - =
o 1+12 0 2
Exercises

Exercise 36.9. Find the length of each of the following curves. Warning: The
functions in these problems have been carefully chosen so that the resulting
integral can be done. The slightest error in algebra may lead to an integral
which cannot be done.

(i) e=1-t, y=32+3t, —2/3<t<1L

(ii) z =13,y =3t2/2,0 <t < V3.

(iii) = = 8cost + 8tsint, y = 8sint — 8tcost, 0 <t < 7/2.
(iv) y=2%2,0< 2 < 4.

(v) y=(232/3) —2'/2 1 <2 <3.

(vi) z = (4%/6) +1/(2y), 2 <y < 3.

(vii) y:/ Vuz+2udu, 1 <z <4
0
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Exercise 36.10. Find a definite integral whose value is the length of each of
the following curves. Do not evaluate the integral. Do specify the limits of
integration.

(i) x=acosf, y=>bsind, 0 <0 < 2.
(i) z=t3,y=130<t<3.

(iii) y=2% 2<2 <3.

(iv) y:/ Vu+ludu, 1 <z <4.
0

37 Surface Area

See Thomas section 6.4. This topic was not covered in Fall 2006.

To find the area S of a surface by calculus we use the formula

S:/dS.

§37.1. The region cut out of a right circular cone by two planes parallel to the
base is called a frustrum. Let P; and P, be the points in which a generator
of the cone intersects the two planes: the frustrum is swept out by rotating the
line segment P; P, about the axis of the cone. Let ry be the distance from P
to the apex of the cone, Let ro be the distance from P, to the apex of the cone,
SO T 1= (%(rl + r3) is the distance from the midpoint P of the segment P; P5 to
the the apex of the cone. If we cut the cone and lay it flat we see that the area
A of the frustrum is the difference of the areas of two sectors with a common
central angle v and radii ry and ro, i.e.

r2 r2 re+r

The second factor (ra —71) on the right is length of the line segment P; Py and
the first factor yr is the length of the circular are swept out by the midpoint P.
But this circular arc has the same length as the circle swept out by the midpoint
P in the original cone, i.e. yr = 2wz where x is the radius of this circle, i.e. the
distance from P to the axis of the cone. Hence

A =27z, A=ry—r. (1)

837.2. Now we compute the surface area swept out when a curve I in the right
half plane is rotated around the y-axis. As in §36.2| we consider a polygonal
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arc L with vertices Py, P,..., P, on I" and having the same endpoints A = P,
and B = P, as I'. By Equation (1) the polygonal arc L sweeps out a surface (a
union of frustrums) with area

S(L) = 2mz;As;
j=1

where z; is the z-coordinate of the midpoint of the line segment P;_;P; and
As; is the length of this segment. If we choose a parameterization of the original
curve I' the sum S(L) becomes a Riemann sum approximating the area S(I)
swept out by I'. Hence

ST = /dS, dS =2rxds

where ds is the arclength element of the original curve T'.

Example 37.3. The surface area of of the sphere of radius a swept out when
the circular arc x = /a2 — y2 of radius a is rotated about the y-axis is

@ dr\?
S = 2mxq |1+ () dy.
—a dy

The quantity under the radical sign is

2
dr\? 2
1+ () =1+ Y =2
dy a? — y? a? —y?

so the integral evaluates to

a a

2rax d
——— _dy=
—a a2 — 2 —a

where we used x = /a2 — y? in the penultimate step.

S = 2rady = 4ma®

Remark 37.4. We can also find the area of a sphere of radius a using the
standard parameterization
T = acosb, y = asinb, —— <0<

o3

T
2

For this parameterization ds = a df so

/2 /2
S = /27rx ds = / (2ma cos 0)adf = 2ra®sin 0 = 47a’.
—m/2 —m/2
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Exercises

Exercise 37.5. Find the area of the surface generated by rotating each of the
following curves about the indicated axis. Warning: The functions in these
problems have been carefully chosen so that the resulting integral can be done.
The slightest error in algebra will lead to an integral which cannot be done.

(i) y=23/9,0 <z < 2, r-axis.
(i) y=vr+1,1 <z <5, z-axis.
(iii) = = (1/3)y%/? — y'/2, 1 <y < 3, y-axis.

(iv) 222 + 9?3 =1, -1 <z <1,y >0, z-axis.

xT
(v) y :/ \/ﬁdu, 1 <z <2, y-axis.
0

Exercise 37.6. Find a definite integral whose value is the area of the surface
generated by rotating each of the following curves about the indicated axis. Do
not evaluate the integral. Do specify the limits of integration.

(i) y=23/9,0 <z <2, y-axis.
(il) y=va2+1,1 < <5, z-axis.
(iii) = =y%/? —y'/?, 1 <y < 3, y-axis.

(iv) 23 4¢3 =1, -1 <z <1,y >0, z-axis.

(v) y :/ \/ﬁdu, 1 <z <2, y-axis.
0

Exercise 37.7. Find the surface area generated by revolving the circular arc
y=+v1—22 a <z <babout the z-axis. (The result depends only on b — a,
i.e. all slices of the same width cut from a spherical loaf of bread have the same
amount of crust.)

38 Center of Mass

See Thomas section 6.6.

§38.1. Every physical body has a center of mass. Every geometrical figure
has a centroid. The centroid of a figure is (by definition) the center of mass of
the body which results on giving the figure a uniform mass density. If a body
B with center of mass P is suspended from a point @) on its boundary, it comes
to rest with the line QP vertical. If the body is a bar (lies in a line) or a plate
(lies in a plane) and is supported from any point other than the center of mass,
it will not balance.
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§38.2. Consider the case where the body consists of n collinear mass points
Py, Ps,..., P, with masses my, ma,...,my. (Imagine that the straight line is a
teeter-totter and the mass points are children.) Let x be a coordinate on the
line, i.e. |z| is the distance from a point O (the origin) on the line with « > 0
for points to the right of O and = < 0 for points to the left. If the coordinate
of the mass point P; is z;, then the coordinate Z of the center of mass P is the

weighted average
_ 1
x:Mijxj, M:ij. (%)
J J

The denominator M in the weighted average is the total mass and each mass
point receives a weight m;/M which represents the fraction of the total mass of
the mass point P;. (These weights sum to one.)

§38.3. Here is an argument which explains why the bar doesn’t balance if it is
supported at some point other than the center of mass. Imagine that the bar is
supported at the origin O and let the bar make an angle of § with the horizontal
axis. Then the potential energy of the jth mass point is its mass m; times its
height x;sinf. (When 0 < 6 < 7/2 the points to the right of the origin have
positive height and those to the left have negative height. Remember that we
have defined z; to be the distance from P; to O along the bar, not the horizontal
coordinate of P;.) Hence the total potential energy is

U= Y mjz; |sind.
J

Physicists tell us that at equilibrium the potential energy is a local minimum
which implies that

au
0= 0 Zj:mjxj cos 0

which means that either cosf = 0 (the bar is vertical) or else that Zj mjxr; =0
(the center of mass is at the origin).

§38.4. Decomposition Principle. In many situations a set of mass points
behaves as if it is a single mass point of mass M concentrated at the center
of mass of the set. For example, imagine that the mass points are distributed
among k sets By, Bo, ..., Bi. Let the total mass of the ith set be M; and the
center of mass of the points in B; have coordinate Z;. Then M = ZZ M; is the
total mass and the center of mass P is

j:%ZMii‘i M=>"M,.

For example imagine two boys with masses my, mo at 1,22 > 0 on one side
of the teeter-totter and two girls with masses mg,m4 at z3,z4 < 0 on the

130



other side. The boys have total mass M; = mj + msy and center of mass
1 = (myz1 + maxs)/M; and the girls have total mass Ms = mg + my and
center of mass To = (mgxs + myxs)/Ms. If a man of weight M; sits at &1 and
a woman of weight M, sits at To, then the center of mass is at

Mz + MsZo . (m1$2 + m2x2) + (m3x3 + m4x4)
M1 +M2 (m1 +m2)—|— (m3+m4)

Tr =

which is the same as the center of mass of the boys and girls. I like to remember
the Decomposition Principle with the following dumb slogan:

The center of mass of the centers of mass is the center of mass.

838.5. Next we treat a solid bar. We assume that the bar has a mass density p
which means that the amount dm mass in an infinitely small interval of width
dx about the point with coordinate z is

dm = p(x) d.

(The mass density at a point of the bar might depend on position of the point
if (say) the bar would made of an alloy of two metals with more of one metal
at one end than at the other.) Suppose that the coordinate of a point on the
bar lies between the two values a and b. In analogy with Equation (%) above we
have

The total mass of the bar with coordinate z in [a,b] and mass density

w(x) is \
M:/dm:/a u(x) dz

and the coordinate of the center of mass P is

L van= - [Nt
N xm—Maxua: x.

T

Example 38.6. Suppose that the bar has a uniform mass density, i.e. the
amount of mass in a segment of the bar is proportional to the width of the
segment. Then the mass density u is constant and the amount of mass in a tiny
segment of width dz is dm = pdzx. The center of mass is

b

b 22
d d —
x:/xm:/ax“””:‘LQ o _p?—a®) _(b—a)b+a) _b+ta
b b 2u(b—a 2(b—a 2
[an [rae o ub—a)  20-a)
Thus the center of mass is at the midpoint of the bar. Since the mass distribution
is uniform, the center of mass and centroid coincide.

a
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§38.7. Similar considerations hold for systems which are not confined to one
dimension. To specify a point in space it takes three coordinates (z,y,z) . For
a system of mass points P; = (z;,¥;,2;) of mass m; connected by weightless
rigid rods the center of mass is the point P = (Z,¥, Z) whose coordinates are

1 1 1
.’EZMijiL’j, g:Mijyj, Z:MijZj,
J J J

where M =" ;™ is the total mass as before. If the system of mass points lies
in the (z,y)-plane, the z-coordinates of all the points (and hence of the center
of mass) are zero. For a body with a mass distribution u the center of mass has
coordinates

1 1 1
i:M/xdm, gzﬁ/ydm, Ezﬁ/zdm,

where M = f dm is the total mass. For a wire the infinitesimal mass dm in an
infinitesimal piece of arc of length ds at the point P is given by

dm = pds,

where p = p(P) is the mass density at the point P. For a plate the infinitesimal
mass dm in an infinitesimal piece of the plate of area dA at the point P is given
by

dm = pdA,

where p = p(P) is the mass density at the point P. For a body the infinitesimal
mass dm in an infinitesimal piece of the body of volume dV at the point P is
given by

dm = pdvV,

where p = p(P) is the mass density at the point P. Appropriate units for the
density p are grams per centimeter for a wire, grams per square centimeter for
a plate, and grams per cubic centimeter for a body. Using Calculus 221 we
can find the center of mass of a wire and, with the aid of the Decomposition
Principle (see below), some plates and bodies. Multiple integrals (taught in
Calculus 234) are required for the general case.

Example 38.8. (The Centroid of a Semicircle.) We find the center of
mass of the semicircle

T = acosb, y = asinf, 0<6<m

with a uniform mass distribution p. The element of arclength is
dz\ > dy 2
ds = \/(dﬂ) + <d€) do = adb.
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The amount of mass in it is dm = puds = pa df. The coordinates of the center

of mass are ”

/muds /0 cosOudf  psind

T = = = 0:0

/,uds / wds e
0

/yuds / sinfpudd —pcosd
0

and

y= T - =
/,uds / nds a
0

Note that the constant p appears in the numerator and denominator and thus
cancels. Thus when we want to find the the center of mass of a uniform mass
distribution (i.e. constant mass density), we may as well assume that p = 1.

EREN

§38.9. Integral Decomposition Principle. The Decomposition Principle
holds quite generally, whenever a body is decomposed into subsets in almost
any way imaginable. Suppose that a plate in the (x,y)-plane is decomposed
into infinitely many infinitely thin strips parameterized by a variable u. The
mass of the strip is dm (it may depend on the parameter u) and its center of
mass is (Z,§) which also depends on u. An integral version of the Decomposition
Principle applies and the center of mass of the plate has coordinates

1 1
M/fdm, @=M/gdm, M:/dm.

A similar principle holds for a three dimensional solid body.

T

Example 38.10. (The Centroid of a Half Disk.) We find the center of
mass of the half disk

0<y<+Va?2-— 22 —a<z<a

of radius a with a uniform mass distribution u. The mass density is constant
so, by the same reasoning as in Example [38.8], we might as well take p = 1.
Then the total mass is the area of the half disk, i.e.

M:/dAz/ Va2 — x2dx = 1a*/2

(half the area of the disk of radius a) and the center of mass of an infinitely thin
strip with end points (z,0) and (x,va* — x?) is its midpoint (Z, §):
a® — .732

2

T =ux,

<
Il
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By the Integral Decomposition Principle the center of mass (Z, ) is given

by
/i‘dm / x( a2—x2>dx Lo
T = === 5 =—— wdu =0
/ dm a2 /2 wa? Jo
(where we we made the substitution u = a? — 22, du = —22 dx) and

C fen () (V) e
Y /dm 7a2/2

a 3
- (a* —2%)dzx = 1 (a%— ;,;)

—a

a

e
T 3x

—a

Note that the center of mass is on the y-axis as could be predicted by symmetry.

§38.11. Here is a more general formulation of the argument used in Exam-
ple [B813] Consider a thin plate with constant mass density bounded by the
curves y = f(z) and y = g(z) and between the lines = a, and x = b. Assume
g(x) < f(x) for a < z < b. Then the center of mass of an infinitely thin strip
with end points (z, g(z)) and (z, f(z)) is its midpoint (Z,g):

f(@) + g(a)

Tr=ux, Y= 5

The mass density is constant and thus cancels in the expression for the center
of mass so we take y = 1. Hence the height of the strip is f(z) — g(z) so, if the
strip has with dz, its mass (area) is

m = (@) = o(0) )z

By the Integral Decomposition Principle m the center of mass P = (Z,7) is

given by b
/mm /ax<f(x)—g(x)> dx

T = =

Jim [ (s o)

N e R

" [ dm / b (1) - st ) a
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Theorem 38.12. The medianﬂ of a triangle are concurrent: they intersect in
the centroid.

Proof: First we give a physics argument and then we give a calculus proof.
Decompose the triangle into infinitely many infinitely thin rectangular strips
parallel to one of the sides. Each strip has its center of mass at the midpoint.
By similar triangles each of these midpoints lies on the median. The mass of
the strip is proportional to its length and we can find the coordinates of the
center of mass using the Integral Decomposition Principle. This is equivalent to
finding the center of mass of a variable mass distribution on the median so the
centroid lies on the median. (See Exercise[38.21]) Since the argument works for
each of the medians the centroid lies on all three medians.

Example 38.13. (The Centroid of a Triangle.) We prove Theorem
using calculus. Let the vertices be (a, h), (b, h), and (0,0) with a < b and h > 0.
The sides of the triangle lie on the three lines z = ay/h, © = by/h, and y = h.
We view the horizontal line y = h as the base of the triangle so h is the altitude
and the area is h(b — a)/2. Since the mass density p is constant so we might as
well take take ;o = 1. The base of the triangle has length b — a so, by similar
triangles, the length of the horizontal line segment at height y is (b — a)y)/h so
the the mass (i.e. the area) of the thin horizontal rectangular strip of width dy
and height y is

(b—a)y
dm = —22d
m - Yy
The total mass is
b— b—a)y?|”  (b—a)h
M:/dm:( a)ydyzf( a)y*|" _ (b-a)h
h 2h |, 2

(No surprise: the base of the triangle is b —a and the height is h.) The center of
mass of the horizontal strip at height y is the midpoint (Z,§) of the horizontal
line segment so
(a+d)y

2h
By the Integral Decomposition Principle [38.9

T = Yy =1.

1 [ 2 b —a)y 2 (", 2h
y_M/ydm_(bfa)h/oy oo WE g V=g

1 . 2 "a+by (b—a)y a+b
=~ [ zdm= : dy = .
M/‘T " (b—a)h/o 2h o YT T3

The horizontal line through the centroid is y = 2h/3 and it intersects the sides
x = ay/h and x = by/h in the points (2a/3,2h/3) and (2b/3,2h/3). The
midpoint of the line segment joining these two points is the centroid.

and

8l

16 A median of a triangle is a line joining a vertex to the midpoint of the opposite side.
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Exercises

Exercise 38.14. Two rods of lengths a and b and the same constant mass
density are welded together to form a right angle. Assume that the endpoints
of the first rod are O = (0,0) and A = (a,0) and the endpoints of the second
rod are O and B = (0,b). Find the center of mass P = (7, 7).

Exercise 38.15. Find the center of mass of a bar located on the z-axis with
3

end points = 0 and = = 2 and mass density pu(z) = z°.
Exercise 38.16. Find the center of mass of a thin plate with constant mass
density bounded by the parabola y = 22 and the line y = 3.

Exercise 38.17. Find the center of mass of a thin plate (a half disk) with
constant mass density mass bounded by the z-axis and the circle 22 + y? = a?.

Is the answer the same as for the semicircle of Example |38.8]’

Exercise 38.18. Find the center of mass of a thin plate (a quarter disk) with
constant mass density mass bounded by the z-axis, the y-axis, and the circle
22 442 = a2

Exercise 38.19. Find the center of mass of a thin plate with constant mass
density mass in the first quadrant bounded by the lines y = 3, x = 3, and the
circle 22 + y? = 9. (You can avoid some calculation by using geometry and the
previous problem to find the area.)

Exercise 38.20. Find the center of mass of a thin plate with constant mass
density bounded by the curves y = = + 1, y = 22 between the lines z = 0, and
r=1.

Exercise 38.21. Show that if a system of mass points in space all lie on the
same line, then the center of mass also lies on that line. (Hint: Choose coor-
dinates so that the line is the z-axis. Then the y; and and z; all vanish: you
must show that 7 and Z also vanish.)

Exercise 38.22. Find the center of mass of a system of three mass points of
the same mass at the points A = (a,h), B = (b,h), C = (0,0). Is the center of
mass of the three mass points the same as the centroid of the triangle ABC?

Exercise 38.23. Find the center of mass of a system of three bars with the same
uniform mass density connecting the vertices A = (a,h), B = (b,h), C = (0,0).
Hint: By the Decomposition Principle this is the same as the center of mass of
a system of three possibly unequal mass points located at the midpoints of the
sides. Is the center of mass of the three bars the same as the centroid of the
triangle ABC?
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Chapter VII
Loose Ends

This chapter contains material which we probably won’t have enough
time to cover in the course.

39 Taylor Approximation*

This is a warmup for infinite series which we study in Math 222.
See Thomas page 589.

§39.1. When f is a function and k > 0 is an integer the notation f*) denotes
kth derivative of f. Thus

fOU) = fe), D)= f(2), D) =F"),

and so on. Given a number ¢ in the domain of f and an integer n > 0, the
polynomial

"L B (@) (z — a)F
Pa) =y L@l #)
k=0

is called the degree n Taylor polynomial of f centered at a. The Taylor
polynomial P, (x) is the unique polynomial of degree n which has the same
derivatives as f at a up to order n:

PM(a) = f*)(a) for k=0,1,2,...,n.

§39.2. The letter > is the Greek S (for sum) and is pronounced sigma so the
notation used in (#) is called sigma notation. It is a handy notation but if
you don’t like it you can indicate the summation with dots:

n

Z@kZaer+am+1+-~~+an_1+an.

k=m

Hence the first few Taylor polynomials are

2 Y
Py(z) = fla) + f/(a)(x — a) + f//(a)(;' —a)? N f///(a)(gj —a)?
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§39.3. The Taylor polynomial P,(z) for f(z) centered at a is the polynomial
of degree n which best approximates f(x) for  near a. To make this precise let

denote the nth Taylor Error of f at a. When R, (z) is small P, (z) is a good
approximation for f(z). How small is small? The answer is given by

Theorem 39.4 (Taylor’s Formula). Suppose that f is n + 1 times differ-
entiable and that f"1) is continuous. Let a be a point in the domain of f.
Then

i 2

z—a (x — a)”
§39.5. Theorem [39.4follows from Theorem 24 on page 591 of Thomas; the
proof is on page 594. The Theorem tells us that not only is the error R, (x)
small when z is close to a, it is so small that it is still small after being divided
by the small number (x — a)™.

In order to use Taylor’s formula approximate a function f we pick a point

a where the value of f and of its derivatives is known exactly. Then the Taylor
polynomial P, (z) can be evaluated exactly for any . We then need to “estimate
the error” R, (z) = f(x) — P,(z), i.e. to find an inequality

|Ri(2)| < M|z —a|"*!

which tells us how small the error R,(x) is, i.e. how close P,(x) is to f(z).
Theorem 24 on page 591 of Thomas tells us how to find M. We’ll study this on
Math 222.

Theorem 39.6 (Extended Mean Value Theorem). Let f, R, and a be as
i Theorem @ Then for each b there is a number c 1 between a and b such
that
O (epy) (b — a)™ !

(n+ 1!

§39.7. Note that the formula for the error f(b) — P, (b) is the same as the next
term in the series (#) except that the n 4 1st derivative f*1) is evaluated at
the unknown point ¢, 41 instead of a. The Extended Mean Value Theorem is
proved in problem 74 on page 174 of the text. Equation (9) is an immediate
consequence.

f(b) = Pa(b) =

Exercises

Exercise 39.8. Evaluate 22:3 T

Exercise 39.9. Let f(z) = /z. Find the polynomial P(zx) of degree three such
that P (4) = f*)(4) for k = 0,1,2,3.

Exercise 39.10. Let f(z) = x'/2. Find the polynomial P(z) of degree two
which best approximates f(x) near x = 8.
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Exercise 39.11. Let f(x) and P(z) be as in §39.10] Evaluate P(10) and use
the Extended Mean Value Theorem to prove that

80

10Y3 — P(10)| < .
| ( )|_27-256

Hint: The function g(z) = 2~8/3 is decreasing so g(10) < g(8).

Exercise 39.12. Find a polynomial P(z) of degree three such that

lim sin(z) — P(x)
x—0 xg

=0.
Use the Extended Mean Value Theorem to show that

|sin(z) — P(x)| < —

40 Newton’s Method*
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Chapter VIII
More Problems

For graphing problems you may be asked to determine (a) where f(z) is defined,
(b) where f(z) is continuous, (¢) where f(z) is differentiable, (d) where f(z) is
increasing and where it is decreasing, (e) where f(x) is concave up and where
it is concave down, (f) what the critical points of f(x) are, (g) where the points
of inflection are, (h) what (if any) the horizontal asymptotes to f(z) are, and
(i) what (if any) the vertical asymptotes to f(z) are. (A horizontal line y = b is
called a horizontal asymptote if xlggo f@)="bor wgmoo f(x) =b. A vertical line
x = a is called a vertical asymptote if lim f(z) = oo or lim f(x) = +o0.)
r—a+ rT—a—

For proofs the question will be carefully worded to indicate what you may
assume in your proof. (See Problem for example.) In this document you
may use without proof any previously asserted fact. For example, you may use
the fact that sin’(f) = cos(f) to prove that cos’'(f) = —sin(f) since the former
question precedes the latter below. (See Problems [12| and ) You may always
use high school algebra (like cos(f) = sin(r/2 — 8)) in your proofs.

1. State and prove the Sum Rule for derivatives. You may use (without proof)
the Limit Laws.

2. State and prove the Product Rule for derivatives. You may use (without
proof) the Limit Laws.

3. State and prove the Quotient Rule for derivatives. You may use (without
proof) the Limit Laws.

4. State and prove the Chain Rule for derivatives. You may use (without proof)
the Limit Laws. You may assume (as the proof in the Stewart text does) that
the inner function has a nonzero derivative.

5. State the SandwichI’] Theorem.

d n
6. Prove that di = na" !, for all positive integers n.
i
d n
7. Prove that di =na" 1, for n = 0.
x
dz™ 1 o
8. Prove that e nzx"~ ", for all negative integers n.
i
d T
9. Prove that —de =e".
x
10. Prove that (0
i 520 _
0—0 0

17 Also called the Squeeze Theorem
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You may assume without proof the Sandwich Theorem, the Limit Laws, and
that the sin and cos are continuous. Hint: See Problem

11. Prove that

1-— 0
i L=c0s0) _
6—0 0
dsi
12. Prove that ST CcoS X
dzx
dcosx .
13. Prove that = —sinz.
dx
dt
14. Prove that anT _ sec? z.
dx
d cot
15. Prove that CovT _ —cscz.
dz
dl 1
16. Prove that nr_ —.
dxr T
sin~!'x 1

17. Prove that d =

18. Prove that di = —

19. Prove that

20. True or false? A differentiable function must be continuous. If true, give a
proof; if false, illustrate with an example.

21. True or false? A continuous function must be differentiable. If true, give a
proof; if false, illustrate with an example.

22. Explain why hn}) 1/z does not exist.
r—r

23. Explain why lim tané does not exist.
0—m/2

24. Explain why lim secf does not exist.
0—m/2

25. Explain why girr(l) cscf does not exist.

—

26. Explain why lir% sin(1/x) does not exist.
r—r

27. Explain why lim cosf does not exist.
6— 00

28. Let sgn(z) be the sign function. This function is given by

1, ifx>0,
sgn(z) = 0, ifz=0,
-1, ifx<DO.
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Explain why lim sgn(z) does not exist.
x—0
29. Explain why lin%) 21/% does not exist.
Yy—r

(z—1)

30. Explain why lim1 21/ does not exist.
z—

31. Calculate lim flz+Az) - f(z)
Az—0 (x4 Az) —z

32. Calculate lim w
h—0 (x+h)—2z

when f(z) = sin 2z.
when f(z) = cos2z.

33. Calculate lim @) = fla) when f(z) = sin(z?).

Tr—a T —aQa

34. Calculate lim @) = flzo) when f(x)

T—To T — X

35. Calculate lim flz+Az) — f(2)
Az—0 (x4 Az)—z

36. Calculate lim flz+Az) — f(2)
Az—0 (x4 Az)—z

37. Calculate lim flz+Az) — f(z)
Az—0 (x4 Az) —x

38. Calculate lim flz + Ax) — f(x)
Az—0 (x4 Az)—=x

39. Calculate lim flz+ Az) — f(2)
Az—0 (g; + Am) —r

40. Calculate lim flz+Az) — f(z)
Az—0 (x4 Azx) —z

41. Calculate lim flz+Az) — f(z)
Az—0 (x4 Az) —x

. flez+Ax) — f(x) __sinx
42. Calculate Al;rgo @A —z when f(x) = —

= cos(x?).

when f(z) = Vsinz.

when f(z) = zsinz.

when f(z) = eV®.

when f(x) = esin®,

when f(z) = Iln(ax + b).

when f(z) = e®*=*.

when f(z) = a®.

- flz+Az) — f(2) _
43. Calculate A‘191630 @t A —z when f(x) = vax +b.

44. Calculate lim flz+Az) — f(2)
Az—0 (x4 Az) -z

when f(x) = (mz + )™

1274/3 — 1254/3
45. Use differentiation to estimate the number — approximately

without a calculator. Your answer should have the form p/q where p and ¢ are
integers. Hint: 5% = 125.

142



46. What is the derivative of the area of a circle with respect to its radius?
47. What is the derivative of the volume of a sphere with respect to its radius?
48. Find the slope of the tangent to the curve y = 23 — z at z = 2.

49. Find the equations of the tangent and normal to the curve y = 23 — 22 4+ 7
at the point (1, 6).

50. Find the equation of the tangent line to the curve 3zy% — 222y = 1 at the
point (1,1). Find d?y/dxz? at this point.
2 2

x
51. Find the equations of the tangent and normal to the curve — + Z—Q =1at
the point (acosf,bsin ).
2?2
52. Find the equations of the tangent and normal to the curve — — ~h 1 at
a

the point (asec,btan6).

53. Find the equations of the tangent and normal to the curve ¢?(z2+y?) = 22>
at the point (¢/ cosf,c/sin6).
54. Find the equations of the tangent and normal to the parabola 3> = 4ax at
the point (at?, 2at).

2 2

55. Show that the equation of the tangent to the hyperbola c% — z—z =1 at the
a
. .. TP Yq
pOlnt (p, q) 1S ? — b72 =1

56. Find the equations of the tangent and normal to the curve y = 2* — 623 +
1322 — 10z + 5 at the point where 2 = 1.

1
57. Find the linear and quadratic approximations to f(z) = ——= at x = 0.

V4+ax

58. Find the linear and quadratic approximations to f(xz) = /14 z at x = 0.

1
59. Find the linear and quadratic approximations to f(x) = m atx = 0.

(1+z)% at x = 0.

60. Find the linear and quadratic approximations to f(z
61. Find the linear and quadratic approximations to f(x) =secz at z = 0.
62. Find the linear and quadratic approximations to f(z) = zsinz at =z = 0.
63. Find the linear and quadratic approximations to f(x
65. Find the linear and quadratic approximations to f(f) = sinf at § = /6.

66. Find the linear and quadratic approximations to f(z) = 2~ ! at z = 4.

)
)
) =
y=a3at x = 1.
)=
) =
)
)

(
(
(
(
64. Find the linear and quadratic approximations to f(z
(
(
(

67. Find the linear and quadratic approximations to f(x) = x° —x at z = 1.
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68. Find the linear and quadratic approximations to f(z) = +/z at z = 4.
69. Find the linear and quadratic approximations to f(z) = Va2 + 9 at x = —4.

70. Use quadratic approximation to find the approximate value of v/401 without
a calculator. Hint: /400 = 20.

71. Use quadratic approximation to find the approximate value of (255)1/ 4
without a calculator. Hint: 2561/4 = 4.

1
72. Use quadratic approximation to find the approximate value of W

without a calculator.
73. Approximate (1.97)% without a calculator. (Leave arithmetic undone.)

74. Let f be a function such that f(1) = 2 and whose derivative is known to be
f'(z) = Va3 + 1. Use a linear approximation to estimate the value of f(1.1).
Use a quadratic approximation to estimate the value of f(1.1).

75. Find the second derivative of 27 with respect to z.

76. Find the second derivative of In x with respect to x.

77. Find the second derivative of 5% with respect to x.

78. Find the second derivative of tan # with respect to 6.

79. Find the second derivative of 22e3* with respect to .

80. Find the second derivative of sin 3z cos 5x with respect to z.
81. Find the third derivative of u* with respect to .

82. Find the third derivative of In z with respect to x.

83. Find the second derivative of tan x with respect to x.

2

N d-0 Y
el e 27
84. If § = sin™ * y show that d? W

d2
85. If y = e~!cost show that %g =2e 'sint.
.o, d*u
86. If u =t + cott show that sin“¢ - 7l —2u+2t=0.
d?y

d
87. If y = €' show that cos? x - (1 + sin 2x)d—y =0.
T

dz?
88. State L’Hopital’s rule and give an example which illustrates how it is used.

89. Explain why L’Hopital’s rule works. Hint: Expand the numerator and the
denominator in terms of Azx.

90. Give three examples to illustrate that a limit problem that looks like it is
coming out to 0/0 could be really getting closer and closer to almost anything
and must be looked at a different way.
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91. Give three examples to illustrate that a limit problem that looks like it is
coming out to 1°° could be really getting closer and closer to almost anything
and must be looked at a different way.

92. Give three examples to illustrate that a limit problem that looks like it is
coming out to 0° could be really getting closer and closer to almost anything
and must be looked at a different way.

93. Give three examples to illustrate that a limit problem that looks like it
is coming out to oo — oo could be really getting closer and closer to almost
anything and must be looked at a different way.

94. Explain how limit problems that come out to co/oo can always be converted
into limit problems that come out to 0/0 and why doing such a conversion is
useful.

95. Explain how limit problems that come out to co — 0o can be converted into
limit problems that come out to 0/0 and why doing such a conversion is useful.

96. Explain how limit problems that come out to 0° can be converted into limit
problems that come out to 0/0 and why doing such a conversion is useful.

97. Explain how limit problems that come out to 1°° can be converted into
limit problems that come out to 0/0 and why doing such a conversion is useful.

98. Use calculus to show that the area A of a sector of a circle with central
angle § is A = (0/2)R? where R is the radius and  is measured in radians.
Hint: Divide the sector into n equal sectors of central angle A = 6/n and area
AA. As in the proof (see Problem that

sin(Af) _1

Ag—0  AO

)

the area AA lies between the areas of two right triangles whose areas can be
expressed in terms of R and trig functions of Af. Apply the Sandwich Theorem
to A =nAA and use 'Hopital’s rule or Problem [I0]

99. Use calculus to show that the area of a circle of radius R is 7R?. Hint: The
area of a sector is a more general problem. (See problem )

100. For which values of x is the function f(x) = 22 + 3z + 4 continuous?
Justify your answer with limits if necessary and draw a graph of the function
to illustrate your answer.

. . . 12*”3*6, if © # 3,
101. For which values of z is the function f(z) = 5 v=3 " g con
) Ir= )
tinuous? Justify your answer with limits if necessary and draw a graph of the
function to illustrate your answer.
sin 3z :
SerCif x #£ 0,
102. For which values of z is the function f(z) = x ) 7
1, ifx =0,
uous? Justify your answer with limits if necessary and draw a graph of the
function to illustrate your answer.

contin-
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103. Determine the value of k£ for which the function

sin 2x
if 0,
f@) =3 5 1T
k, if x =0,

is continuous at x = 0. Justify your answer with limits if necessary and draw a
graph of the function to illustrate your answer.

104. What does it mean for a function f(x) to be continuous at z = a?
105. What does it mean for a function f(x) to be differentiable at x = a?

106. What does f’(a) indicate you about the graph of y = f(z)? Explain why
this is true.

107. What does it mean for a function to be increasing? Explain how to use
calculus to tell if a function is increasing. Explain why this works.

108. What does it mean for a function to be concave up? Explain how to use
calculus to tell if a function is concave up. Explain why this works.

109. What is a horizontal asymptote of a function f(z)? Explain how to justify
that a given line y = b is a horizontal asymptote of f(x).

110. What is a vertical asymptote of a function f(x)? Explain how to justify
that a given line z = a is an vertical asymptote of f(x).

111. If f(z) = |z|, what is f'(—2)?
112. Find the values of a and b so that the function

22 +3x+4a, ifz<l,
flz) = .
bx + 2, ifx>1,

is differentiable for all values of .

ifx>1,

2—z,
113. Graph f(z) = {x ifo<z<1

24z, ifx>0,

114. Graph f(z) = {2:1: if <0

1—z, ifx<l,

115. Graph f(z) = {xz -1, ifx>1

116. Graph f(z) =z + 1/z.

2490 -2
117. Graphf(x)zix + x4 0f01r5<m<9.
T —
118 Gahf()*;
. Grap z7m2+1.
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119. Graph f(z) = ze®.

120. State Rolle’s theorem and draw a picture which illustrates the statement
of the theorem.

121. State the Mean Value Theorem and draw a picture which illustrates the
statement of the theorem.

122. Explain why Rolle’s theorem is a special case of the Mean Value Theorem.

123. Let f(z) = 1 —x?/3. Show that f(—1) = f(1) but that there is no number
¢ in the interval (—1,1) such that f'(¢) = 0. Why does this not contradict
Rolle’s theorem?

124. Let f(x) = (z —1)~2. Show that f(0) = f(2) but that there is no number
¢ in the interval (0, 2) such that f'(¢) = 0. Why does this not contradict Rolle’s
theorem?

125. Show that the Mean Value Theorem is not applicable to the function
f(z) = |z| in the interval [—1, 1].

126. Show that the Mean Value Theorem is not applicable to the function
f(z) = 1/z in the interval [—1,1].

127. Find a point on the curve y = 2% where the tangent is parallel to the
chord joining (1, 1) and (3,27).

128. Show that the equation 2® 4+ 10z 4+ 3 = 0 has exactly one real root.

129. Find the local maxima and minima of f(z) = (52 — 1)? + 4 without using
derivatives.

130. Find the local maxima and minima of f(z) = —(z — 3)? + 9 without using
derivatives.
131. Find the local maxima and minima of f(x) = —|x + 4| + 6 without using
derivatives.

132. Find the local maxima and minima of f(z) = sin2z + 5 without using
derivatives.

133. Find the local maxima and minima of f(x) = |sin4x + 3| without using
derivatives.

=% — 6222 + 120z + 9.
= (x —1)(x+2)2.
=—(z—-1)>3@+1)>%
137. Find the local maxima and minima of f(z) = 2/2 + 2/x for x > 0.

134. Find the local maxima and minima of f(z)
135. Find the local maxima and minima of f(x)
136. Find the local maxima and minima of f(x)
(x)
138. Find the local maxima and minima of f(x) = 223 — 242 + 107 in the
interval [1, 3].

139. Find the local maxima and minima of f(z) = sinx 4+ (1/2)cosz in 0 <
x < 7/2.
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1 T
140. Show that the maximum value of <> is el/e.

T
141. Show that f(x) = 2+ 1/ has a local maximum and a local minimum, but
the value at the local maximum is less than the value at the local minimum.

142. Find the maximum profit that a company can make if the profit function
is given by p(z) = 41 + 24z — 1822

143. A train is moving along the curve y = 22 + 2. A girl is at the point (3,2).
At what point will the train be at when the girl and the train are closest? Hint:
You will have to solve a cubic equation, but the numbers have been chosen so
there is an obvious root.

144. Find the local maxima and minima of f(z) = —x 4 2sinz in [0, 27].

145. Divide 15 into two parts such that the square of one times the cube of the
other is maximum.

146. Suppose the sum of two numbers is fixed. Show that their product is
maximum exactly when each one of them is half of the total sum.

147. Divide a into two parts such that the pth power of one times the qth power
of the other is maximum.

148. Which number between 0 and 1 exceeds its pth power by the maximum
amount?

149. Find the dimensions of the rectangle of area 96 cm? which has minimum
perimeter. What is this minimum perimeter?

150. Show that the right circular cone with a given volume and minimum
surface area has altitude equal to /2 times the radius of the base.

151. Show that the altitude of the right circular cone with maximum volume
that can be inscribed in a sphere of radius R is 4R/3.

152. Show that the height of a right circular cylinder with maximum volume
that can be inscribed in a given right circular cone of height h is h/3.

153. A cylindrical can is to be made to hold 1 liter of oil. Find the dimensions
of the can which will minimize the cost of the metal to make the can.

154. An open box is to be made out of a given quantity of cardboard of area
p?. Find the maximum volume of the box if its base is square.

155. Find the dimensions of the maximum rectangular area that can be fenced
with a fence 300 yards long.

156. Show that the triangle of the greatest area with given base and vertical
angle is isosceles.

157. Show that a right triangle with a given perimeter has greatest area when
it is isosceles.
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158. What do distance, speed and acceleration have to do with calculus? Ex-
plain thoroughly.

159. A particle, starting from a fixed point P, moves in a straight line. Its
position relative to P after ¢ seconds is s = 11 + 5t 4+ ¢> meters. Find the
distance, velocity and acceleration of the particle after 4 seconds, and find the
distance it travels during the 4th second.

160. The displacement of a particle at time ¢ is given by = = 2t3 — 5t2 4 4t + 3.
Find (i) the time when the acceleration is 8cm/s®, and (ii) the velocity and
displacement at that instant.

161. A particle moves along a straight line according to the law s = t3 — 6t +
19t — 4. Find (i) its displacement and acceleration when its velocity is 7m/s,
and (ii) its displacement and velocity when its acceleration is 6m/82.

162. A particle moves along a straight line so that after ¢ seconds its position
relative to a fixed point P on the line is s meters, where s = ¢ — 4¢? 4 3t. Find
(i) when the particle is at P, and (ii) its velocity and acceleration at these times
t.

163. A particle moves along a straight line according to the law s = at? —2bt+c,
where a, b, c are constants. Prove that the acceleration of the particle is constant.

164. The displacement of a particle moving in a straight line is z = 2¢3 — 9¢% +
12t 4+ 1 meters at time ¢. Find (i) the velocity and acceleration at ¢t = 1 second,
(ii) the time when the particle stops momentarily, and (iii) the distance between
two stops.

165. The distance s in meters travelled by a particle in ¢ seconds is given by
s = ae! + be~!. Show that the acceleration of the particle at time ¢ is equal to
the distance the particle travels in ¢ seconds.

166. A ladder 10 feet long rests against a vertical wall. If the bottom of the
ladder slides away from the wall at a speed of 2 ft/s, how fast is the angle
between the top of the ladder and the wall changing when the angle is 7/4
radians?

167. A ladder 13 meters long is leaning against a wall. The bottom of the
ladder is pulled along the ground away from the wall at the rate of 2 m/s. How
fast is its height on the wall decreasing when the foot of the ladder is 5 m away
from the wall?

168. A television camera is positioned 4000 ft from the base of a rocket launch-
ing pad. A rocket rises vertically and its speed is 600 ft /s when it has risen 3000
feet. (a) How fast is the distance from the television camera to the rocket chang-
ing at that moment? (b) How fast is the camera’s angle of elevation changing
at that same moment? (Assume that the telivision camera points toward the
rocket.)

169. Explain why exponential functions arise in computing radioactive decay.
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170. Explain why exponential functions are used as models for population
growth.

171. Radiocarbon dating works on the principle that '*C' decays according to
radioactive decay with a half life of 5730 years. A parchment fragment was
discovered that had about 74% as much “C as does plant material on earth
today. Estimate the age of the parchment.

172. After 3 days a sample of radon-222 decayed to 58% of its original amount.
(a) What is the half life of radon-2227 (b) How long would it take the sample
to decay to 10% of its original amount?

173. Polonium-210 has a half life of 140 days. (a) If a sample has a mass of 200
mg find a formula for the mass that remains after ¢ days. (b) Find the mass
after 100 days. (¢) When will the mass be reduced to 10 mg? (d) Sketch the
graph of the mass as a function of time.

174. If the bacteria in a culture increase continuously at a rate proportional to
the number present, and the initial number is Ny, find the number at time ¢.

175. If a radioactive substance disintegrates at a rate proportional to the
amount present how much of the substance remains at time t if the initial
amount is Qg7

176. Current agricultural experts believe that the world’s farms can feed about
10 billion people. The 1950 world population was 2.517 billion and the 1992
world population was 5.4 billion. When can we expect to run out of food?

177. The Archer Daniel Midlands company runs two ads on Sunday mornings.
One says that “when this baby is old enough to vote, the world will have one
billion new mouths to feed” and the other says “in thirty six years, the world
will have to set eight billion places at the table.” What does ADM think the
population of the world is at present? How fast does ADM think the population
is increasing? Use units of billions of people so you can write 8 instead of
8,000,000, 000. (Hint: 36 = 2 x 18.)

178. The population of California grows exponentially at an instantaneous rate
of 2% per year. The population of California on January 1, 2000 was 20,000,000.
(a) Write a formula for the population N (t) of California ¢ years after January
1, 2000. (b) Each Californian consumes pizzas at the rate of 70 pizzas per year.
At what rate is California consuming pizzas t years after 19907 (c¢) How many
pizzas were consumed in California from January 1, 2005 to January 1, 20097

179. The population of the country of Slobia grows exponentially. (a) If its
population in the year 1980 was 1,980,000 and its population in the year 1990
was 1,990,000, what is its population in the year 20007 (b) How long will it
take the population to double? (Your answer may be expressed in terms of
exponentials and natural logarithms.)

180. If f'(z) = x — 1/2% and f(1) = 1/2 find f(x).
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181. /(6935 — 207 — 7w +3/x —5+4e" + 7%)dw

182. /(x/a +a/x+ 2%+ a” + ax) dx

; 7 .
183./<\Fx/x7+\3/;26e +1> dzx

&

2% dx 185. (3x —5)dx

|
=

x % dx 187. (1 -2z —32?)dx

[}

(5y* — 6y + 14) dy

|
oo

/
2
188. / (522 — 4o + 3) da 189.
1
/,
J

3
~
w

dx 209. sint dt

J,
190 (v° — 2y° + 3y) dy 191. / vV dr
192 237 da 193. / ——— ) dt
ARE

246 _ 42 2 02

194. / iy 195. / 1
1 ¢t 1 VT
2 1

196 /(m3—1)2dx 197. / u(vu + ) du
0 0
2 3

198. /(:c+1/:c)2d:c 199. / Vb 4+ 2dx
1 3
-1 4

200. / (x —1)(3z +2) dzx 201. /(\/5—2/\/£)dt
18 ) 10

202. / (%Jr) dr 203. / r+1)3da
A\ L e+
— 4 _ e .2

204. / Tl 205. / rrtly,
-5 x “1‘1 1 X
9 1 2 1

206. / <ﬁ+> d 207. / (\%75+ \/;74) da
4 T 0

8
3
I
~
¥

210 (cos@ + 2sin0) db 211. / (cos @ + sin 20) do
™ Oﬂ/2
212. / sec x tan x dx 213. / cscx cot x dx
27 /3 w/3
/3 /3
214 / csc? 6.do 215. / sec? 0.do
/6 m/4
V3 0.5
6 dx
216. ——dx 217. / _—
/1 1+ 22 o V1—22
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8 In6
218. / (1/z)dx 219. / 8e” dx
4 1

o n_3e 5
220. / 2t dt 221. / Zdx
8 —e2 T
3 2
222. / |z% — 1| dx 223. / |z — 2% dx
3 oy
224. j/ (x — 2|x|) dz 225. j/ (2 — |z — 1)) dz
-1 0

zh, ifo<z<l1,

226. /O f(x) dx where f(x) = { 5

20, if1<x<2’

227. i f(z) dz where f(x) =

—T

x, if -7 <z <0,
sinz, if0<z<m.

1
=-1+1=0.
—1

13 -1
228. True or false? / —4dt -
1t t3

b
229. Explain what a Riemann sum is and write the definition of / f(z)dz as

a
a limit of Riemann sums.

230. State the Fundamental Theorem of Calculus.

231. (1) Water flows into a container at a rate of three gallons per minute for
two minutes, five gallons per minute for seven minutes and eleven gallons per
minute for two minutes. How much water is in the container? (2) Water flows
into a container at a rate of 2 gallons per minute for 0 < ¢ < 5. How much
water is in the container?

232. Let f(x) be a function which is continuous and let A(x) be the area under
f(z) from a to z. Compute the derivative of A(x) by using limits.

233. Why is the Fundamental Theorem of Calculus true? Explain carefully
and thoroughly.

234. Give an example which illustrates the Fundamental Theorem of Calculus.
In order to do this compute an area by summing up the areas of narrow rectan-
gles and then show that applying the Fundamental Theorem of Calculus gives
the same answer.

235. Sketch the graph of the curve y = v/z 4+ 1 and determine the area of the
region enclosed by the curve, the z-axis and the lines = 0, x = 4.

236. Make a sketch of the graph of the function y = 4 — 22 and determine the
area enclosed by the curve, the x-axis and the lines z = 0, x = 2.

237. Find the area under the curve y = v/6x + 4 and above the z-axis between
x =0 and z = 2. Draw a sketch of the curve.
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238. Graph the curve y = x> and determine the area enclosed by the curve and
the lines y = 0, = 2 and =z = 4.

239. Graph the function f(z) = 9 — 2%, 0 < o < 3, and determine the area
enclosed between the curve and the x-axis.

240. Graph the curve y = 2v/1 — 22, = € [0,1], and find the area enclosed
between the curve and the z-axis.

241. Determine the area under the curve y = va? — 22 and between the lines
x=0and z = a.

242. Graph the curve y = 2¢/9 — 22 and determine the area enclosed between
the curve and the z-axis.

243. Graph the area between the curve y? = 4z and the line z = 3. Find the
area of this region.

244. Find the area bounded by the curve y = 4 — 22 and the lines y = 0 and
y=3.

245. Find the area bounded by the curve y = z(x — 3)(x — 5), the z-axis and
the lines £ = 0 and = 5.

246. Find the area enclosed between the curve y = sin2z, 0 < z < 7/4 and the
axes.

247. Find the area enclosed between the curve y = cos2z, 0 < z < 7/4 and
the axes.

IN

248. Find the area enclosed between the curve y = 3cosz, 0 < x < 7/2 and

the axes.

249. Find the area enclosed between the curve y = cos3z, 0 < z < 7/6 and
the axes.

250. Find the area enclosed between the curve y = tan? z,0 <z <7/4 and
the axes.

251. Find the area enclosed between the curve y = csc? x, 7/4 <z < 7/2 and
the axes.

252. Find the area of the region bounded by y = —1, ¥y = 2, x = %%, and = = 0.

253. Find the area of the region bounded by the parabola y = 4z2, > 0, the
y-axis, and the lines y = 1 and y = 4.

254. Find the area of the region bounded by the curve y = 4 — 22 and the lines
y=0and y = 3.

255. Graph y? + 1 =z, 2 < 2 and find the area enclosed by the curve and the
line z = 2.

256. Graph the curve y = x/7 + 2sin® 2 and write a definite integral whose
value is the area between the z-axis, the curve and the lines x = 0 and x = 7.
Do not evaluate the integral. Do specify the limits of integration.
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257. Find the area bounded by y = sinx and the x-axis between x = 0 and
x = 2m. Hint: Make a careful drawing to decide what area is intended.

258. Find the area bounded by the curve y = cosz and the z-axis between
x=0and x = 27.

b
259. Give an example which shows that / f(z) dx is not always the true area

bounded by the curves y = f(x), y =0, z = a, and & = b even though f(x) is
continuous between a and b.

260. Find the area of the region bounded by the parabola y? = 4z and the line
y = 2x.

261. Find the area bounded by the curve y = 2(2 — x) and the line x = 2y.
262. Find the area bounded by the curve z? = 4y and the line z = 4y — 2.
263. Calculate the area of the region bounded by the parabolas y = 2% and

= y>.

264. Find the area of the region included between the parabola y? = x and the
line z +y = 2.

265. Find the area of the region bounded by the curves y = /x and y = x.

266. Use integration to find the area of the triangular region bounded by the
linesy=2x+1,y=3x+1 and z = 4.

267. Find the area bounded by the parabola z? —2 = y and the line z +y = 0.

268. Graph the curve y = (1/2)2? + 1 and the straight line y = z + 1 and find
the area between the curve and the line.

269. Find the area of the region between the parabolas y? = = and 22 = 16y.

270. Find the area of the region enclosed by the parabola 3% = 4ax and the
line y = ma.

271. Find a so that the curves y = 22 and y = acosx intersect at the points
2
(w,y) = (%, Tg)- Then find the area between these curves.

272. Write a definite integral whose value is the area of the region between the
two circles 22 + 9% = 1 and (z — 1)2 4+ y? = 1. Find this area. If you cannot
evaluate the integral by calculus you may use geometry to find the area. Hint:
The part of a circle cut off by a line is a circular sector with a triangle removed.

273. Write a definite integral whose value is the area of the region between the
circles 22 + y? = 4 and (z — 2)? + y? = 4. Do not evaluate the integral. Do
specify the limits of integration.

274. Write a definite integral whose value is the area of the region between the
curves 2 + 32 = 2 and x = y? Do not evaluate the integral. Do specify the
limits of integration.

154



275. Write a definite integral whose value is the area of the region between the
curves 2 + y?> = 2 and =z = y?. Find this area. If you cannot evaluate the
integral by calculus you may use geometry to find the area. Hint: Divide the
region into two parts.

276. Write a definite integral whose value is the area of the part of the first
quadrant which is between the parabola y? = z and the circle z? + 32 — 2z = 0.
Find this area. If you cannot evaluate the integral by calculus you may use
geometry to find the area. Hint: Draw a careful graph. Divide a semicircle in
two.

277. Find the area bounded by the curves y = 2 and y = 2°.

278. Graph y = sinz and y = cosz for 0 < z < 7/2 and find the area enclosed
by them and the z-axis.

2 2

x
279. Write a definite integral whose value is the area inside the ellipse — + Z;—z =
1. Evaluate this area. Hint: After a suitable change of variable, the definite
integral becomes the definite integral whose value is the area of a circle.

280. Using integration find the area of the triangle with vertices (—1, 1), (0, 5)
and (3,2).

281. Find the volume that results by rotating the triangle 1 <z <2, 0 <y <
3z — 3 around the z axis.

282. Find the volume that results by rotating the triangle 1 <2 <2, 0 <y <
3z — 3 around the y axis.

283. Find the volume that results by rotating the triangle 1 <z <2, 0 <y <
3z — 3 around the line x = —1.

284. Find the volume that results by rotating the triangle 1 <2 <2, 0<y <
3z — 3 around the line y = —1.

285. Find the volume that results by rotating the semicircle y = v R? — 22
about the z-axis.

286. A triangle is formed by drawing lines from the two endpoints of a line
segment of length b to a vertex V which is at a height h above the line of the
line segment. Its area is then A = fyhzo dA where dA is the area of the strip
cut out by two parallel lines separated by a distance of dz and at a height of z
above the line containing the line segment. Find a formula for dA in terms of
b, z, and dz and evaluate the definite integral.

287. A pyramid is formed by drawing lines from the four vertices of a rectangle
of area A to an apex P which is at a height h above the plane of the rectangle.
Its volume is then V = fzhzo dV where dV is the volume of the slice cut out by
two planes parallel to the plane of the rectangle and separated by a distance of
dz and at a height of z above the plane of the rectangle. Find a formula for dV/
in terms of A, z, and dz and evaluate the definite integral.
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288. A tetrahedron is formed by drawing lines from the three vertices of a
triangle of area A to an apex P which is at a height h above the plane of the
triangle. Its volume is then V = fzh:() dV where dV is the volume of the slice
cut out by two planes parallel to the plane of the triangle and separated by a
distance of dz and at a height of z above the plane of the rectangle. Find a
formula for dV in terms of A, z, and dz and evaluate the definite integral.

289. A cone is formed by drawing lines from the perimeter of a circle of area
A to an apex V which is at a height h above the plane of the circle. Its volume
is then V = fzh:o dV where dV is the volume of the slice cut out by two planes
parallel to the plane of the circle and separated by a distance of dz and at a
height of z above the plane of the rectangle. Find a formula for dV in terms of
A, z, and dz and evaluate the definite integral.

290. (a) A hemispherical bowl of radius a contains water to a depth h. Find
the volume of the water in the bowl. (b) Water runs into a hemispherical bowl
of radius 5 ft at the rate of 0.2 ft3/sec. How fast is the water level rising when
the water is 4 ft deep?

291. (Alternate wording for previous problem.) A hemispherical bowl is ob-
tained by rotating the semicircle 22 + (y — a)? = a?, y < a about the y-axis.
It is filled with water to a depth of h, i.e. the water level is the line y = h.
(a) Find the volume of the water in the bowl as a function of h. (b) Water runs
into a hemispherical bowl of radius 5 ft at the rate of 0.2 ft3/sec. How fast is
the water level rising when the water is 4 ft deep? (Hint: Use the method of
related rates and the Fundamental Theorem.)

292. A vase is constructed by rotating the curve 22 —¢y3 = 1for 0 <y < 8
around the y axis. It is filled with water to a height y = h where h < 8.
(a) Find the volume of the water in terms of h. (Express your answer as a
definite integral. Do not try to evaluate the integral.) (b) If the vase is filling
with water at the rate of 2 cubic units per second, how fast is the height of the
water increasing when this height is 2 units?
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Chapter IX
Notes for TA’s

§40.1. My main objective is to get the students to use the notation correctly.
When grading, point out incorrect syntax, both mathematical and grammatical.

§40.2. Read your email daily. After reading a message from me reply to me
(OK suffices) so I know that you got it. I would be very happy if we all discussed
what is going on in the course via email. Back in the stone age we used to have
weekly meetings, but we can accomplish the same thing via email.

§40.3. Learning occurs only when students are active, not passive. For this
reason I encourage students to interrupt the lecture with questions. I would be
delighted if a TA would interrupt once in a while, even if that TA does not need
to ask a question. It might encourage the students to speak up.

§40.4. The students should do the exercises from the notes as soon as I cover
the corresponding material in lecture. If there are not enough problems, you
can assign more, either from Chapter [VII]] of the notes or from the text. Be
prepared to explain the problems from the list on the course website as those
were explicitly assigned to the students. Sometimes I guarantee that 80% of the
problems on the tests come from the notes (including worked examples) and
that a grade of 80% is at least a B.

§40.5. Give the pre quiz and report to me how may students get a perfect
score, how many students miss at least one and at most three, and how many
students do worse than missing three. Make the weaker students write and
hand in additional algebra problems from Section [1| of these notes, for example
Exercises and The Math Department has an “Early Warning System”
which aims to detect students who may get into trouble as early as possible
so as to get them into the Tutorial Program. Weak algebra skills increase
the likelihood that a student will have difficulty. Exercise [5.9] is also good
preparation for word problems later in the course. Also use this exercise to look
for at risk students.

§40.6. We don’t allow calculators on exams. Encourage the students to leave
arithmetic undone; it makes grading easier. Tell them that an answer like
x = 1+ 3 is acceptable (if correct) but an answer like z = 14 3 = 5 will be
penalized. On the other hand, sometimes a little algebraic simplification at the
beginning of a problem makes the rest of the problem less error prone. For
example, I would replace 3z + 1 + 5x by 8z + 1 early in a calculation to avoid
copying errors.

840.7. I like to assign complicated computations as homework, especially when
there is another easier way to do the problem which I also assign. However, I
think the algebra we ask students to do on tests should not be so complicated.
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8§40.8. Inverse functions are one of the trickiest things in the course. I like to
hammer on the fact that y = f(z) and @ = f~!(y) have the same graph, i.e.

y=f(z) <= z=f""(y).

Rather than interchanging x and y to to draw the graph of the inverse function,
I prefer to label the horizontal axis as y and the vertical axis as x. (The effect
is still reflection in the diagonal.) Do Exercise to reinforce this. I like to do
the inverse trig functions right after the trig functions to accustom the students
to inverse functions.

§40.9. The change of variables formula in §7.9] means that you don’t need to
do long division of polynomials when finding the limit of a rational function.
Instead of factoring out x — a you replace x by a + h and then factor out h.

§40.10. There are several good reasons for the “Early Transcendentals” ap-
proach:

1. By introducing the most important functions early on we assure that the
students get experience with them and are not short changed because we
run out of time at the end of the semester.

2. We make the course more challenging in the first few weeks so that stu-
dents are not lulled into overconfidence. (In the standard approach stu-
dents usually find the first exam easy.)

3. We can do more interesting problems earlier.
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