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For All Practical Purposes: Effective Teaching 
Because of the smaller class size, a teaching assistant can have a great influence on their 

students.  You should see yourself as a role model for these undergraduate students.  You may choose 
to interject quotes about the importance of education. 

• “Education is the movement from darkness to light.”  Allan Bloom  
• “Education is what survives when what has been learned has been forgotten.”  B.F. Skinner  
• “Education costs money, but then so does ignorance.” Sir Claus Moser  

A quote for you to consider in your teaching is by Joseph Joubert.  He said, "To teach is to learn 
twice." 

Chapter Briefing 
 A sample is a part of a large population.  Hopefully, information obtained from the sample will 
allow us to draw conclusions about the population.  In order for this to be possible, the sample must 
be representative of the population.  Random sampling avoids the bias that can result when 
convenient samples are chosen or subjects choose themselves.  

Experiments aim to show that certain treatments produce certain effects.  Responses to treatment 
can be confounded with other variables so that no clear conclusions can be drawn.  Good 
experimental design attempts to minimize confounding by comparing subjects who receive treatment, 
to a control group.  Randomization is used to produce groups that are essentially similar prior to 
treatment.  Random sampling eliminates bias but not variability.  Differences unlikely to occur by 
chance provide evidence that the differences can be attributed to the effects of the treatment.  Such 
differences are called statistically significant. 

 Statistical inference draws conclusions from data.  These conclusions make estimates of a population 
parameter based on a statistic.  Statistical inference is based on the idea that one needs to see how 
trustworthy a procedure is if it is repeated many times.  An important method of inference is determining 
confidence intervals.  With confidence intervals, we take as our estimate of an unknown population 
parameter the appropriate sample statistic.  By revisiting the 68-95-99.7 rule, the 95% confidence interval 
is discussed.  Confidence intervals are easy to obtain if the sampling distribution of our statistic is normal 
or approximately normal.  Fortunately, this is the case with sample proportion and sample mean. 

 Being well prepared for class discussions with an understanding of the many terms in this chapter 
along with short examples will help students focus on the main topics presented in this chapter.  Although 
calculations are needed in the chapter, a great deal of the chapter involves students applying the ideas to 
specific situations.  In order to facilitate your preparation, the Chapter Topics to the Point has been 
broken down into Data Analysis Versus Data Collection, Sampling, Bias, Simple Random Samples, 
Additional Bias, Studies, Study Design, Placebo Effect, Statistical Inference, and Confidence 
Intervals.  Any examples with solutions for these topics that do not appear in the text nor study guide are 
included in the Teaching Guide.  You should feel free to use these examples in class, if needed. 

The Teaching Guide includes the feature Teaching the Calculator.  In this chapter the main 
problem area for students is using parentheses for calculations.  Screen shots are included. 

The last section of this chapter of The Teaching Guide for the First-Time Instructor is Solutions 
to Student Study Guide  Questions.  These are the complete solutions to the six questions included 

in the Student Study Guide.  Students only have the answers to these questions, not the solutions. 
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Chapter Topics to the Point 

Data Analysis Versus Data Collection 
In Chapters 5 and 6, data analysis was explored.  Graphs and numbers were produced to represent a 
set of data.  In this chapter you will explore how to produce data that can be trusted for answering 
specific questions.   

Sampling 
In statistical studies, we gather information about a small, partial group (a sample) in order to draw 
conclusions about the whole, large group we are interested in (the population).   

• A sample of people who choose to respond to a general appeal is called a voluntary 
response sample.   

• A sample of people who are most easily available is called a convenience sample. 

Bias 

Systematic error caused by bad sampling methods may lead to a biased study favoring certain 
outcomes.   

• Voluntary response sampling is a likely source of bias. 
• Convenience sampling is a likely source of bias. 
• There may be gender-based bias, with women or men overrepresented in the sample. 
• There may be economic class bias due to the location as to where the sample was taken. 
• Responses can be strongly influenced by the wording of questions.  By having leading 

questions or confusing questions, strong bias can be introduced 

Teaching Tip 
A good place to start class discussion is to ask students where they can envision other sources of bias 
in a sample.  Many of the homework exercises in this chapter rely on students thinking about possible 
explanations as opposed to doing numerical calculations.  So eliciting this type of classroom 
discussion should be beneficial to the students as they prepare to start their homework assignment. 

Example 
In a study of the shopping habits of adults, we asked 250 people as they exited a grocery store about 
their total purchase.  What is the population? What is the sample?  What kind of sample is it?  Is there 
any possible bias? 

Solution 
The population is all adults that shop.  The sample consists of those among the 250 who qualified as 
members of this population; for example, children would not be included, even if they were 
shopping.  This is a convenience sample.  There is possible gender-based bias in that grocery stores 
may be more frequented by woman rather than men. 

Simple Random Samples 
We can use a simple random sample (SRS) to eliminate bias.  This is the equivalent of choosing 
names from a hat; each individual has an equal chance to be selected.  A two-step procedure for 
forming a SRS using a table of random digits is: 
Step 1: Give each member a numerical label of the same length. 
Step 2: Read from the table strings of digits of the same length as the labels.  Ignore groups not used 

as labels and also ignore any repeated labels. 
In this chapter, Table 7.1 Random Digits will be referred to often.  This table is printed below with a 
blank backside for you to tear out, if needed.  Generally, students need to be told by instructions as to 
which line to start.  The three-digit line label (left most column) is not part of the random digits. 
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Example 
Use Table 7.1 to form a random sample of 5 students at Acme College from the entire population of 
2350 AC students.  Start on line 102. 

Solution 
Assign each AC student a four digit numerical label, 0001–2350, making sure that no label is 
assigned twice.  Read strings of 4 consecutive digits, ignoring repetitions and unassigned strings, 
until 5 assigned labels are obtained.  The students with those labels are the sample. 

 

Teaching Tip 
In order to familiarize students with Table 7.1, ask them to describe features of the table such as the 
width (it is 40 digits wide).  Because it is easy to make mistakes in counting, students should have 
some kind of system to double check themselves as they go along.  In the last example, since the 
string size was four digits, we should always start at the first digit of a new line as we progress down 
the table.  Another feature students should notice is that the digits are grouped in order to make the 
reading easier.  They should not consider the space between the groups of five as a forced place to 
begin looking for a string of digits.  Similarly, if your string-length does not divide 40 (such as 3 or 
6), the end of the line is not a terminal place.   

Additional Bias 

Random sampling will eliminate bias in the choice of a sample from a list of the population.  It is 

difficult, however, to have a complete and totally accurate list of a population.  Even a sound 

statistical design cannot guard against some of the pitfalls associated with statistical experiments.   

• Nonresponse can be a cause of bias in an experiment. 

• Artificial environments can be a cause of bias in an experiment. 

• Undercoverage, by not including in samples certain parts of the population can cause bias.   

Studies 

• An observational study is a passive study of a variable of interest.  The study does not 

attempt to influence the responses and is meant to describe a group or situation. 

• An experiment is an active trial of an imposed treatment and its effects.  The study is meant 

to observe whether the treatment causes a change in the response. 

• A prospective study is an observational study that records slowly developing effects of a 

group of subjects over a long period of time. 

• An uncontrolled study is a study that lacks a comparison (i.e., control) group. 

• A controlled study is a study that has a comparison (i.e., control) group. 

Teaching Tip 
A sign of an observational study is the lack of imposed treatment on the subjects. 
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Study Design 

When designing a study, care must be taken to avoid confounded variables.  Confounding variables 
are variables whose effects on the outcome cannot be distinguished from one another.  We can reduce 
the effect of confounded variables by conducting a randomized comparative experiment.  The sample 
for the experiment is matched by a control group, with subjects assigned randomly to the treatment or 
the control group.  Since personal choice can be a source of bias, the subjects should be randomly 
chosen for each group.  A well-designed experiment is one that uses the principles of comparison and 
randomization: comparison of several treatments and the random assignment of subjects to 
treatments.  

Example 
A teacher has the following students in her class. 

Adam Faiz  Kevin Patty Victoria 
Billy  Gwen Leo Quinn Wally 
Cassy Heidi Mary Rachel Xavier 
Daniel Iliana Nadia Sarah Yaffa 
Edwin Jacob Ottis Thomas Zeki 

The teacher wants to determine if giving students extra reading assignments has any effect on a math 
test that includes word problems.  The 25 students in the class are given a math pre-test.  13 students 
will be given the extra reading assignment and 12 will not (control group).  Each group will be given 
a math post-test and the results will be compared.  Outline the design of the experiment and begin on 
line 104 to determine the 12 students to be the control group. 

Solution 

 
Step 1: Give each student a label of the same numerical length. 

01 Adam 06 Faiz  11 Kevin 16 Patty 21 Victoria 
02 Billy  07 Gwen 12 Leo 17 Quinn 22 Wally 
03 Cassy 08 Heidi 13 Mary 18 Rachel 23 Xavier 
04 Daniel 09 Iliana 14 Nadia 19 Sarah 24 Yaffa 
05 Edwin 10 Jacob 15 Ottis 20 Thomas 25 Zeki 

Step 2: Use the table starting on line 104 looking at groups of digits of length 2. 

 
The random labels in order are 01, 02, 07, 08, 13, 14, 15, 17, 18, 19, 21, and 25. Thus, the control 
group is Adam, Billy, Gwen, Heidi, Mary, Nadia, Ottis, Quinn, Rachel, Sarah, Victoria, and Zeki.  
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If subjects are randomly assigned to treatments, we can be confident that any differences among 

treatment groups that are too large to have occurred by chance are statistically significant.  Small 

differences between groups in a study can be due to random variation, but statistically significant 

differences are too large to be attributable to chance and are reliable evidence of a real effect of the 

factors being studied.  Only experimentation can produce fully convincing statistical evidence of 

cause and effect.  Experiments like samples have weaknesses, in particular, they can lack realism.  

This would mean that it is hard to say exactly how far the results of the experiment can be applied. 

Placebo Effect 

The placebo effect is a special kind of confounding in which a patient responds favorably to any 

treatment, even a placebo (fake treatment).  To avoid the placebo effect and any possible bias on the 

part of the experimenters, use a double-blind experiment, so neither subjects nor investigators know 

which treatment an individual is receiving. 

Teaching Tip 

When one increases the number of factors in an experiment, the number of groups also increase.  
Forming a table is often helpful to show how many groups and the type of groups that are needed. 

Example 
Describe the subject groups for a combined test of a high-potassium supplement and a multi-vitamin 

supplement on smokers’ blood pressure. 

Solution 
Form four equal groups (if possible) using a random procedure.  Give the groups treatments 

according to the following table: 
 High-potassium supplement Placebo 

Multi-vitamin supplement 

Group 1 
Multi-vitamin supplement 

High-potassium supplement 

 

Group 2 
Multi-vitamin supplement 

Placebo 

Placebo 
Group 3 

High-potassium supplement 

Placebo 

Group 4 
Placebo 

Placebo 

The experiment should be double-blind, so no participant knows who belongs to which group.  
Statistical Inference 

Using a fact about a sample to estimate the truth about the whole population is called statistical 
inference.  We are inferring conclusions about the whole population based on data from selected 

individuals.  Statistical inference only works if the data comes from a random sample or a 

randomized comparative experiment.  A sample should resemble the population, so that a sample 

statistic can be used to estimate a characteristic of the population. 
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Teaching Tip 
Students can easily confuse the following two definitions and in turn may confuse down the way 

what formulas to apply.  You may choose to make an effort to state them several times and write 

them on the board. 

• A parameter is a number that describes the population.  A parameter is a fixed value, but 

we generally do not know what it is. 

• A statistic is a number that described a sample.  A statistic is often used to estimate an 

unknown parameter. 

If you have a simple random sample of size n from a large population and a count of successes (such 
as agreeing with a survey question) in the same population, then the sample proportion of successes, 

( )p , is the following quotient. 

count of successes in sample
p

n
=  

p  is a statistic.  The corresponding population proportion parameter is p. 

Statistical inference is based on the idea that one needs to see how trustworthy a procedure is if it is 
repeated many times.  Results of a survey will vary from sample to sample; this is called sampling 

variability.  So to answer the question as to what would happen for many samples, we do the 

following. 
• Take a large number of random samples from the same population. 

• Calculate p  for each sample. 

• Make a histogram of .p  
• Examine the distribution for shape, center, and spread, as well as outliers or other 

deviations. 

The sampling distribution of a statistic is the distribution of values taken by the statistic in all 
possible samples of the same size from the same population.  This is the ideal pattern if we looked at 
all same-size possible samples of the population.  For a simple random sample of size n from a large 

population that contains population proportion p, the sampling distribution for p  has the following 

features. 
• It is approximately normal. 

• The mean is p. 

• The standard deviation is 
( )1

.
p p

n

−
 

Teaching Tip 
The formula for the standard deviation of p  shows that the spread of the sampling distribution is 

about the same for most sample proportions; it depends primarily on the sample size.  You may 
choose to ask students to visualize what happens to the formula for standard deviation as n increases 
and ask what this would mean. 
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Confidence Intervals 

We cannot know precisely a true population parameter, such as the proportion p of people who favor 

a particular political candidate.  To make an estimate, we interview a random sample of the 

population and calculate a statistic of the sample, such as the sample proportion, p , favoring the 

candidate in question.  Since p  is close to normal in its distribution, we will consider the 95 part of 

the 68-95-99.7 rule which indicates that 95% of all sample of p  will fall within two standard 

deviations of the true population proportion, p.  This leads us to the 95% confidence interval for p, 

which is quite accurate for large values of n.  It is as follows. 

( )1
2

p p
p

n

−
±  

The margin of error of a survey gives an interval that includes 95% of the samples and is centered 

around the true population value.  The margin of error is 
( )1

2 .
p p

n

−
 

Example 
In a fall semester student poll, 450 potential spring semester students are asked if they have decided 

which classes they would take.  Suppose that 212 say “yes.” 

a) Estimate the proportion of who have decided about their spring classes. 

b) Find a 95% confidence interval for this estimate. 

Solution 
a)  The sample proportion of students is as follows. 

212
0.471 47.1%

450
p = ≈ =  

b) The 95% confidence interval for this estimate can be calculated as follows. 

( ) ( ) ( )1 0.471 1 0.471 0.471 0.529
2 0.471 2 0.471 2 0.471 0.047

450 450

p p
p

n

− −
± = ± = ± ≈ ±  

0.471 0.047 0.424 42.2%− = =  to 0.471 0.047 0.518 51.8%+ = =  

 We get an interval of  (42.2%, 51.8%).  Rounding this interval would be (42%, 52%) 

Teaching Tip 
To gain greater certainty in your statistical estimate, you must increase the confidence interval 

accordingly.  That is, precision goes down as certainty goes up.  To avoid this loss of precision, you 

must use a larger sample size in your poll.   You may choose to warn students about rounding along 

with discussing this idea.  In the last example, if you had to round the interval say, (34.7%, 37.2%), 

the 34.7% would be rounded to 34% and the 37.2% would be rounded up to 38.   

Teaching Tip 
You may choose to summarize some of the ideas of this section by stating that statistical evidence not 

based on experiments can show that an effect is present without showing why the effect is present.  

Even when data is produced and analyzed carefully, there is always the chance that the conclusions 

drawn from the data are incorrect.  The strength of statistical inference is in setting confidence levels 

as high as we deem necessary. 
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Teaching the Calculator 

Example 1 
Calculate the standard deviation of p  given that 0.125p =  and 2153.n =  

Solution 

Since ( ) ( )1 0.125 1 0.125

2153 ,
p p

n

− −= we can enter the following into the calculator. 

 
Thus, the standard deviation is approximately 0.007. 

Example 2 
In a political poll, 10134 potential voters are asked if they have decided yet which candidate they will 
vote for in the next election.  Suppose that 6215 say “yes.” 
a) Estimate the proportion of decided voters. 
b) Find a 95% confidence interval for this estimate. 

Solution 
a)  The sample proportion of voters is therefore as follows. 

6215

10,134
p =  

 

p  would be approximately 0.613 61.3%=  

b) The 95% confidence interval for this estimate can be calculated as follows. 

( ) ( )1 0.613 1 0.613
2 0.613 2

10,134

p p
p

n

− −
± = ±  

Calculate 
( )0.613 1 0.613

2
10,134

−
 first. 
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 The 95% confidence interval for this estimate is 0.613 0.010.±   First calculate 0.613 0.010.−  

 
To calculate 0.613 0.010,+  you can save some keystrokes by pressing  then  and 

then edit by using the .  Change the – to a +. Then press .  

 
The 95% confidence interval for this estimate is ( )60.3%,62.3% .   
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Solutions to Student Study Guide  Questions 

Question 1 
Consider the following. 

a. convenience sample b. voluntary response sample c. bias 
Which of the above expressions/word would not be used to fill in a blank for the following? 

1)  To determine the food preferences of students, a staff member surveys students as they exit a 

local bar.  This type of sample is a _________. 
2) A survey on the benefits of jogging is conducted outside a sporting-goods store. This is an 

example of ____________. 

Solution 
Voluntary response sample (choice b) is not used.  

1)  To determine the food preferences of students, a staff member surveys students as they exit a 
local bar.  This type of sample is a convenience sample . 

2)  A survey on the benefits of jogging is conducted outside a sporting-goods store. This is an 

example of bias . 

Question 2 
A teacher wants to randomly poll her students regarding whether they liked a certain project or not.  
There are 25 students in the class and he wants to poll five of them.  Starting at line 102 use Table 7.1 
to find the five random students.  In alphabetical order, who would be the third student that the 
teacher would select to poll? 

Adam Faiz  Kevin Patty Victoria 
Billy  Gwen Leo Quinn Wally 
Cassy Heidi Mary Rachel Xavier 
Daniel Iliana Nadia Sarah Yaffa 
Edwin Jacob Ottis Thomas Zeki 

Solution 
Step 1: Give each student a label of the same numerical length. 

01 Adam 06 Faiz  11 Kevin 16 Patty 21 Victoria 
02 Billy  07 Gwen 12 Leo 17 Quinn 22 Wally 
03 Cassy 08 Heidi 13 Mary 18 Rachel 23 Xavier 
04 Daniel 09 Iliana 14 Nadia 19 Sarah 24 Yaffa 
05 Edwin 10 Jacob 15 Ottis 20 Thomas 25 Zeki 

Step 2: Use the table starting on line 102 looking at groups of digits of length 2. 

 
Thus, the students she would poll are 19 = Sarah, 17 = Quinn, 09 = Iliana, 22 = Wally, and 13 = Mary.  
Placing these students in alphabetical order, Quinn is the third student the teacher would poll. 
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Question 3 
Consider the following. 

a.  statistic                           b.  sample                         c.  parameter 

Which of the above expressions/word would not be used to fill in a blank for the following? 

A random sample of 10 bags of flour has a mean weight of 24.9 pounds, less than the mean weight 
25.05 pounds of all bags produced.   

1)  In this example. 25.05 is called a _________. 

2)  In this example, 24.9 is called a ____________. 

Solution 
Sample (choice b) is not used.  
1)  In this example. 25.05 is called a parameter. 
2)  In this example, 24.9 is called a statistic. 

Question 4 
Suppose you conduct a telephone poll of 1250 people, asking them whether or not they favor 
mandatory sentencing for drug related crimes.  If 580 people say “yes,” what is the sample proportion 

p  of people in favor of mandatory sentencing? 

Solution 
The sample proportion is 580

1250 0.464 46.4%,p = = =  the actual population proportion may differ 

somewhat, but is reasonably likely to be fairly close to that of the sample.  Thus, our best estimate is 
46.4%.  

Question 5 
Suppose that in the political poll from Question 4, the true population proportion is p = 45%.  What is 

the standard deviation of the sampling distribution? 

Solution 
Convert 45% to decimal form, 0.45.  Standard deviation is as follows. 

( ) ( ) ( )1 0.45 1 0.45 0.45 0.55
0.0141

1250 1250

p p

n

− −
= = ≈  

Question 6 
In a college survey, 847 students were asked if they thought the cost of tuition is reasonable.  521 said 
that they felt it was reasonable. 

a) Estimate the proportion of students that believe the cost of tuition is reasonable. 

b) Find a 95% confidence interval for this estimate. 

Solution 
a) The sample proportion of voters is therefore as follows. 

521
847 0.615 61.5%p = ≈ =  

b) The 95% confidence interval for this estimate can be calculated as follows. 

( ) ( ) ( )1 0.615 1 0.615 0.615 0.385
2 0.615 2 0.615 2 0.615 0.033

847 847

p p
p

n

− −
± = ± = ± ≈ ±  

0.615 0.033 0.582 58.2%− = =  to 0.615 0.033 0.648 64.8%+ = =  

 We get an interval of (58.2%, 64.8%).



 

 

 


