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Preface

I introduce in this book an extensive survey of many important topics in the theory of
Hamilton—Jacobi equations with particular emphasis on modern approaches and viewpoints.

Firstly, I cover the basic well-posedness theory of viscosity solutions for first-order Hamilton—
Jacobi equations. This is, by now, quite standard and there have been some great books on
this matter since 1980s in the literature. Nevertheless, it is important to have some key
topics covered here in a self-contained way for the use throughout the book. It is not of our
intention here to cover extensively about well-posedness of viscosity solutions for various
different kinds of partial differential equations (PDEs).

Then, I aim at going beyond the well-posedness theory and studying further properties of
viscosity solutions to Hamilton—Jacobi equations. Along this direction, I first discuss in deep
the homogenization theory for Hamilton—-Jacobi equations. Although this has always been a
very active research topic since the late 1980s until this moment (2020), there has not been
any standard textbook covering this. I am hopeful that this book will serve as a gentle intro-
ductory reference on this subject. Various connections between homogenization and other
research subjects are discussed as well. I focus on the periodic and almost periodic settings
in the book, and choose not to cover a more general and more complicated framework,
which is the stationary ergodic setting.

Afterwards, dynamical properties, Aubry—Mather theory, and weak Kolmogorov—Arnold—
Moser (KAM) theory are studied. These appear naturally in the study of first-order Hamilton—
Jacobi equations when the Hamiltonian is convex in the momentum variable. I will intro-
duce both dynamical and PDE approaches to study these theories. Then, I will discuss con-
nections between homogenization and dynamical system, and optimal rate of convergence
in homogenization theory as well.

Let me emphasize that this is a textbook, not a research monograph. My hope is that it can
be used by advanced undergraduate students, first and second year graduate students, and
new researchers entering the fields of Hamilton—Jacobi equations and viscosity solutions as
a learning tool. In this case, the readers can follow the flow of the book from the beginning
(Chapters 1 and 2), then jump to the topics that the readers aim at. Besides, I intend to
keep the contents of various topics covered here as independent as possible so that other
interested readers are able to jump directly to a subject of interests in the book.

My intention when writing this book is to present the essential ideas in the clearest possible
ways, and thus, in various places, the assumptions/conditions imposed are not sharp. In
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many cases, the readers can improve the assumptions/conditions imposed right away. I will
refer to a list of research articles and monographs at the end of each chapter that provide
more general pictures of the situations.

Here is a quick outline of the content of the book. Chapter 1 contains the basic theory of
viscosity solutions for Hamilton-Jacobi equations. This includes the well-posedness theory
of viscosity solutions, the classical Bernstein method to obtain gradient bounds, Perron’s
method to prove existence of viscosity solutions, finite speed of propagation for Cauchy
problems, and rate of convergence of the vanishing viscosity process via both the doubling
variables method, and the nonlinear adjoint method. Chapter 2 is about Hamilton-Jacobi
equations with convex Hamiltonians. We discuss the optimal control theory, Dynamical
Programming Principle, Legendre’s transform, the Lagrangian viewpoint, and the Hopf-Lax
formula. We then study some further hidden convex structures, and also the maximal sub-
solutions with their representation formulas there.

Chapter 3 is concerned with Hamilton-Jacobi equations with possibly nonconvex Hamilto-
nians. We discuss two-player zero-sum differential games, the upper and lower values of the
games, and the corresponding equations. We then give representation formulas including
the Hopf formula of the solutions to these equations. Finally, we give a brief introduction
to finite difference approximations to first-order Hamilton—Jacobi equations.

In Chapter 4, I cover the periodic homogenization theory for Hamilton-Jacobi equations.
Homogenization results, cell problems, properties of the effective Hamiltonian in the convex
and nonconvex settings, and some rates of convergence are studied. In a similar way, the
almost periodic homogenization theory is discussed in Chapter 5 although much less is well
understood here.

Chapter 6 is devoted to the analysis of convex Hamilton-Jacobi equations in a flat torus.
We introduce new representation formulas for solutions to the discount problems and give
some applications. The discount problems already appear in Chapter 2. Then, backward
characteristics corresponding to the cell problems, and optimal rate of convergence in peri-
odic homogenization are studied. This is related to the last part of Chapter 4. Besides, the
backward characteristics provide a natural link between viscosity solutions and dynamical
aspects of the corresponding Hamiltonian ODEs.

A gentle introduction to weak KAM theory is given in Chapter 7. Both Lagrangian methods
and nonlinear PDE methods are presented. In particular, Mather measures, Mather set, and
projected Aubry set are defined and analyzed. In Chapter 8, we study further properties of
the effective Hamiltonians in the convex setting, which include strict convexity in certain
directions, and the method of asymptotic expansion at infinity. Afterwards, the classical
Hedlund example and its generalization are discussed.

The homework problems given in this book are of various level of difficulties. Most of
the times, the exercises in corresponding sections are helpful for further understandings
of relevant methods, ideas and techniques. Few of the problems are open ended and are
related to some active research directions.

I would like to thank my Ph.D. student, Son Tu, who provided me the first draft of some of
these notes based on a graduate topic course (Math 821) that I taught in Fall 2016 at UW
Madison. Solutions to some problems were provided by him as well. I have been sitting on
the notes for a long time before putting some real effort to have this book written.
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Besides, I have also used some parts of my lecture notes taught at a topic course at University
of Tokyo, Tokyo, Japan (September 2014), two topic courses at University of Science, Ho
Chi Minh city, Vietnam (July 2015, July 2017) to form parts of this book. I would like to
thank Professors Yoshikazu Giga, Hiroyoshi Mitake (University of Tokyo), Huynh Quang Vu
(University of Science, Ho Chi Minh city) for their hospitalities.

I would like to thank my wife, Van Hai Van, and my daughter, An My Ngoc Tran, for their
constant wonderful supports during the writing of this book. Besides, I am extremely grate-
ful for the friendships and the supports from Wenjia Jing, Hiroyoshi Mitake, Yifeng Yu.

In the appendix, I include a characterization of the Legendre transform following Nam Le’s
very useful suggestion. I thank Nam much for this.

I appreciate Nattakorn Kittisut, Yeon-Eung Kim, Yuchen Mao, Loc Hoang Nguyen, Son Tu,
Son Van, Lizhe Wan, Yifeng Yu for pointing out various typos and giving some great sugges-
tions to improve the presentation of this book.

I am supported in part by NSF grant DMS-1664424 and NSF CAREER grant DMS-1843320
during the writing of this book.

Hung Vinh Tran
Madison, WI
Fall 2020.






CHAPTER ].

Introduction to viscosity solutions
for Hamilton—Jacobi equations

1 Introduction

Basic notions. Let u : R®™ — R be a smooth function. We have some basic notions as
following.

o Du(x) = Vu(x) = (Z(x),..., £ (x)).

8x2( ) Bxlaxz( ) axlaxn( )

e D?u(x) = Hessian of u at x =

32 22
axnauxl(x) Exnauxz(x) 8x2()

n

137 2(x) is the trace of D%u(x).

e The Laplacian Au(x) = tr(D?*u(x)) =D
For u : R" x [0, 00) — R smooth, we write

e Du(x,t)=D,u(x,t)and u,(x,t) = %(x, t).

e D?u(x,t) =D?u(x,t), and Au(x,t) = A u(x,t).
The following equations are of interests.

Cauchy problem. We consider the initial value problem

©

u,(x,t)+ F(x,Du(x,t),D*u(x,t)) =0 in R" x (0, 00),
u(x,0) = uy(x) on R",

where u : R" x [0, 00) — R is the unknown. Here, the initial data u, is given.
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Static (Stationary) problem. Given A > 0, we consider the equation:
Au+ F(x,Du,D*u) =0 in R (S

Here u : R" — R is the unknown. In both problems, F : R" x R" xS" — R is a given function,
where S" is the set of all symmetric matrices of size n. These problems come from a lot of
sources such as

e Hamilton—Jacobi equations (classical mechanics, n-body problems);
e Optimal control theory;
¢ Differential games (two players zero-sum differential games);
e Front propagation (the level set method).
Next, we present a few examples that lead to either Cauchy problems or static problems.

Example 1.1 (First-order front propagation). Consider a surface I, C R" moving under a law
of motion at time t > 0 with the initial profile I},. The goal is to study how the family {I,}s¢
evolves.

o The simplest example is T}, is the unit sphere in R", and every point is moving inward in
the normal direction to the surface with constant (vector) speed 1, then T, is remain a
sphere for t € [0, 1), and eventually shrinks into a point at t = 1, which is located at the
center.

e In general, if each point on the surface T, is moving with variable velocity, then the situa-
tion becomes more complicated. Osher, Sethian [122 ] introduced the level set method
(numerically) to study this problem. The rigorous treatment was developed later by
Evans, Spruck [55 | and Chen, Giga, Goto [32 ], independently.

Let us assume that T, is the 0-level set of a function u(x, t) for each t > 0, that is,
I, ={xeR": u(x,t)=0}.

Assume further that T, is a closed hypersurface in R". We set u(x, t) > 0 in the region enclosed
by T, and u(x, t) < 0 elsewhere. Suppose u and T, are smooth, and the given velocity at x €T,

is
V(x) = a(x)n(x),

where n(x) is the inward normal vector to T, at x. Here, a : R" — R is a given function. See
Figure 1.1. Let us then try to find a PDE for u(x, t) based on this given law of motion.

For a point x(0) € T, we keep track with its position x(t) € T, for t > 0 under this front
propagation problem. First of all, we have

Du(x(t),t)

x/(6) = ale(OIn(H(0) = alx(0) s

Moreover, in light of the fact that u(x(t),t) =0,

%(u(x(t), t)) =u, (x(t),t)+ Du(x(t),t)-x'(t)=0,
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Figure 1.1: Front propagation of {I;},,.

which implies
u, (x(t),t)+a(x(t)) |Du(x(t),t)| = 0.

Thus, we obtain a PDE
u, +a(x)|Dul =0 in R" x (0, 00),
which is a first-order Hamilton—Jacobi equation.

Example 1.2 (G-equation). We assume the same settings as in Example 1.1. The law of motion
is different here, and is given as

V(x)=n(x)+W(x),

for each x €T,. Here, n(x) is the inward normal vector to T, at x, and W : R" — R" is a given
vector field.

As above, for a point x(0) € T, we keep track with its position x(t) € T, for t > 0 under this
front propagation problem. Firstly,

Du(x(t),t)

x'() = n(x(t)) + W(x(t)) = 1Du(x(0), 0|

+ W(x (D).

Besides, u(x(t),t) =0 gives

%(u(x(t), t)) =u, (x(t),t) + Du(x(t),t) - x'(t) =0,

which implies
u, (x(t),t) + |Du(x(t), t)| + W(x(t)) - Du(x(t),t) =0.

Thus, we obtain a PDE
u, +|Du|+W(x)-Du=0 in R" x (0, 00),

which is another first-order Hamilton—Jacobi equation. This equation is called a G-equation,
which is very popular in the combustion science literature.

Example 1.3 (Level set mean curvature flow). Let {I,},-, be smooth surfaces in R". Let x(x)
be the summation of all principle curvatures at x € T, of the surface T,. By convention, we say
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that k(x) is the mean curvature at x € T, of the surface T,. For example, if T, is a sphere of

radius R(t) > 0, then for x €T, k(x) = ;%1).

Again, we assume that T, is the O-level set of some function u(x,t), that is,
I, ={xeR": u(x,t)=0}.

Assume that T, is a closed hypersurface in R". Set u(x,t) > 0 in the region enclosed by T, and
u(x,t) < 0 elsewhere. Assume u and T, are smooth, and the given velocity at x €T, is

V(x) = x(x)n(x),

where n(x) is the inward normal vector to T, at x. As above, for a point x(0) € T, we keep
track with its position x(t) € I, for t > 0 under this mean curvature flow motion. It is clear
that

u (x(t), t)+ Du(x(t),t)-x'(t) =0,

where

x'(£) = k(x()n(x(t) = —div( Dulx(t), t) ) Du(x(t), 1)

|Du(x(t), )] [Du(x(t), )|’

Thus the level set mean curvature flow equation of interest is

D
u, = |Du|div(—u) in R" x (0, 00).
|Dul

Of course, the Cauchy problem (C) is a general form of all equations occurring in above
examples. From the PDE viewpoints, we focus on the following main issues

1. Well-posedness theory: Existence, uniqueness and stability of solutions;

2. The study of fine properties of solutions such as regularity, large time behavior, ho-
mogenization, dynamical properties of solutions.

Example 1.4 (one dimensional eikonal equation).
W'(x) =1 in (—1,1),
u(—-1)=u(1) =0o0.

It is not hard to see that there are infinitely many almost everywhere solutions to this equa-
tion. To design such a solution, one just needs to draw its graph which is zero at the two
endpoints £1, and always has slope £1 in between. Here are some simple but important
observations.

1. This eikonal equation has no classical solution (C' solution).

2. Ifuis an a.e. solution, then so is —u. In a sense, if we want to select only one solution
(well-posedness goal), then we have to breakdown the symmetry. Besides, we might
need to be careful with stability then.

3. Clearly, we need to impose a bit more in order to get less solutions. This is typically
the case in the theories of viscosity solution, renormalized solutions, etc.
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2 Vanishing viscosity method for first-order
Hamilton-Jacobi equations

Let us look at the following simple Cauchy problem for Hamilton—-Jacobi equation
u,+HDu) =0 in R"x (0, 00), .1
u(x,0) =uy(x) on R" '

where H : R" — R is the given Hamiltonian, and v, is the given initial data. Assume that

H and u, are smooth enough. One way to study the solution of (1.1) is using the idea of

vanishing viscosity procedure. For each € > 0, we consider

u; + H(Du®) =eAu’ in R"x (0, 00), (1.2)
u®(x,0) =uy(x) on R". '

Under some appropriate assumptions on H and u,, (1.2) is a parabolic equation, which has
a unique smooth solution u®. The question is what happens as ¢ — 0. Do we have u®* — u for
some function u and in some sense? If it is the case, do we have that u solves (1.1) in some
sense? This is the idea of a selection principle, which often appears when one introduces
some approximation procedures to a nonlinear PDE.

Evans [46] first showed that this process leads to u® — u locally uniformly on R" x [0, 00),
and u solves (1.1) in the viscosity sense, which will be defined later. Later on, Crandall and
Lions [39] proved the uniqueness of viscosity solutions to (1.1), thus, established the firm
foundation for the theory of viscosity solutions to first-order equations. Roughly speaking,
the procedure is carried out as following.

e Equation (1.2) is a parabolic equation, and thus, it satisfies the maximum principle.

e Hamiltonian H(p) is nonlinear in p in general (e.g., H(p) = |p|?), so there is no way
to use integration by parts technique to define weak solutions.

e There is a priori estimate for {u®}.c( 1): There exists a constant C > 0 independent of
€ €(0,1) such that

||uf||L°°(Rnx[o,oo)) + ”DUEHLO"(RHX[O,OO)) <C.

We will supply a proof of this later. Thus, {u*(x,t)}.cq.1) is equi-continuous, and by
the Arzela-Ascoli theorem, there exists {g;} \ 0 such that u® — u locally uniformly
on R" x [0, 00) as j — 0o. We hence hope that u solves (1.1) naturally in some sense
that fits well within the context of the maximum principle.

Let us now analyze further along this line for a possible definition of weak solutions to (1.1).
Let ¢ € C*°(R" x [0, 00)) be an arbitrary smooth test function. First, assume that u® — ¢
has a strict maximum at (x,, t,) € R" x (0, 00), then the maximum principle says that

(uf — QO)t(XO, tO) =0
D(u® —¢)(xg,tg) =0 = ®¢(x0, to) + H(Dp(xo, £9)) < eAp(xo, to).
AU —)(xg,t) <0
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In a sense, this is a L °°-integration by parts trick, which kicks the derivatives of the solutions
to our favorite (nice) test functions ¢. Let us modify this argument a little bit to study
u. Assume that u — ¢ has a strict max at (x,,t,). Then, if u® — u locally uniformly on
R" x [0, 00), for ¢ small, u® — ¢ has a max nearby at (x,,t,.), and (x,,t,) — (x,,t,) by
passing to a subsequence if necessary. By the above analysis,

@ (x,,t. ) +HDp(x,,t,)) < eAp(x,,t,).

Let € — 0+, we arrive at
¢ (x9, to) + H(Dp(xo,ty)) < 0.

Similarly, if u —1p has a strict min at (x,, t,) € R" x (0, o0) for a given smooth test function
1, then we get

Y (xo, to) + H(DYP(xy, to)) = 0.

The above two criteria seem natural from the viewpoint of the maximum principle, and
indeed, they constitute the definition of viscosity solutions in the following.

2.1 Definition of viscosity solutions via touching functions

Let us denote
e BUC(R") the space of bounded, uniformly continuous functions on R";
e Lip (R") the space of Lipschitz functions on R".

For a given initial data u, € BUC(R")NLip(R"), we give the following definition, which was
formulated by Crandall, Evans, Lions [37].

Definition 1.1 (viscosity solutions of (1.1)). For each time T > 0, a function u € BUC (R" x
[0,T)) is called

(a) a viscosity subsolution of (1.1) if for any ¢ € C*(R" x (0, T)) such that u(x,,ty) =
p(xy, ty), and u— @ has a strict max at (x,, ty) € R" x (0, T), then

¢ (xo, to) + H(Du(xo, t5)) < 0,
and u(-,0) < uy;

(b) a viscosity supersolution of (1.1) if for any vy € C*(R" x (0, T)) such that u(x,, ty) =
Y (xo, to), and u—1p has a strict min at (x,, t,) € R" x (0, T), then

Y (xo, to) + H(Du(xo, ty)) = 0,
and u(-,0) = u,;

(c) a viscosity solution of (1.1) if it is both a viscosity subsolution and a viscosity supersolu-
tion.

Remark 1.2. We actually do not need the condition u(xy, t,) = ¢(x,t,) in the above
definition since we can always add a constant to ¢ to adjust it appropriately. Requiring
u(xo, to) = @(x,, ty) means that ¢ touches u from above geometrically, which is quite help-
ful to think about the definition in geometric terms. See Figure 1.2.
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Figure 1.2: An illustration of ¢ touches u from above at (x,, t,).

2.2 Problems

Exercise 1. Consider the eikonal problem mentioned earlier

(1.1)

|t/ () =1 in(—1,1),
u(l)=u(-1) =0.

(a) Show that there is no C' solution.

(b) Show that all the continuous a.e. solutions with finitely many gradient jumps are mutu-
ally viscosity subsolutions.

Exercise 2. For each € > 0, consider the equation

{ I(uf)| =1+e@w®)”  in(=1,1), 1.2

u*(1)=u(—-1) =0.
(a) Solve the equation to find u® for each € > 0.

(b) Find the limit of u® as € — 0.

Exercise 3. Prove that in the above definition of viscosity solutions of (1.1), we can equiva-
lently require the test functions ¢, € C*(R" x (0, 00)). Same holds when we require that
Y, € C=°(R" x (0, 00)).

Exercise 4. Prove that in the above definition of viscosity subsolutions of (1.1), we can equiv-
alently require that u— ¢ has a local maximum at (x,, t,) (instead of strict maximumy).

Exercises 3—4 show that definition of viscosity solutions is rather flexible in term of smooth-
ness of test functions, and requirements of local/strict/global maximum, minimum points.
One can use any of these equivalent forms of definitions from now on.
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2.3 Definition of viscosity solutions via generalized differentials

Definition 1.3. Let u be a real valued function defined on the open set 2 C R". For any x € £,
the sets

D u(x) = {p eR": li)l}li?fu(y)_u(x)_p -y =x) > O},

ly — x|

D*u(x) = {p € R" : limsup u(y) —ulx)=p-(y=x) < 0}
y—ox ly — x|

are called the (Frechét) subdifferential and superdifferential of u at x, respectively.

Theorem 1.4. Let Q C R" be an open set and f : Q — R be a continuous function. Then,
for x € Q, p € D*f(x) if and only if there is a function ¢ € C'(Q;R) such that Dp(x) =p
and f — ¢ has a local max at x. The same claim holds if we replace super-differential /max by
sup-differential /min.

Proof. We only need to prove “=". Let p € D" f(x). If we have that

lim sup uy)—uCG)—p-y—x) _ 0,

y—x |y — x|

then we can find r > 0 such that u(y) < u(x)+p:(y —x) for all y € B,(x). Simply set
o(y)=u(x)+p-(y —x)+C|y — x|? for C > 0 sufficiently large to conclude.
We now consider the case that

limsup uy)—ub)=p-y=x) =

0.
y—x |y — x|

There exists 6 > 0 such that Bgs(x) C Q. Define o : (0,6] — R by
fO)—f)—p-(y—x)

o(r)= sup - liI%O'(T‘) = inga(r) =0.
yeB, () |y —x| "~ i

Set 0(0) = 0. Itis clear that o is non-decreasing. It is not hard to check that ¢ is continuous
as well. By the definition of o,

fO)=<fx)+p-(y—x)+o(ly—xDly—x|  forall  ye&Bs(x).
Now define p : [O, g] — R by
2r
p(r)= J o(s) ds.
It is clear that, for r € [0, %],

ro(r)<p(r)<ro@2r) = o)< plr) < o(2r). (1.3)
r
Besides, p satisfies p’(r) = 20(2r) —o(r) for r € [0, %], and p(0) = p’(0) = 0. Now let us
define for y € B%(x)

o) =f()+p-(y—x)+p(y—x|.
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We have ¢ € C? (B%(x)) and ¢(x) = f(x), also from (1.3) we have Dy(x) = p since

i P =) —p-(y=x) . pPUy—=xD _
yox |y —x| y=x |y —x|

Also, u — ¢ has a local max at x since for |y — x| < g,

fON—fE)<p-(y—x)+o(ly—xDly—x[<p-(y—x)+p(ly —x[) = v(y) — ¢(x).

Finally, we can extend ¢ smoothly to Q easily to complete the proof. O

Using the notions of sub-differentials and super-differentials, one is able to give an equiva-
lent definition of viscosity solution using somehow geometric interpretation of generalized
differentials. This is clear from the result of Theorem 1.4. Nevertheless, let us present this
equivalent definition here for completeness. In fact, it is important to keep in mind both of
these definitions.

We consider the following first-order static PDE
F(x,u(x),Du(x))=0 in Q. (1.4)

Here, 2 C R" is a given open set, and u : 2 — R is an unknown. The function F : Q x R x
R" — R is a given continuous function.

Definition 1.5 (An equivalent definition of viscosity solutions to (1.4)). A function u € C(£2)
is a viscosity subsolution of (1.4) if

F(x,u(x),p) <0 for every x € Q,p € D u(x). (1.5)
A function u € C() is a viscosity supersolution of (1.4) if
F(x,u(x),p)=0 for every x € Q,p € D u(x). (1.6)

We say that u is a viscosity solution of (1.4) if it is both a viscosity subsolution and a viscosity
supersolution of (1.4).

We have some basic properties of generalized differentials as following.
Proposition 1.6. Let f : 2 — R and x € (), then the following properties hold
(@) D*f(x)=—D"(=f)(x).
(b) D*f(x) and D~ f (x) are convex (possibly empty).

(¢c) D*f(x) and D™ f(x) are both nonempty if and only if f is differentiable at x. In this
case, we have that D*f(x) =D f(x) = {Df (x)}.

(d) If f € C(R2), the sets of points where an one-sided differential exists
Q+={x€Q:D+f(x)7é®}, Q_z{XEQ:D_f(x);éQ)}
are both non-empty. In fact, they are dense in .
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Proof. It is easy to see that (a) and (b) are obvious from the definitions. Let us proceed to
prove the remaining two claims.

(c)

(d)

If f is differentiable at x, then clearly Df (x) € D" f(x) N D~ f(x). Furthermore, if
p € D f(x), then there exists ¢ € C}(Q) such that

e(x)=f(x) and  Dy(x)=p,
and f — ¢ has a local maximum at x, hence D(f —¢)(x) = 0, therefore p = Dp(x) =
Df (x). Doing similarly for D™ f (x), we obtain D* f(x) = D™ f(x) = {Df (x)}.

For the converse, assume that D* f (x) and D™ f (x) are both nonempty. Pick any p €
D*f(x) and g € D™ f(x), then there exist ¢, € C*(Q2) such that

o(x) =y(x) = f(x),
f — ¢ has local maximum at x, and Dyp(x) =p,
f —1 has local minimum at x, and Dy(x) =gq.

Therefore, in a neighborhood Bs(x) for 6 > 0 sufficiently small, we have

YY) f(y)<ely) for all y € Bs(x).

Since 1, € C}(Q), it’s easy to see that f is also differentiable at x, and thus,

D*f(x)=D"f(x) ={Df (x)}.

Let x4 € 2, and ¢ > 0 be sufficiently small. We will show that there exists a function
¢ € C1(Q) such that f — ¢ has local maximum in B(x,, €) at some point y in B(x,, €).
Consider a smooth function in C'(B(x,, ¢)) given by

1
ex)=——""— for all x € B(x,,€) C Q.
g2 —[x — x,|?
It is clear that
p(x) — +o00 as |x —xq| — e—.

Since f is continuous, we have f — ¢ has a local maximum in B(x,, €), denoted by y.
We conclude that p = Dy(y) € D" f(y), and therefore, Q7 is dense in .

By a similar proof, Q is also dense in €.

]

Remark 1.7. It is worth noting that if D*u(x) = @, then the viscosity subsolution test for u
automatically holds there. Similarly, if D"u(x) = @, then the viscosity supersolution test for
u holds true at x.

Nevertheless, as QF are dense in £, we surely need to check for the subsolution and super-
solution tests for at least a.e. x € Q. Later on, when we put more assumptions, we will
have typically more regularity results on u (e.g., u is Lipschitz in 2), and we will discuss this
situation more later.

18



2.4 Problems

Exercise 5. Let u be a viscosity solution of (1.4). Show that
(a) If u is differentiable at y € Q, then F(y,u(y),Du(y)) = 0 in the classical sense.
(b) Ifu e CY(Q), then u is a classical solution to (1.4).

Exercise 6. Let u(x) = |x| for all x € B;(0). Compute D*u(x) for all x € B;(0). Then, show
that u is not a viscosity solution to |Du| =1 in B;(0).

Exercise 7. Let 2 C R" be a bounded domain, and F : Q2 x R" — R be a continuous function.
Assume that u € C(Q2) is a viscosity solution to

F(y,Du(y))=0 in Q.
Show that i = —u is a viscosity solution to
F(y,Di(y))=0  inQ,

where F(J’:P) :_F(}’;_P)for (.)”p) €N xR

Exercise 8. Let U C R" be a bounded domain with smooth boundary. Let u(x) = dist(x, dU)
for x € U. Show that u is Lipschitz continuous and u solves the following eikonal equation in
the viscosity sense

|Dul=1 1inU,
u=20 on oU.

3 Existence of viscosity solutions via the vanishing
viscosity method

Let us look at the usual Cauchy problem that was discussed earlier

{ut +H(Du) =0 in R"x (0, 00), .7

u(x,0) = uy(x) on R".

Before going to the proof of the existence of viscosity solutions to (1.7), we need a following
stability lemma.

Lemma 1.8 (Stability of maximum/minimum points). Let u € C(R"), and ¢ € C}(R") such
that u(x,) = ¢(x,) for some x, € R", and u— ¢ has a strict max (or strict min) at x,. Assume
{u®},~o € C(R™) converges to u locally uniformly on R" as € — 0+. Then, for ¢ > 0 small
enough, u® — ¢ has a local max (or min) at x, nearby x,, and there is a subsequence {¢;} , 0
such that X, = Xo as j — 0.

Proof. Let r > 0 be sufficiently small such that u(x)—¢(x) < 0 for any x € B (x,, 2r) \{x,}.
Since dB(x,, r) is compact, we note that

a = max {u(x)— @(x) : x € IB(x,, r)} <0.
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Since u® — u uniformly on B (x,, 1), there exists A, > 0 such that, for any ¢ < A,,

max |[u®(x)—u(x)| < _Z = P u®(x)—u(x) < _Z for x € B(x,,1).
B(xo,7) 2 2 2

From this fact, on dB (x,, ), we imply

a
max |uf(x)—p(x)) < max |[u®(x)—u(x)|+ max (u(x)—op(x)]) < —.
aB(W)( ()= p(x) mas ) — () aB(XOJ)( () =) <3

But u®(x)—¢(xy) = u(xg)—u(x,) > 5. Thus, u(x)— ¢(x) must obtain its maximum over
B (x,,7) at some point x, € B(x,, 7). Finally, let &; < A;, and construct by induction {¢;}

as following. Let r = % for j = 2, and choose ¢; < min {Aj;_, sj_l}. By the above, we obtain

{e;} "y 0 and u® — ¢ achieves its local maximum over the closed ball B (xo, %) at x,, and

Xe, —Xo| < % The proof is complete. O

Next is our existence result for viscosity solutions to (1.7). For now, we need to assume
before hand that (1.8) has a unique solution u®, and u® enjoys a priori estimates (1.9),
which is independent of ¢ € (0,1). These will be discussed and verified later.

Theorem 1.9 (Existence of viscosity solutions via the vanishing viscosity method). For each
€ > 0, consider the equation

{uf +H(Du®) =eAu’ in R" x (0, 00), (1.8)

u®(x,0) = uy(x) on R".
Here, the initial data u, € BUC(R") N Lip(R") is given. Assume that (1.8) has a unique

smooth solution u® for any € > 0. Furthermore, we assume that there exists a constant C > 0
independent of € € (0, 1) such that, for each ¢ € (0,1),

luf| + |Du’| < C on R" x [0, 00). (1.9)

Then, there exists a subsequence {¢;} “\, 0 such that u® — u locally uniformly on R" x [0, 00)
for some function u € C(R" x [0, 00)). Moreover, u is a viscosity solution of (1.7).

Proof. Thanks to (1.9), by the Arzela-Ascoli theorem, there exists a subsequence {¢;} “\, 0
such that u® — u locally uniformly on R" x [0, co) for some function u € C(R" x [0, c0)).

We show that u is a viscosity subsolution of (1.7). The viscosity supersolution test is similar,
hence omitted. By Exercise 3, we can instead choose the test function ¢ € C*(R" x (0, T))
(or C*°(R"™ x (0, T))) such that u — ¢ has a strict max at (x,, t,) € R" x (0, T). By Lemma
1.8, we may assume that u®t — ¢ has a local max at (x;,t;) € R" x (0, T) for each i € N, and
(x;, t;) = (xg, ty) as i — 00. Since u® — ¢ has a local max at (x;, t;), we have

D(uEi - (P)(Xi, t;) =0,

(uei—(p)t(xi, tl) :O,

A(uei — cp)(xi, t;) <O.

Then, substituting these relations into (1.8), we obtain
@ (x;, t) + H(DSO(XI', ti)) = g Aui(x;, t;) < ;A9 (x;, ;).

Let i — o0 to yield ¢, (xy, ty) + H(Dp(xy, t,)) < 0, which concludes the proof. O
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Remark 1.10.

1. If u—¢ has a strict max at (x,, t,) € R" x (0, 00), then it does not mean that u touches
¢ from below at (x,, t,), but we can always add a constant to ¢ by

B, £) = 9(x, £) = p(xo, to) + ulxo, o)

a constant

to make that u touches @ from below at (x, t,). Geometrically, it is sometimes easier
and more helpful to think about touching u by smooth test functions from above and
below when performing sub/supersolution tests.

2. Note that by the vanishing viscosity method, we have the a priori estimate
lu(x, )]+ [Du(x,t) <C  inR" x[0, 00),

which means that u is Lipschitz in space and time. Hence, by Rademacher’s theorem,
u is differentiable a.e. in R" x (0, 00).

4 Consistency and stability of viscosity solutions

From the vanishing viscosity procedure, we obtain a viscosity solution u € Lip(R" x [0, 00))
to the following Hamilton—Jacobi equation

{ur +H(x,Du) =0 in R x (0, 00), (1.10)

u(x,0) = uy(x) on R".

It is worth noting that (1.10) is a bit more complicated than (1.7), but the procedure is
the same. By Rademacher’s theorem, u is differentiable a.e. in R" x (0, c0). We show that
indeed, if u is differentiable at (x,, t,), then u satisfies (1.10) in the usual sense at this point.
Before showing that, we need a following lemma (compare this with Exercise 5).

Lemma 1.11. Let 2 be an open subset of R", and u : Q — R be a continuous function. If u is
differentiable x, € Q, then there exist p,1 € C1(Q) such that p(x,) = u(x,) = Y(x,), and
e(x) < v(x) <y(x)for x € B.(xy) \ {x,} for some r > 0 sufficiently small. As a consequence,
Du(xy) = D(x,) = DY (xo).

Proof. If u is differentiable at x,, then D*u(x,) = D_E(Xo) = {Du(x,)}. There exist G,E €
C!(9) such that G(xo)_z P (xo) = ul(xy), Do(xy) = Dy (x,) = Du(x,), and u— has a local
minimum at x,, u —1) has a local maximum at x,. The proof is complete by setting, for
x €9},

() =P —Ix—xP,  and  P(x)=1p(x)+ |x —xo/*
]

Theorem 1.12. Let u be a viscosity solution of (1.10) constructed by the vanishing viscosity
method. If u is differentiable at (x,, t,) € R" x (0, 00), then

u,(xo, to) + H(x, Du(xy, ty)) = 0.
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Proof. Using the lemma above, there exist two test functions ¢, € C*(R" x (0, 00)) such

that u,(xo, to) = @.(x0, to) = P (X, to), Dulxo, to) = Dp(xo, to) = Dyp(xo, to), and u— ¢
has a strict minimum at (x,, t,), u — ) has a strict maximum at (x,, t,). Then, the viscosity
subsolution and supersolution tests imply the result. ]

We now show that viscosity solutions are stable under locally uniform convergence.
Theorem 1.13 (Stability of viscosity solutions to (1.10)). Assume that
H, — H locally uniformly in R" x R",

Ugr — Uy locally uniformly on R",

U —u locally uniformly on R" x [0, 00).

For each k € N, assume further that u,, is a viscosity solution to

{(uk)f +Hk(X’Duk) =0 in R" x (0’ OO)’ (111)

u(x,0) =ugr(x) onR".
Then u is a viscosity solution to (1.10).

Proof. It is clear that u satisfies the initial condition in the classical sense. We show that u
is a viscosity subsolution to (1.10). The supersolution follows in a similar way.

Take any C! test function ¢ such that u — ¢ has strict max at (x,, t,) € R" x (0, c0). Since
u; — u locally uniformly on R" x [0, 00), for k large enough, u; — ¢ has a local max (x, t;)
near (x,, to), and (xy, t;) = (x,, ty) up to passing to a subsequence if necessary. Since u is
a viscosity solution of (1.11), we have

@ (xp, t) + Hi (Dp(xy, ) < 0.
Letting k — o0 and using the assumptions, we obtain
(Pt(xO: tO) +H (DLP(X)J tO)) S O

The proof is complete. O

5 The comparison principle and uniqueness result for
static problem
We consider the following static problem
u(x)+H(x,Du(x))=0 in R". (1.12)

In this section we assume the following Lipschitz assumption on H. There exists a constant
C > 0 such that, for all x,y,p,q € R",

{|H(x,p)—H(y,p)| c(1+IpDlx—yl,

<
= (1.13)
|[H(x,p)—H(x,q)] < Clp—ql|.

The main result is the following comparison principle.
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Theorem 1.14 (The comparison principle for static equation (1.12)). Assume (1.13). As-
sume that u,v € BUC(R") are a viscosity subsolution and a viscosity supersolution of (1.12),
respectively. Then, u(x) < v(x) for any x € R™.

Before writing down a proof, it is fair to say that condition (1.13) is a bit restrictive. It is fine
to assume H is Lipschitz in x, but it is too strict to assume that H is global Lipschitz in p. For

example, if one considers the classical mechanics Hamiltonian H(x,p) = % + V(x), then
(1.13) does not hold. This deserves some explanations after the proof of this comparison
result.

Proof of Theorem 1.14. We give a proof by using the classical “doubling variables" method.
Since u, v are bounded in R", assume by contradiction that

sup (u(x) — v(x)) =oc>0.

xX€R"

Then, there exists x; € R" such that u(x;) —v(x;) > 370. For &€ > 0 such that

g o
—28|X1|2 >—,

EL ——/———— =
8(1+[x;[?) 4

we consider the following auxiliary function

d°:R"xR"— R.
e _ lx —yI? 2 2
(x,y)— @ (x,y)—U(X)—V(y)—T—S(IXI +1y[?).

Then $° is continuous, bounded above and tends to —oo as either |x| — oo or |y| — oo,
and hence, it must achieves a global maximum at some point (x,, y,) € R*". Note first that

3
@ (0 ¥2) 2 @1, 1) = ulry) = v(x,) = 2elxy 2 T2 = 2 = 7. (1.14)

As this is the first time we present the doubling variables method, let us proceed gently by
breaking the proofs into various simple steps as following.

e STEP 1. We have ®° (x,,y,) = $°(0,0), thus

u(e) =) 2w~ v+ Z YL e(l 4y ).

Let C = 2(||ul[ poo(gny + [V oo (rn)), We obtain

|xs_y£|2

>
C 2

+ el + 1y ).
This implies that (x, —y,) — 0 as ¢ = 0, and
C
|x.—y.<Ce,  and ng|+|yglsﬁ-
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|x€_.ys|2
2

e STEP 2. We claim further that |x, — y,| = o(¢), that is, — 0ase — 0.

Indeed, this follows by noting that

£ £ |X€_y€|2
¥ (¥ ) 28 (e x,) = = <vx) = vy +e(l P~ 1yeP?)
2
x —_—
B2l oy ey ce,

and that v is uniformly continuous in R", which gives lim,_,,(v(x,) —v(y.)) = 0.

e STEP 3. Now x — ®°(x, y,) has a max at x,, which means

2
x—
x — u(x)— (# + elxlz) has a max at x,.
€

Vv
test function ¢ (x)

As u is a viscosity subsolution of (1.12), by the viscosity subsolution test, we have

2(xs_ys)
2

u(x,)+H (xg, + 28X5) <0. (1.15)

e STEP 4. Next, as y — ®°(x,, y) has a max at y,, which yields

12
J"—’V(J’)—(—M—elylz) has a min at y,.
€

v
test function ¥ (y)

Since v is a viscosity supersolution of (1.12), by the viscosity supersolution test, we

obtain

2 _
v(y€)+H(yg,%—28y€)20. (1.16)

e STEP 5. From (1.15) and (1.16), we imply

u(x,) = v(y,) SH(yg,z(x;—j”—zsyg)—H(wa +z€x8). (1.17)

Now using the Lipschitz assumption (1.13) of H, we have

z(xs_ys) z(xs_ye)
H(yezT_zgys)_H(ye: T) < 2C€|y8|,

2(x, — 2(x, — 2lx, —
H(yg, (x, yg))_H(xg’ (xgg2 yg))SC|x€—y€|(1+ ngg2 ygl)’

82
2(x, — 2(x. —
H(yg, 2(x.—y.) 52 ys))—H(xg,w-i-Z&‘Xg)S2C8|X8|.
£ £

Plugging all of these together, we obtain

2(x,— 2(x, —
(5 299D g ), 20 g,
£

82

— x. — v |2
e y£|+|g Vel .

|x
<2C (s(|x€|+|ys|)+ 2 =
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Combine this with (1.17) to deduce that

_ _ 2
=yl | Ixe=. ) 118

() =) 26 (i +1y )+ B2 4 o

Recall that (1.14) gives

u(xe)_v(ye) = (I)E(Xg, .ye) =

(C e

Plug it into (1.18) to yield

NS

Ix. =yl |x.—y.?
S2C(s(|x€|+|y€|)+ 2 + = .

Letting ¢ — 0, and using results from Step 1 and Step 2, we get

0<

N Q

<0,

which is a contradiction. The proof is complete. ]

Remark 1.15. In the above proof by via the doubling variable method, the following ob-
servation, which is elementary, plays a key role

i |x_y£|2 _i _|xg_J’|2
dx g2 x=x, oy e2

Corollary 1.16 (Uniqueness of viscosity solution of static equation (1.12)). Assume (1.13).
If u,v € BUC(R") are viscosity solution of (1.12), then u=v in R".

_ z(xa_ye)

Y=Y g2

Proof. Since u is a viscosity subsolution and v is a viscosity supersolution of (1.12), by the
comparison principle above, we have u < v. Conversely, since v is a viscosity subsolution
and u is a viscosity supersolution of (1.12), we deduce v < u. Thus, u =v. O

Remark 1.17. Let us discuss further condition (1.13) here. In general, if we do not know
anything further about the solutions, except that they are in BUC (R"), then it is hard to
remove this condition. Still, from the proof, it is easy to see that (1.13) can be changed into
the following weaker one: For all x, y,p,q € R",

(1.19)

{|H(x,p)—H(y,p)| < w1+ IpDlx—yl),
IH(x,p)—H(x,q)l < wgu(lp—ql).

Here, w; : [0,00) — [0,00) is a modulus of continuity corresponding to H, that is,
lim,_,, wy(r) = 0. Still, a disadvantage of (1.19) is that these two inequalities have to
hold for all p,q € R".

Nevertheless, we often have more information, such as the existence of a Lipschitz viscosity
solution u to (1.12), and in such cases, (1.13) can be relaxed significantly. The following
points are quite well-known to experts in the field, but sometimes, they are not written
down and explained clearly.
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2. It is typically the case that for a given nice H, we can obtain a Lipschitz viscosity
solution u to (1.12) via some methods (e.g., the vanishing viscosity method, or the
Perron method to be described later). It is then clear that information of H matters
only for (x,p) € R" x B(O,R) for R = ||DV|| e (gn) + 1. We then define a modification
H of H such that

H(x.p) H(x,p) forall x eR", |p| <R,
x,p) =
b Ip| for all x € R", |p| = 2R,

and H satisfies (1.13). Then, v is still a viscosity solution to (1.12) with H in place
of H. And, for this new equation with H in place of H, we have the uniqueness
of solutions. This technique of modifying H is used a lot in the theory of viscosity
solutions whenever a priori estimates are available.

3. Again, under nice enough assumptions, let us assume that there is a Lipschitz viscosity
solution u to (1.12). Here is a different way to look at the uniqueness proof by com-
paring every solution of (1.12) with u, which is already known to be Lipschitz. Let
v € BUC(R") be another viscosity solution to (1.12). By looking back into Step 2 of
the proof of Theorem 1.14, we have in additional that |x, —y,| < Ce?. Then, in order
to have the uniqueness result, we are able relax (1.13) a lot, for example, (1.13) can
be replaced by the following

For each R > 0, there exists C, > 0 so that, for x,y € R", p,q € B(0,R),
|H(x,p) —H(y,p)l < Gplx — ¥, (1.20)
|H(x,p) —H(x,q)| < Cglp —ql.

Actually, (1.13) can also be replaced by the following condition, which is much simpler
and weaker than (1.20)

H € BUC(R" x B(0,R)) for every R > 0. (1.21)

One can see that (1.13) and (1.20) have the same spirit. And, similarly, (1.19) and
(1.21) are of the same type.

5.1 Problems

Exercise 9. Consider the setting in Exercise 8. Show that u(x) = dist (x,dU) for x € U is the
unique viscosity solution to the given eikonal equation.

6 The comparison principle and uniqueness result for
Cauchy problem

We consider the following usual Cauchy problem

+H(x,D =0 in R"x (0, 00),
{ut (x, Du) (0, 00) (1.22)

u(x,0) = uy(x) on R".
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In this section, we still assume that H satisfies the Lipschitz assumption (1.13). For clarity,
let us recall it here: There exists a constant C > 0 such that, for x, y,p,q € R",

{|H(x,p)—H(y,p)|
IH(x,p) — H(x,q)|

The main result here is the comparison principle for (1.22), which is similar to Theorem
1.14. But before we proceed, we need the following simple lemma.

C(1+IpDlx—yl,
Clp—ql.

IA A

Lemma 1.18 (Extrema at terminal time t = T). Fix T > 0. Let u be a viscosity subsolution
to (1.22), and p € CY(R" x [0, T]) be such that u— ¢ has a strict max at (x,, t,) over (x,t) €
R" x (0, T, then the subsolution test still holds, that is,

¢ (x0, to) + H(xq, Dp(x0, o)) < 0.

Proof. It suffices to only consider the case t, = T. Define ¢ (x,t) = p(x,t) + 7= for
any fixed € > 0. Then for ¢ > 0 is small enough, u — ¢, has a local max at (x,,t,), and
(x,,t;) = (xo,ty) as € — 0 by passing to a subsequence if necessary (see Exercise 10 be-
low for confirmation). As u— ¢, has a local max at (x,, t,), by the definition of viscosity
subsolutions, we have

(9.), (X0, £,) + H (D, (x,,£,)) <0,

which means

t
gOt(XE, t6)+m+H(D(p(XE, tg))SO - (pt(xa’ t8)+H(D(P(X£, tg))SO

Let € — 0 to conclude. O

Here is our main result on the comparison principle for Cauchy problem.

Theorem 1.19 (Comparison principle for Cauchy problem (1.22)). Assume (1.13). Fix T >
0. Assume u,v € BUC(R" x [0, T]) are a viscosity subsolution and supersolution of (1.22),
respectively. Then, u(x,t) < v(x,t) on R" x [0, T].

The proof is quite similar to that of Theorem 1.14, but it is worth presenting here since there
is the time variable t that involves.

Proof. We aim at proving that u(x,t) < v(x,t) for all (x,t) € R" x (0, T]. Since u,v are
bounded, assume by contradiction that

sup (u(x, t)—v(x, t)) =0 >0.
(x,t)ER"%[0,T]

Then, there exists (x;,t;) € R" x [0, T] so that u(x,,t;) —v(xy,t;) > 370. It is clear that
t; > 0. Let € and A be positive numbers such that

o o o
£ and \<—— = 25|x1|2+27tt1<z.

< -
16(]x, 2 + 1) 16(t; + 1)

For these ¢, A fixed, we consider the following auxiliary function ® : R" x R" x [0, T] x
[0,T]>R

—yP+ls—tf?
8(x, ,t,5) = uCx, ) —v(y,5)— E X EB Tty Py A+ ).
€
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Since & is continuous and bounded above, it must achieves its maximum at some point
(x€7 Yes tgssg) on R" x [0, T]Z Note first that

30 o
q)(xg)ygj te:‘se) 2 @(X]_,Xl, tl’ tl) > T _28|X1|2 _2)11‘.-1 > E.

Again, we divide the proofs into various small steps.

STEP 1. As ®(x,, y,,t,.,s.) = ©(0,0,0,0),

|xe = Yel* + 15 — £/
(e, £0) = V(¥er8e) 2 Ug(0) = (0) + ——————— +e(lx® + 1y ) + Al + £.),

which yields
2
c |

> |xe_ys|2+|s£_t€

> +e(lx® +1yel*) + A6 + ¢,).
&

Thus, we obtain

|xe‘_ys|+|ts_ss|<cg and |X£|+|y€|S (123)

C
< 7
STEP 2. We use ®(x,, y,, t.,s.) = ®(x,, x,, t,, t.) to imply that

|xs_yg|2+ |Sg_ts|

2
2 < V(Xe: te) - V(ywss) + 8(|X€|2 - |y€|2) + A(te _Se‘)'

C
<v(x,t.)—v(y.s.)+e—=Ce+Ce,
€

JE

which, together with the uniform continuity of v, yields further that

A e e

e—0 32

0.

STEP 3. Next, we claim that there exists a constant u > 0 independent of ¢ such that
t.,s, > u>0forall ¢ > 0. It is important to have both t_,s, bounded away from 0 in order
to apply viscosity sub/supersolution tests.

To prove this claim, we use the uniform continuity of u, v and observe

o
5 < u(xg: ta) - V(ysasg)

=u(x,,t,)—u(x,,0)+u(x,,0)—v(x,,0)+v(x,,0)—v(x,,t,)+v(x,,t,)—v(y,,s,.)

v v v
w(t,) <0 (by initial condition) w(t,)

< w(te)+ w(lxs_ye;' + |ts_sg|):

where w(+) is a modulus of continuity, that is, lim,_,, w(r) = 0. Thus there exists u > 0
independent of € such that t, > u > 0. By a similar argument, we also have s, > u > 0 for
all e > 0.

STEP 4. The map (x, t) — ®(x,y,, t,s.) has a max at (x,, t.), and thus,

2 2
X — +|t—s
(x, t) — u(x, t:)—[| el 2| e +s|x|2+kt] has a max at (x,, t,).
€

so(zc,,t)
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Since u is a viscosity subsolution to (1.22), the viscosity subsolution test gives

2(t8 _Ss)

g2

z(xe _ys)

+A+H(x€, +28X8) <0.

STEP 5. The map (y,s) — ®(x,,y, t.,s) has a max at (y,,s,), thus,

— ¥+, —s]?
(}’,S)n—w(y,s)—[—lxg Yl 2| e =S| —ely|*—2s has a min at (y,,s,).
£

$(r.5)

The viscosity supersolution test yields

2(t, — 2 —
M_“H(ye,w_zgye)zo,
g2 g2

STEP 6. We combine the inequalities in Step 4 and Step 5 to obtain

2(x, — 2(x, —
2A<H (yg, M —28}/5) —H (xg, M + 2£x€) .
€ €

Using the Lipschitz assumption (1.13) on H, we have
2(x,— 2(x,—
H(ygs M _Zgys) _H(.ys: M) < 2C8|y5|:
€2 €2
2 — 2 — 2lx, —
b (5 252 (5, 20 < g, 14 Jx, ysl)’
€2 €? €?

2 — 2 —
H(yg, M) —H(xg, M + 2£x8) < 2Ce¢lx,|.
€ €

Put all of the above inequalities in Step 6 together to imply

2C|x, — y.|?
22 < 2G|, + [y, ]) + Cl, — | + 2R Xl
g2
Let ¢ — 0 in the above to get a contradiction. The proof is complete. 0

Corollary 1.20 (Uniqueness of viscosity solution of Cauchy problem (1.22)). Assume (1.13).
If u and v are viscosity solutions of (1.22), then u=v in R" x (0, c0).

Proof. The proof follows immediately from the comparison principle in Theorem 1.19. [

6.1 Problems

Exercise 10. Let u, ¢ be two given continuous functions on R"x[0, T ] for some T > 0 such that
u— ¢ has a strict max over R" x [0, T] at (x,, T). For each &€ >0, let ¢ (x,t) = @(x,t)+ 7=
for all (x,t) € R" x [0,T]. Show that for € > 0 small enough, u— ¢, has a local max at
(x,,t,) €R"x(0,T), and (x,,t,) — (xo, T) up to passing to a subsequence.
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Exercise 11. Let H = H(x,p) : R" x R" — R be a Hamiltonian satisfying that, there exists
C > 0 such that, for all x,y,p,q € R",

{|H(x,p)—H(x,q)| < Clp—ql,
|[H(x,p)—H(y,q)l < C@A+|pDlx—yl.

For i =1,2, let u' be the viscosity solution to

{ui +H(x,Du') = 0 in R" x (0, 00), (1.24)

u'(x,0) = g'(x)  onR"

where gt € BUC(R") is given. Use the comparison principle for (1.24) to show the following
L°° contraction property: For any t > 0,

sup [u' (x, £) —u*(x, t)] < sup |g"(x) — g*(x)|.

X€ER" XER"

7 Introduction to the classical Bernstein method

For € > 0, consider the following viscous Hamilton—Jacobi equation

u®+H(x,Du®) = eAu° inR" x (0, 0c0),
: (1.25)

u®(x,0) = uy(x) on R".
In this section, we introduce the classical Bernstein method to obtain a priori estimates for

u®. Our aim is to get that [[uf||,« + |[Du®||,« < C where C > 0 is independent of ¢ € (0, 1).
We put the following assumptions

Uy(x) € CA(R") and |lugllezrm < 00, (1.26)

and

(1.27)

H € C*(R" x R"), H,D,H € BUC(R" x B(0,R)) for each R > 0,
limlpl—><>o inf,egn (%H(X,p)z + D, H(x,p) -p) = 4+00.

By classical results (see [3, 65], [101, Appendix] and the references therein), under (1.26)-
(1.27), (1.25) has a unique solution u® which is smooth enough and its gradient is bounded,
but of course, this bound might depend on ¢. What is important in the following theorem
is that we obtain a gradient bound for u* that is independent of ¢ € (0, 1).

Theorem 1.21. Assume (1.26)-(1.27). For each ¢ € (0,1), let u® be the unique solution
to (1.25). Then, there exists a constant C > 0 independent of ¢ € (0,1) such that, for all
(x,t) € R" x [0, 00),

|uf(x, )] + [Duf(x, £)] < C.

Proof. We divide the proof into two steps as following.
1. We first obtain the boundedness of u;. Differentiate (1.25) in time,

(u}); + D,H(x,Du®) - Du; = e Au; == ¢, +D,H(x,Du’)- Dy = Ay,
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where ¢ = u;. This is a linear parabolic equation for ¢, thus, by comparison principle
for parabolic equation, we have for all (x,t) € R" x [0, 00),

inf ¢(x,0) < ¢(x,t) <sup p(x,0) = inf uj(x,0) <uf(x,t) < sup uf(x,0).
x€R" x€Rn x€R" x€Rn

Thus, we only need to bound u;(-,0). We build barriers to do this as following. For
C > 0 large enough, set

PE(x, t) =uy(x) £ Ct for all (x,t) € R" x [0, 00).
Since [|uy||c2gny < ©0, we can find C, > 0 such that, for all ¢ € (0, 1),
|H(x, Duy) — eAug| < |H(x, Duy)| + |Aug| < C,.
Then, for C > C, and ¢ € (0, 1),
YT+ H(x,DY*) —eAp* =+C +H (x,Duy) —eAuy 20 onR"x [0, 00).

We conclude that 1)* are a supersolution and a subsolution to (1.25), respectively.
Therefore, 1)~ < u® <™, which confirms that [u{(x,0)| < C for all x € R".

. Next, we show the boundedness of Du®, which is independent of €. Differentiate
(1.25) in x;, multiply the result by uf(k, then sum them up over k = 1,2,...,n to
obtain

d 1 e 2 e e £ - £ £ _ C £ £
E(EZ(UM) )+DXH(X’DU )'Du +DPH(X’Du ) ZDuxkuxk —¢ Auxkuxk'
k=1 k=1 =
(1.28)

2
Lety =3 >0 _, (uik) = 2|Du’|?, we have

n n n
1 2
£ € - € £ € 2..€12
Duxkuxk—D(2 E (uxk) )—Dw and E Auf uf = Ay |D*u®|*.

k=1 k=1 k=1
Thus, (1.28) becomes

A £3\2
Y, + D, H(x,Du®) - Du® + D,H(x,Du’) - D = e Ap —e|D*u’|> < e Ay —g( Z ) .

For each ¢ < %, we have £ > ¢2. Combine this with |u¢| < C to get

2
Y.+ D,H(x,Du’) - Du® + D,H(x,Du) - Dy < e Ayp — (8Au€)
=AY — (uf +H(x,Du€))2

<eAp— (%H(x,DuE)2 — C).

Therefore,
1
(th—i-DpH(x,Dug)-Dl,b—eAll))—i-(EH(x,Du€)2+DXH(x,Du8)-Du€—C) <0. (1.29)
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FiX any 1 > 0 Assume that
]R"Hxl[o},( ] 'KP(X ) 'l/)(X“ (})

for some (x,, t,) € R"x[0, T]. If t, = 0, then ||Du’||;cc < ||Duyll . < C, and the proof
is complete. If t, > 0, then by the usual maximum principle, we have

Dy (xo,t5) =0, P (xg,t0) =0, and Ap(xg, tg) < 0.

Using these facts in (1.29) evaluated at (x,, t,), we obtain

1
(w,bt + D,H(x,Du®) - Dy — sAQ/J) +(£H(X,Du€)2 + D, H(x,Du®)-Du® — C) <0.

J

-~

>0

which implies that, at (x,, t;),
1
5H(x,Due)2 + D, H(x,Duf)-Duf < C = |Duf(x,, to)| < C,

in light of assumption (1.27).

Thus, we get the existence of a constant C > 0 independent of ¢ € (0, 1) so that

|t} || oo (mnx[0,00)) T+ DU || oo (Rax[0,00)) < C-
]

Remark 1.22. An important observation in the above proof is that as H is independent
of time, ¢ = u; solves the linearized equation, which is a nice linear parabolic equation.
Therefore, boundedness of uf follows rather straightforwardly. If H is time dependent, then
one needs to be careful in getting the bound for uj (for example, one has to have good
control on H,).

Remark 1.23. In the above proof, for each ¢ € (0,1) fixed, surely uf, Du®, and ) are
bounded, but in general, such a bound might depend on ¢. The key point of the proof is
that we obtain a bound on u; and Du® that is independent of ¢ € (0, 1). In the last part of
the proof, it might be the case that (x,, t,) does not exist. To overcome this difficulty, we
consider, for each 6 > 0, the maximum point on R" x [0, T ] of

(e, £) = p°(x, 0) = (px, ) = 5(1 + x[)'?),

and use the maximum principle for 1° at this point. Then, we let 5 — 0 to obtain the
desired result.

7.1 Problems

Exercise 12. Write down a detailed proof of the claim in Remark 1.23.
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Exercise 13. Let H = H(x,p) : R" x R" — R be a C? Hamiltonian satisfying

H,D,H € BUC(R" x B(0,R)) for each R > 0,

1 1.30
lim inf (—H(x,p)2+DxH(x,p)-p) = +o00. (1.30)
|p|—o0 x€R™ \ 2
For ¢ € (0, 1), consider the following static viscous Hamilton-Jacobi equation
u®+ H (x,Du’) = eAu® in R". (1.31D)

Let u® be the unique bounded, smooth solution to the above. Use the Bernstein method to show
that there exists a constant C > 0 independent of € € (0, 1) such that ||Du®|| cogny < C.

Let ¢ — 0 in the above and use the Arzela-Ascoli theorem, we obtain the existence of a
Lipschitz viscosity solution to the corresponding static problem.

Corollary 1.24. Assume (1.30). Then, the static problem (1.12) has a Lipschitz viscosity
solution u.

8 Introduction to Perron’s method

8.1 Perron’s method for static problems

Recall the usual static problem
u+H(x,Du)=0 in R". (1.32)

One simple observation we have is if u,, u, are subsolution of (1.32) then so is max{u;,u,}.
We generalized this into the following result.

Lemma 1.25. Assume H € C(R" x R"). Let {u;};; be a family of (continuous) subsolutions
to (1.32). Let
u(x) =supu;(x) for all x € R".
i€l

Assume that u is finite and continuous. Then, u is also a viscosity subsolution to (1.32).

It is worth noting here that the assumption that u is finite is natural, but the assumption
that u is continuous is not. We actually do not need it, but we put it here for simplicity. In
general, we only expect that u is bounded, and in fact, definition for viscosity subsolutions
to (1.32) can be given for upper semicontinuous functions in R", USC(R"), naturally. The
result of Lemma 1.25 still holds true for u under the new definition, that is, u*, its upper
semicontinuous envelope, is a viscosity subsolution to (1.32).

Proof. Take p € C*(R") such that u— ¢ has a max at x, over B, (x,), and u(x,) = p(x,). Let
P(x) = p(x) + |x —x,|* then u — 1) has a strict max over B,(x,). By definition, we can find
a sequence (re-indexed) {u,}nen C {U;}ic; such that 0 < u(xy) —u,(x,) < = for all n € N,

For all x € B,(x,), we have
1, () = () < u(x) — () — |x —xo* < —x — xo/*.
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By compactness, we can assume u, —1) has a max over B,(x,) at x,,, and thus,

un(xO) - (P(XO) < un(xn) - (P(xn) - |xn - x0|2
< u(xn) - So(xn)_ |xn _xOl2 < _lxn _x0|2‘

From the above, we obtain |x,, — x|* < % Let n — o0 to yield that x, — x,, and therefore,
x, is actually a local max of u, — 1 over R" for n sufficiently large. As a consequence,
u,(x,)—¢(x,) = 0asn— oo. For n large, as u,, is a subsolution of (1.32), the subsolution
test gives

un(xn)+H(Xn: (p(xn)) < 0 == SO(XO)+H(XO:DSO(XO)) < 0
by letting n — oo. Thus, u is viscosity subsolution of (1.32). ]

The Perron method in the theory of viscosity solutions was first introduced by Ishii [82].
In the following, we give a variant of Ishii’s argument in [82]. Based on a coercivity as-
sumption, we construct directly a Lipschitz viscosity solution, which was not written down
explicitly by Ishii. Here is the assumption on H that we need

lim inf H(x,p) = +oo. (1.33)

|p|— o0 xERM

{H € BUC(R" x B(0,R)) for allR > 0,

Under this assumption, set C, = sup,.cg. |H(x,0)|. It is clear that C, and —C, are viscosity
supersolution and subsolution to (1.32), respectively. By coercivity of H, we are able to find
C, > 0 such that

H(x,p) <Cy+1 forsome (x,p)eR"xR" = |p|<C;.

Here is our main result in this section.

Theorem 1.26 (Perron’s method for (1.32)). Assume (1.33). Define

u(x) = sup {v(x) : =C < v < Co, DVl oo any < Cy,

and v is a viscosity subsolution to (1.32)}. (1.34)

Then, u is a Lipschitz viscosity solution to (1.32).

Proof. Of course, u is well-defined as v = —C, itself is an admissible subsolution in the
above formula. Furthermore, it is clear that u is Lipschitz in R", and [[Dul[;cogn) < C.
By the stability of viscosity subsolutions (Lemma 1.25), we imply first that u is a viscosity
subsolution to (1.32).

Hence, we only need to show that u is a viscosity supersolution to (1.32). Assume by con-
tradiction that this is not the case. Then, there exist a smooth test function ¢ € C*(R") and
a point x, € R" such that

u(xy) = ¢p(xp), u(x)> ¢p(x) forall x e R"\ {x,},
u(xo) + H(x, DP(x0)) = ¢ (xo) + H(xo, DP(x4)) <O.
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There are two cases to be considered here. The first case is when u(x,) = C,. This means
that ¢ touches constant function C,, a supersolution to (1.32), from below at x,. By the
definition of viscosity supersolutions,

¢ (x0) + H(xo, DP(x)) = 0,

which implies a contradiction immediately.
The second case is when u(x,) < C,. There exist r, ¢ > 0 sufficiently small such that

u(x)<Cy—e for all x € B(x,, 1),
o(x)<u(x)—e for all x € dB(x,,1),
¢(x)+H(x,D¢p(x)) <—2¢ forall x € B(x,,r),
D¢ (x)| < C, for all x € B(x,1).

Now, set
1) = max{u(x),p(x)+e} forall x € B(x,, 1),
= u(x) for all x € R" \ B(x,, ).

It is quite clear that u is a viscosity subsolution to (1.32), and ||Du]| gy < C;. This again
leads to a contradiction. The proof is complete.
OJ

As included in the proof, we obtain immediately the existence of a Lipschitz viscosity solution
u to (1.32) under assumption (1.33). In fact, by Remark 1.17, we imply further that, under
(1.33), u is actually is the unique viscosity solution to (1.32). This is quite interesting,
and we completely bypass the need of the vanishing viscosity method to obtain a Lipschitz
solution here. Of course, when we do not have coercivity, we would not be able to impose
the Lipschitz constraint directly in the definition of u, and we will see that this is indeed the
case for Cauchy problem in the next section. Let us record what was discussed as a theorem
here for later use.

Theorem 1.27. Assume (1.33). Let u be defined as in Theorem 1.26. Then, u is the unique
Lipschitz viscosity solution to (1.32).

Let us now discuss further about solutions to (1.32) under (1.33). We show in the following
that if we have a bounded uniformly continuous solution, then it is indeed Lipschitz.

Lemma 1.28. Assume (1.33). Let u € BUC(R") be a viscosity solution to (1.32). Then, u is
Lipschitz in R".

Proof. As u € BUC(R"), it is not hard to show that —C, < u < C, (this is being phrased as
Exercise 14). By coercivity and the viscosity subsolution test, we get

Ip| < C;, forall x € R",p € Du*(x).

We now show that u is Lipschitz with Lipschitz constant at most C,. Given ¢ > 0 and y € R",
consider p(x) = (C; + €)|x — y|, we have p € C*° (R"\{y}). Since u is bounded, we have
u— ¢ has a max at some x, € R". If x, # y, then

Xe—Y

| e_yl

Dap(xg)=(c1+e)( )eD*u(xg) —  IDex)|=C e <Gy,
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which is a contradiction. Thus x, = y, which means that for all x € R",
ux)=(Cr+e)lx—yl<uly) = ulx)—uly)<(G+e)lx—yl

By a symmetric argument, we obtain |u(x)—u(y)| < (C;+¢)|x—y]| for all x, y € R". Finally,
let € — 0 to imply our claim. O

In the above proof, there is one interesting point that if u € BUC(RR") satisfies
Ip| < C; forall x e R",p € Du*(x),

then u is Lipschitz with Lipschitz constant at most C;. It is worth noting that we do not need
boundedness of u to have this result.

Lemma 1.29. Let u € C(R") such that, for all p € D*u(x) for all x € R", we have |p| < C;.
Then, u is Lipschitz with Lipschitz constant at most C;.

The proof of this is left as an exercise for the interested readers.

8.2 Problems

Exercise 14. Assume (1.33). Denote by C, = sup,cg. |H(x,0)|. Let u € BUC(R") be a
solution to (1.32). Show that
—Cy<u<C,.

Exercise 15. Prove Lemma 1.29.

8.3 Perron’s method for Cauchy problems

Let us now focus on our usual Cauchy problem

{ut +H(x,Du) =0 inR" x (0, 00), (1.35)
u(x,0) =u, on R".
In order to apply the Perron method, we need the following assumptions
e For H, we assume that it satisfies (1.33), that is,
H € BUC(R" x B(0,R)) for allR > 0,
{pli_r)nC>O xieann H(x,p)=+o00.
e For initial data u,, we assume
Uy € C'(R") and |lullcigpny < 0. (1.36)

By assumptions (1.33) and (1.36), we have [|[Du||; gy < 00, and |H(x, Duy(x))| < C, for
all x € R" for some constant C, > 0. In particular

o ©,(x,t) =uy(x)—Cyt is a classical subsolution to (1.35).

o ©,(x,t) =uy(x)+ Cyt is a classical supersolution to (1.35).
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Theorem 1.30 (Perron’s method for (1.35)). Assume (1.33) and (1.36). Denote by, for
(x,t) €R" x [0, 00),

u(x’t)ZSUP{W(X,f)GC(R”x(O,oo)) : {%Sgos%, }

¢ is a subsolution to (1.35)

Then, u is a viscosity solution of (1.35).

For the Cauchy problem, as there is the time variable t, we should think of the “overall
Hamiltonian" as

F:R"XR"xR—R
(X7p3pn+1) = F(X’p7pn+1) =DPn+1 +H(X>p)'

Here, p,,, represents u,. It is clear that F is not coercive in p’ = (p, p,.+1), and hence, we
cannot impose the a priori Lipschitz condition in the definition of u as in Theorem 1.26. In
fact, in this case for (1.35), u defined above might be discontinuous. Further discussion on
this and a priori estimates for u will be done in the next section.

Proof. For simplicity, we assume that u is continuous.

First of all, it is clear that u is a viscosity subsolution of (1.35). Now we prove that u is
a viscosity supersolution of (1.35). Let 1) € C(R" x (0, 00)) be a test function such that
u(x,t) —p(x,t) has a strict min at (x,, t,) € R" x (0, 00), and u(x,, t,) = P (xo, ty). We
need to prove that

(o, to) + H(xg, DY (xo, to)) = 0. (1.37)

There are two cases to be considered here. The first case is when (x, ty) = u(xg, ty) =
p5(xp, to). In this case, 1) is touches ¢, from below at (x,, t,). The viscosity supersolution
test confirms that (1.37) is true.

The second case is when Y(x,, to) = u(xy, ty) < p5(xy, ty). Assume by contradiction that
(1.37) does not hold, that is,

Y, (xo, to) + H(xo, D(x, t5)) <0

We can find ¢, r > 0 sufficiently small such that

u(x,t) < @ (x,t)—e (x,t)EB( 0> ) [ -, t0+r:|
Yx, t) <ulx,t)—e (x,) €0 (B(xo, 1) x[to— 1, to+7]),
Y. (x,t)+H(x,DyY(x,t)) < —¢ (x,t) e B(xo,r) X [to— rty+ r:|.

Now, we define

i, t) = max {u(x, t),9(x,t) + e} if (x,t) €B(xg, 1) x [to—1,to+1],
1) = u(x,t) if (x, ) & B(xo, ) x [to—1, g +1].

It is not hard to check that i a viscosity subsolution to (1.35). This gives a contradiction as
i(xg, to) > u(xy, ty). The proof is complete. ]
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Remark 1.31. Let us emphasize again that u defined in Theorem 1.30 might not be contin-
uous. Besides (1.33) and (1.36), if we require in additional condition (1.13), then we have
the comparison principle to (1.35), and hence, uniqueness of solutions to (1.35). Then,
as u* is a subsolution, and u, is a supersolution to (1.35), respectively, we get u* < u,.
Therefore, u = u* = u,, which means that u is continuous.

In order to obtain Lipschitz bounds for u, we need a more complicated argument, since in
this case we need to prove u, is bounded first.

9 Lipschitz estimates for Cauchy problems using Perron’s
method

Let us continue focusing on the usual Cauchy problem

{ut(x, t)+H(x,Du(x,t)) =0 in R" x (0, 00), (1.38)

u(x,0) =uy(x) on R".
We assume here (1.33), (1.36), and (1.13) to get Lipschitz estimates for the unique viscosity

solution u to (1.38). Let us recall these assumptions here for clarity. Condition (1.13) is a
structural one to get uniqueness of solutions

{|H(x,p)—H(y,p)| <Cc+IpDlx—yl,
|H(x,p)—H(x,q)| < Clp—ql.

And conditions (1.33), (1.36) are for the use of Perron’s method

H € BUC(R" x B(0,R)) for anyR > 0,
lim ( inf H(x,p)) =400,
|p|—>OO x€Rn

U.O (S Cl(Rn) and ||u0||C1(]R”) < Q.

Theorem 1.32. Assume (1.33), (1.36), and (1.13). Then, (1.38) has a unique viscosity so-
lution u, which is Lipschitz in both space and time. In particular, there exists a constant C > 0
such that

lu,(x, t)| + |Du(x,t)| < C a.e. onR" x [0, 00). (1.39)

Proof. We show that u is Lipschitz in time, then coercivity of H implies that u is Lipschitz in
space right away.

STEP 1. We first show t — u(x, t) is Lipschitz at t = 0. By Theorem 1.30, we have
Up(x) — Cot < u(x,t) <uy(x)—Cyt for all (x,t) € R" x [0, c0).
This implies that, for all x € R",

u(x,t)—u(x,0)
t

¢, < u(x,t)—u(x,0) <

Co - sup
t t=>0

< C,.

STEP 2. We now show u is Lipschitz in time for all t > 0 with constant C,. The key point
here is that H is independent of t, which means that it is translation invariant in time. In
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particular, for fixed s > 0, (x,t) — v(x,t) = u(x,s + t) is still a solution to (1.38) with
different initial data vy(x) = v(x,0) = u(x,s) for x € R". As

Vo — llug — V0||L°°(R") <uy < vyt lug— VO”L‘X’(]R"):
the usual comparison principle for (1.38) implies that
v(x, £) = llug = Voll Lo ny < ulx, £) < v(x, t) + [Jug — Voll oo mr)-
Thus, for all (x,t) € R" x [0,00) and s > 0,
u(x, t +5)—[lug — Vollpeowny < ulx, t) S u(x, t +5) + [[ug — Vol oo (gn)s

which means
u(x,t+s)—u(x,t)

S

U(',S) _u('ﬁ 0)
S

<

< G,

Lo°(RM)

thanks to Step 1. Thus, u is Lipschitz in time with constant C,.

STEP 3. Finally, we claim that u is Lipschitz in space. As its proof is rather standard, we
omit it here and leave it as an exercise.

O

Remark 1.33. We have two following comments.

e We use crucially the point that H is time independent in the above proof. In fact, if H
is time dependent, then Step 2 above is completely broken. In such cases, in order to
obtain Lipschitz estimates, one needs to do it in a very different way.

e Let us now assume only (1.33) and (1.36). We aim at finding a priori estimates to
solution u of (1.38). By the above proof, we get first that ||u,|[, < C,, which yields
H(x,Du) < C,. Thus, we are able to find C > 0 such that ||u,|| . + ||Dul| . < C. In
particular, information of H(x, p) for |p| > C does not matter. Define a new Hamilto-
nian H such that

H(x,p) forallx eR", |p|<C,

H(x,p)=
(x.p) {lpl for all x € R", |p| > 2C,

and H satisfies (1.33), (1.36), and (1.19). Recall that (1.19) is a replacement of
(1.13). Then the Cauchy problem

w,(x,t)+H(x,Dw(x,t)) =0 inR" x (0, 0c0),
w(x,0) = uy(x) on R",

has a unique Lipschitz viscosity solution w, and ||w, ||, +||Dw||;« < C. It is clear then

that w is a Lipschitz viscosity solution to (1.38). Then, Remark 1.17 implies that u = w

is the unique Lipschitz viscosity solution to (1.38). This is an extremely important

point as we are able to bypass the requirement of (1.13) (or (1.19)). Basically, we

use a priori estimates to get gradient bounds on the solution first, then we get rid of
(1.13) (or (1.19)) later. We record this important point in the following.

Theorem 1.34. Assume (1.33) and (1.36). Then, (1.38) has a unique viscosity solution u,
which is Lipschitz in both space and time. In particular, there exists a constant C > 0 such that

lu,(x, t)| + |Du(x,t)| < C a.e. on R" x [0, 00). (1.40)

In fact, we only need to require that u, € BUC(R") N Lip (R") in the above theorem.
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9.1 Problems
Exercise 16. Give a detailed proof of Step 3 in the proof of Theorem 1.32.

Exercise 17. Write down a proof of Theorem 1.34.

10 Finite speed of propagation for Cauchy problems

Our main focus in this section is still the usual Cauchy problem
u.(x,t)+H(x,Du(x,t))=0 in R" x (0, 00). (1.41)

We do not impose yet the initial condition of (1.41). We assume (1.13), which is a structural
condition to get uniqueness of solutions to (1.41). Let us recall it for clarity. There exists
C > 0 such that, for all x,y,p,q € R",

{|H(x,p)—H(y,p)| <Cc@+IpDlx—yl,
|[H(x,p)—H(x,q)| < Clp—q].

Here is the main result in this section on the finite speed of propagation of (1.41).

Theorem 1.35. Assume (1.13). Let u,v be a subsolution and a supersolution to (1.41), re-
spectively. Assume further that u(x,0) < v(x,0) for all x € B(0,R) for some given R > 0.
Then,

u(x, t) <v(x,t) for all x € B(O,R—Ct), and t <

NE

To prove this theorem, we need the following preparation lemma.

Lemma 1.36. Assume (1.13). Let u, v be a subsolution and a supersolution to (1.41), respec-
tively. Let w=u—v. Then, w is a viscosity subsolution to

w,—C|Dw|=0 in R" x (0, 00). (1.42)

Proof. Take a smooth test function ¢ such that w—¢ has a global strict maximum at (x,, t,) €
R" x (0, 00), w(x,,ty) = ¢(xg,ty), and w — ¢ tends to —o0 as |x| —» oo or t — 00. We
consider the following auxiliary function ® : R" x R" x [0, 00) x [0, 00) — R, where

—yPP+t—sl?
8(x, ¥, t,5) = ulx, ) —v(y, ) — LI HIZSE o,
€

It is clear that & achieves its maximum at some point (x,, y,,t,,s.) on R" x [0,00)?. By

following the same arguments as in the proof of Theorem 1.19, we are able to obtain that
(Xg, Ye» terS.) = (X0, X0, to, ty) as € = 0. Moreover,

2 2

lim |Xe _.yel + |te _sel _

e—0 52

0. (1.43)

By using the viscosity subsolution and supersolution tests as usual (same way as in the proof
of Theorem 1.19), we get

2(t, — 2(x, —
(Pt(xé" t€)+ ( £ - s{;‘) +H(x€, (xg : yg)
£

+ Dy(x,, ts)) <0,
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and 5 )
(tg_se) +H(y5, (Xe_ys)) > 0.

€2 g2
Combining the two inequalities above to imply

2(x, — 2y —
(Pt(xm ts) +H (Xs’ M + D(p(xsn ts)) —H (}’5, M) <O0.
€ €

We use (1.13) to deduce further that

zlxs_ysl Clxs_yslz
(Pt(xe: te)_ch(P(Xe: te)l < Clxs_.ysl (1 + T) < Clxs _.yel + T

Let € — 0 in the above and use (1.43) to conclude. O

To obtain Theorem 1.35, we now only need to show that w(x, t) < 0 for all x € B(0,R—Ct),
and t < %.

Lemma 1.37. Let w be a viscosity subsolution (1.42). Assume that w(x,0) < 0 for all x €
B(0,R) for some given R > 0. Then,
R
w(x,t) <0 forall x e B(O,R—Ct),and t < c
Before giving a proof, let us mention here that (1.42) is in fact a first-order front propagation

problem, and is similar to what was discussed in Example 1.1. Another proof of this lemma
can be found later in Section 5.5 of Chapter 2.

Proof. Let T = %, and

M= max w.
B(0,R)x[0,T]

We construct supersolutions to (1.42), and use the comparison principle to get the desired
conclusion. For each ¢ > 0 sufficiently small, we design a smooth cut-off function £, : R = R
such that &, is nondecreasing, and

E(s)=0 fors<R—g¢,
E(s)=M fors=>R.
Denote by

R_
Vi(x,t) = E,(Ix|+Ct)  forx €R,0<t<T,=—0"

We claim that 1)¢ is a classical solution to (1.42) in R" x (0, T,). Indeed, ¢ is smooth, and

atx =0,
R_
Y;(0,t) =0, Dy?(0,t) =0 foral0<t<T,= - 8,

so there is nothing to check here. For x # 0 and t € (0, T,), we compute

/ & / X
Yi(x,t) = CE(Ix[+ Ct), DY*(x,t) = & (Ix[+ Ct)m,
which immediately gives that

Y;(x, ) = CIDY (x, )] = CE(Ix| + Ct) = CE (Ix| + Ct) = 0.
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Besides, from the definition of 1* and &,
w(x,t) <M =vY°(x,t) for all (x,t) € dB(0,R) x [0, T,].

By the comparison principle for (1.42), we get that w < v° on B(0,R) x [0, T.]. Let £ — 0
to get the conclusion. O

We are now ready to prove the main theorem in this section.

Proof of Theorem 1.35. Let w =u—v. By using Lemmas 1.36 and 1.37, we immediately get
the desired result. O

11 Rate of convergence of the vanishing viscosity process
for static problems via the doubling variables method

Let us recall the vanishing viscosity procedure for the usual static problem
u(x)+H(x,Du(x))=0 in R"™. (1.44)
For each € > 0, we consider
u®(x)+ H(x,Du®(x)) = eAu’(x) in R". (1.45)
We assume that H satisfies (1.27), that is,

H € C*(R" x R"), H € BUC(R" x B(0,R)) for eachR > 0,
limy,|_, oo inf, cgn (%H(x,p)2 —D, H(x,p) -p) = +00.

Under this assumption, we use the classical Bernstein method (same arguments as in The-

orem 1.21) to obtain that (1.45) has a unique smooth solution u®. Moreover, there exists a
constant C > 0 independent of ¢ € (0, 1) such that

||| oo (gny + DU poo gy < C for all € € (0, 1).

In light of this estimate, {u®},c( ) is locally equicontinuous in R". By Arzela-Ascoli’s theo-
rem, for each sequence {g,} \| 0, there exists a subsequence {g,.} "\, 0 such that

u™ —u locally uniformly in R" as j — 0o,

for some u satisfies ||ul|jco(gny + ||Dul|poogny < C. Thus, we deduce that u is the unique
Lipschitz viscosity solution of (1.44). Because of the uniqueness of the limiting function u,
we imply that u® — u locally uniformly as € \ 0.

It is actually very important to understand more about this vanishing viscosity process. A
pretty much open problem is to understand about the gradient shock structures of u, the
unique Lipschitz viscosity solution of (1.44). It is typically the case that u is Lipschitz, but
not C!, and the behaviors of the singularities of Du (e.g., the corners of the graph of u)
are determined by the viscosity sub/supersolution tests. However, we do not have a clear
knowledge about these singularities in general, especially when H is not convex in p, at this
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moment. This topic should be one of the most important directions to study in the field in
the future.

Another point, which is simpler, is to study the rate of convergence of {u°},.,touas e — 0.
There have been various interesting results in this direction, but still, the optimal rate for
general case is not yet known. Up to now, for the general cases, the best known convergence
rate is O(e'/?).

Theorem 1.38. Assume that H satisfies (1.27). Assume further that H € Lip (R" x B(0,R))
foreach R > 0. For each ¢ € (0,1), let u® be the unique smooth solution to (1.45). Let u be the
unique Lipschitz viscosity solution of (1.44). Then, there exists a constant C > 0 independent
of € such that

lu® —ul| poo(rry < CVE.

This type of results with convergence rate O(g'/?) was first obtained by Fleming [62] in the
1960s by using a differential game approach. Later on, within the framework of viscosity
solutions, Crandall and Lions [40] proved Theorem 1.38 by using the doubling variables
method. Of course, the approach of Crandall and Lions is quite general, and can be adapted
to many other situations. Another proof of Theorem 1.38 by using the nonlinear adjoint
method was introduced by Evans [50] and Tran [131].

We give here in this section a proof based on the ideas of Crandall, Lions [40]. The nonlinear
adjoint method will be introduced in the next section.

Proof. By using the doubling variables method, consider the following auxiliary function

PSP 5 () + ),

where §,a > 0 are to be chosen, and u € C2(R", R) satisfies’

°(x,y) =u(x)—u(y)—

w(0)=0, u(x)=0 for all x e R",
lim u(x)=+oo0,

[x[—00

|IDu(x)| + |D?u(x)| <1 in R™.
Since u® and u are continuous and bounded, we can assume that

max ®°(x,y) = ®°(x5,¥5),

for some (x5, ys5) € R" x R".

STEP 1. Since x — ®°(x, y5) has a max at x5, x — u(x)— [% + 5,u(x)] has a max at
x5. Therefore,

u®(xs)+H (X5, X6~ )5 + 5D,u(x5)) <e¢ (E + 6A,u(x5)) <e¢ (2 + 5). (1.46)
a a
STEP 2. As y — ®°(x;5,y) hasamax at y5, y — u(y)— [—% — 5,u(y)] has a min at y;.
The supersolution test for (1.45) gives
x —
u(ys)+H (ya, 2 - %o _ 5Du(y5)) > 0. (1.47)

STEP 3. We have in the following some simple observations.

! An example for such a function like this is u(x) = (\/ 1+ |x|2— 1) for ¢ > 0 small enough.
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e We use the fact that ®°(x;,x5) < ®°(x;5, y5) to yield

|X5_)’5|2

oy S u(xs)—u(ys)+ 5(u(x5) —M(J’s))-

e Similarly, ®°(ys, y5) < ®°(x;5, y5) implies

x5 —}’5|2
2a

Combine the above two inequalities to get

<uf(x5) — ' (y5) + 6 ulys) — ulxs) ).

|X -y |2 € 3
% <u(xs)—u(ys) +u’(xs)—u’(ys) < 2Clxs —ysl,

and therefore, |x5 — y;5| < Ca.

STEP 4. By the assumption that H € Lip(R" x B(0,R)) for each R > 0, if we pick 6 € (0, 1),
then we have

Xs — Xs—Y
H(J’a: an5—5D,u,(y5))—H(x5, 5a 6_5DH(J’5))SC|X5_}’5|SCOC,

Xs — Xs —
H (x5, Yo _ 5Du(y;)) —H x5 ! 5Du(x5)) < C5 Dp(x;) + Dulys)| < C6.

Thus,

M+513M(x5)) <Ca+C5. (1.48)

x JR—
H(J’a, 2 aJ/5 — 5DH(J’5)) _H(Xa,

STEP 5. Combine the inequalities in (1.46), (1.47), and (1.48) to imply

i) —u(ys) < o=+ 6 ) +H (v, 222~ 6Du(ys) )~ H (x5, =22 + 6Du(x;)
<e(Z+6)+ca+cs. (1.49)
Now, for any x € R", we have ®°(x, x) < ®°(x;s, y5) < u®(x5) —u(ys), and hence,
u(x)—u(x)—20u(x) <u(xs)—ulys)<e (g + 5) +Ca+Céod
by (1.49). Let 6 — 0 and C = max{n, C}, we obtain
1(x)—u(x) < C (2 + a) .

Choose a = /¢, we then get u®(x) —u(x) < C+/¢ for all x € R". By repeating the above,
we obtain the other inequality in a similar way. The proof is complete. ]

Remark 1.39. In fact, Step 3 in the above proof is often used in the viscosity solution theory
to get a bound of |x5—ys|. Another way, which is quicker in this situation, to bound |x5—y;|
is already hidden in Step 1. Indeed, we note that

x5 — ¥sl

Yo7 Ys 4 spu(s) = 23l < put(x,)|+ 6 <C,
19 a 19

Du*(x5) =

for 6 € (0,1). Thus, Step 3 is obtained.
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12 Rate of convergence of the vanishing viscosity process
for static problems via the nonlinear adjoint method

12.1 General nonconvex Hamiltonians

We consider the same situation like in the previous section. We are interested in the van-
ishing viscosity procedure for the usual static problem

u(x)+H(x,Du(x))=0 in R"™. (1.50)
For each € > 0, we consider
u®(x)+ H(x,Du’(x)) = eAu®(x) in R". (1.51)

We aim at proving |[u® — ul|;e(gey < C+/¢ by a different method via the nonlinear adjoint
method to be described soon. Here is the assumption that we require, which is quite similar
to (1.27)

H e C*®(R" xR"),H € BUC(R" x B(0,R)) foreachR >0,
D .H(x,p)| < C(+|p|) for all (x,p) € R" x R", (1.52)

limp, o0 % = 00 uniformly for x € R",

for some given C > 0.
Then, by Bernstein’s method, (1.51) has a unique smooth solution u*, and there is a constant
C > 0 independent of € € (0, 1) such that

|[u]] oo gy + DU || oo gy < C.

Everything is set for us to study the convergence rate of u® to u.

Let us now give a gentle introduction to the nonlinear adjoint method. For € > 0, consider
the following operator

F¢: CYR") — C(R")
o(x) — Fle](x) = p(x) + H(x,Dp(x)) — e Ap(x).

Then from (1.51), we have F°[u®] = 0. The linearized operator £¢ of F¢ about the solution
u® is defined as, for p € C°(R"),

Félut +t —Felut
g = i P L=

which gives
LLp](x) = ¢(x) + D,H(x, Du’(x)) - Dyp(x) — e Ap(x).

We denote by (£°)* the adjoint operator of £, which means

f Lf[plo dx = f (L) o]y dx for all o € C°(R").
Rn RH
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By integration by parts,

J Li[plodx = J (cp + D,H(x,Duf)-Dyp — sAcp)o dx
RTI n

= f (o —div (DpH(x,DuE)a) — 8Aa)g0 dx = J (L8 [o]e dx.
Rn RP
Thus,
(L5 o] =0 —div (DPH(x,Dus)cr) —eAo.

Based on the adjoint operator (£°)*, we consider the following adjoint equation: For each
x, € R",
o —div(D,H(x,Du’)o*)—eAc® =6, in R". (1.53)

Here, 6 X, 18 the Dirac delta at x,. Let o be the unique solution to (1.53), which is basically
its fundamental solution. Then, we have the following properties.

1. 0% € C=°(R"\{x,}),
2. 0°>0in R"\ {x,},
3. [potdx=1.

Equation (1.53), introduced by Evans [50], Tran [131], is a new object in the study of viscos-
ity solutions. The goal now is to find new estimates by doing various kinds of linearizations
to the PDE (1.51), and then integrating by parts with o°.

Lemma 1.40. Assume (1.52). For each ¢ € (0,1), let u® be the unique smooth solution to
(1.51), and let of be the unique solution to (1.53) for fixed x, € R". Then, there exists a
constant C independent of € such that

sf |D*uf|*0f dx < C. (1.54)
Rn
Proof. Let ¢ = %IDu€|2. By doing computations similar to these in the classical Bernstein
method, we obtain from (1.51) that

2 + D, H(x,Du’) - Du + D,H(x,Du®)-Dp = e Ap — e|D%*uf|.

By the Bernstein method, 2¢ = |Duf|?> < C, thus from the assumption that |D H(x,p)| <
C(1+|pl), we get

(go +D,H(x,Du’) - Du® — 8Atp) + e|D%uf|)? = — ((p + D H(x,Duf)- Dus).

/

bounded

Multiplying both sides by o, and taking integration over R" to obtain

J ((p + D,H(x, Du®)Du’ — £A<p)ae dx + EJ |D*uf|*0® dx
Rn

Rn

= _J ((p +DXH(x,Du€)Du‘9)o‘g dx <C.
7
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Using the adjoint equation, we obtain

J go“? —div (D,H(x,Du’)o*) — 8AO‘82Lp dx + sf |D*uf|0f dx < C.
Rn ~~ Rn

6vo
Thus,
eJ |D?uf|?0f dx < C—y(x,) < C.
RH

The proof is complete. ]

Remark 1.41. It is important noting that (1.54) is one of the new key estimates in the
development of the nonlinear adjoint method. Originally, if we look at (1.51), we are only
able to get that ¢|Au’| < C, which means that |Au®| < O(%) in R". The new estimate
(1.54) gives better control of D*uf on the support of o¢, where we have, roughly speaking,
|D?uf| < O(%). This turns out to be quite useful in various situations.

We are ready to state and prove our rate of convergence result.

Theorem 1.42. Assume that H satisfies (1.52). For each ¢ € (0,1), let u® be the unique
smooth solution to (1.51). Let u be the unique Lipschitz viscosity solution of (1.50). Then,
there exists a constant C > 0 independent of € € (0, 1) such that

lu® — | poogny < CWe. (1.55)

Proof. We have that € — u® is smooth for € > 0. Let us differentiate (1.51) with respect to
€ to get
u? +D,H(x,Du’) - Duf = Au® + eAu;.

. € . . .
Here, we write uf = 2%, In terms of the linearized operator £¢, we can rewrite the above
4 e de 5
equation as

Lluf]=Au" = J Lfluf]o® dx = f Aufof dx
RH Rn
= ui(xy) = J (L) [0 ]ul dx = J Aufo® dx.
Rn Rn
Now using Lemma 1.40 and Holder’s inequality, we obtain

J Aufof dx| < (f |Auf >0t dx) (J of dx)
Rﬂ Rn Rﬂ

C
<C (J R dx) < —.
Rn Ve

The above inequality yields

JuzCeo)| =

Nl=

|u®(x0) — ulxo)| =

’ a116(x0)
—F——dd
J;) 26

e
<C| —=dé=Cve
J, 75
by the fundamental theorem of calculus. ]
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12.2 Uniformly convex Hamiltonians

Next, we show that in the case where H is uniformly convex in p, then we have some further
estimates. In addition to (1.52), we assume that

2 " "
{DppH(x,p) > 01, for all (x,p) €R" x R, (1.56)

D? H,D? H,D*> H € BUC(R" x B(O,R)) for each R> 0,
p > Zpp
for some given 6 > 0. Here, I, is the identity matrix of size n.

Theorem 1.43. Assume that H satisfies (1.52) and (1.56). Let r € CCW(R”,[O, 00)) such

that fRn r(x)dx = 1. For each ¢ € (0,1), let u® be the unique smooth solution to (1.51).
Let u be the unique Lipschitz viscosity solution of (1.50). Then, there exists a constant C > 0
independent of € € (0, 1) such that, for every y € R",

f W (x)—u(x))r(x+y)dx|<C (1 + ||Dr||L1(Rn))% €. (1.57)
Rn

Before proving this theorem, let us give a new estimate in this uniformly convex setting.
For this case, we consider the following adjoint equation: For each y € R", let o° be the
solution to

o —div(D,H(x,Du’)o’) —eAc® =r(-+y) in R". (1.58)

Note that we abuse the notions here as we use the same o in (1.53) and (1.58). It is clear
that o¢ satisfies

1. of € C*(R", (0, 00)),

2. fRn ofdx =1.
Lemma 1.44. Assume the settings in Theorem 1.43. Then, there exists a constant C > 0
independent of € so that

f ID?uf*ofdx < C(1+IDrlpggn) - (1.59)
]Rn

Proof. Differentiate (1.51) twice with respect for x; for 1 <i < n to obtain

u; +D,H(x,Du)-Du} +H,,+2H,,u’ +H, u® u® =eAu; .
it [ k XX,

XiX; XiPk "~ XX PkP1 7 xi X XX i

Thanks to (1.56),

]
ut u’ >0|Du’|*  and Z‘H ut SEIDu;|2+C.

PkP1 " xix  XiX; XiPk XX

Thus,
LE[u®

XX

0
1+ E|Du;|2 <C.
Multiply the above by o and integrate to yield

0

Ef DUt [Pofdx < C —f ut  ()r(x+y)dx
Rn n

=C +f ufci(x)rxi(x +y)dx <C (1 + ||Dr||L1(Rn)).
Rl’l
Sum the above inequality over i to complete the proof. ]
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We are now ready to prove Theorem 1.43.

Proof of Theorem 1.43. We proceed as in the first part of the proof of Theorem 1.42. We
have that & — u® is smooth for ¢ > 0. Differentiate (1.51) with respect to € to get

u; + D,H(x,Du’) - Du; = Au® + eAu;.

Recall that uf = %. In terms of the linearized operator £, we can rewrite the above

equation as
L[u®] = Au’.

&

Multiply this by o® and integrate by parts, one has

f Aufofdx S(f |Au|2of dx) (J of dx)
Rn Rn Rn

<C (J |D?*uf|*o® dx) <cC (1 + ||Dr||L1(Rn))
Rﬂ

J ut()r(x+y)dx
Rn

D=
NI=

We then use the fundamental theorem in calculus to deduce that

‘[ 2u’(x)
+y)dxdd
JJ £, 4 y) d

The proof is complete. O]

NI=

<C (1 + ||Dr||L1(Rn)) €.

J (u*(x) —u(x))r(x +y)dx

It is clear that (1.57) gives a better rate of convergence O(&) compared to the rate O(y/¢) in
(1.55). One technical point here that we would like to address is that (1.57) is an average
estimate, not a pointwise one like (1.55). This comes from the fact that in order to control
fR” ufcixi(x)r(x + y)dx, we need to use integration by parts and ||Dr|| .. Nevertheless,
(1.57) 1s a natural estimate that one would expect in the uniformly convex setting.

12.3 Problems

Exercise 18. Give another proof of Theorem 1.42 by using directly the usual maximum prin-
ciple (without using the nonlinear adjoint method) for

Y = veu' +|Duf|?.

Exercise 19. In the general nonconvex setting, is the convergence rate O(+/€) of u® to u in
Theorem 1.42 optimal?

Exercise 20. Is the convergence rate O(¢) in (1.57) of Theorem 1.43 optimal in the uniformly
convex setting?
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CHAPTER 2

First-order Hamilton—Jacobi
equations with convex
Hamiltonians

Let H=H(x,p): R" x R" — R be a given Hamiltonian. Throughout this whole chapter, we
always assume that p — H(x, p) is convex for any given x € R". Usually, x represents the
spatial variable (location), and p represents the momentum variable of a moving particle
in R". One important remark on the convexity assumption is that it is actually “one-sided"
linearity. For each fixed x € R", we can always write

H(X,P) = sup {aa(x) ‘p+ ba(x)}:

a€A,

where A, is the collection of all planes p — a,(x) - p + b,(x) lie under the graph of H(x, ).

1 Introduction to the optimal control theory

Example 2.1 (Classical mechanics Hamiltonian). In this case, we assume that the mass of
the particleis 1 (m=1), and

H(x,p) = %|p|2 LV(x)  forall (x,p) €R" x R™.

Basically, %I p|? is the kinetic energy, and V(x) is the potential energy. It is not hard to check
that

Hex,p) = sup {p-g = 3laF*+ V).

qER?

The infinite horizon problem. Let us consider the following ODE, which represents the
path of a moving person (or a particle)

{Y’(t) =b(y(0),v(t)  t>0, on

y(0) =x.

Here, we put the following assumptions.
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e V is a given compact metric space, which is the control set.
e The vector field b is a map b : R" x V — R" such that

beC(R"xV),
|b(x,v)| < C for all (x,v) € R* x V,
|b(xy,v)—b(x,,v)| < Clx;—x,| forall x;,x,€R", vev,

for some C > 0.

e Every control v(-) is a measurable map v : [0, 00) — V. In principle, we are able to
change this control as we wish.

Under the above assumptions, the ODE (2.1) has a unique solution, which is denoted by
Yew((*). We write y, ,,(-) to emphasize that the path starts at x with the control v(-). For
simplicity, we write y,(-) instead of y, ,(,(-) if there is no confusion. By being a solution to
(2.1) here, we mean that

v, (t)=x +J b(y,(s),v(s))ds forall t > 0.
0

We have the following lemma about the Lipschitz property of the trajectory.

Lemma 2.1. The following claims hold.

(a) For t,s =0,

yx,v(-)(t) _yx,v(~)(5)| < Clt _S|-

(b) Let v(-) be a control, and y,(-), ¥,(-) are corresponding trajectories starting from x, z,
respectively. Then,

ly () =y, ()] <e|x—z|  forallt>O.

Then, the Lipschitz continuity of b in the first variable gives |p’(s)| < C|¢(s)| for s = 0. In
particular, for any t > 0,

Proof.  Claim (a) is obvious. To prove (b), we define ¢(s) = y,(s) — y.(s) for s > 0.

le(t)] = |@(0) + J ¢'(s)ds
0

< [¢(0)| +f l9"(s)l ds < [x —z| + Cf l(s)l ds.
0 0

By Gronwall’s inequality, we obtain
le()l =1y ()= y.() <e“|x—z|  forallt >0,
and the proof is complete. ]
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Cost functional. Fix A > 0. For a given path (y,(-),v(:)) of (2.1) we define the cost
functional

J(x,v(:)) = J e f (yx(s),v(s)) ds.
0
Here, f : R" x V — R is the running cost function, which satisfies

feCR" xV),
lf(x,v)|<C for all (x,v) e R* x V,
If (xx1,v) = f (x5, V)| < Clx; —x,| forall x;,x, €R", veEV,

for some C > 0.

The term e~ is called the discount factor. Technically, the discount factor helps to keep

f Ooo e f(y,(s),v(s)) ds finite as f is only bounded. More importantly, as we will see, this
discount factor gives the appearance of the term Au in the static equation (2.3).

Main question. How to minimize the cost functional J(x, v(-)) among all possible controls
v(-)? This type of questions appears a lot in Calculus of Variations. We define the cost value
function as following. For x € R", set

u(x) = ir(1§J(x,v(-)). (2.2)

Basically, u(x) is the minimum cost we must pay if we start at x. We now only study the
cost function u, and ignore the underlying dynamics.

The following result is one of our main aims in this chapter.

Theorem 2.2. Let u be defined as in (2.2). Then u is the unique viscosity solution to the
following static equation
Au+H(x,Du)=0 in R". (2.3)

Here, the Hamiltonian H : R" x R" — R is determined by

H(x,p):su‘l/)(—b(x,v)-p—f(x,v)). (2.4)

In order to prove the above theorem, we will obtain the following important identity for the
value function u, whose proof is provided in the next section.

Dynamic Programming Principle (DPP). For any x € R" and t > 0, we have

U(X) = }/?g(f e_Mf(yx,v(-)(S)J V(S)) ds + e_ltu(yx,v(-)(t)))'

We summarize some useful properties of H defined in (2.4) in the following theorem.
Theorem 2.3. Let H be defined as in (2.4). Then,

(a) He C(R"xR"), and p — H(x,p) is convex for each x € R™.
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(b) There exists C > 0 such that, for all x,y,p,q € R",

{|H(x,p)—H<x,q)| <Clp—ql,
|[H(x,p)—H(y,p)| <C(1+|p)Ix—yl

Proof. For v € V, let us denote H,(x,p) = —b(x,v) - p — f(x,v) for all (x,p) € R" x R".
Then, H(x, p) = sup,y H,(x, p), and of course, H is convex in p.

Next, for (x,p),(z,q) € R" x R", one has
[H,(x, p)—H,(z,9)| = |(b(x,») = b(z,v)) - p+ b(z,v) - (p—q) + f(x,v) — (=, )|
< Clp|-|x—2|+Clp—q|+C|x —2z|.

Thus,
|H(x,p)—H(z,q)| < C(1+|p|)lx —z| + Clp —q.

The proof is complete. ]

2 Dynamic Programming Principle

Let us recall quickly our setting. For each control v(-) and starting point x € R", the corre-
sponding ODE is

(2.5)

{y;(t) = b(y,(0),v(t))  t>0,
¥.(0) =x.

Then, the value function u is defined as

u(x) = ilng(X, v()) = lr(l)fJ e f (y(5), v(s)) ds.

0

Remark 2.4. It is worth emphasizing a difference between PDE and dynamical system view-
points here.

e Dynamical system viewpoint: understand the behavior of minimizing paths.

e PDE viewpoint: forget about the underlying dynamics, only look at the value function
u, and find out a PDE that u solves.

Before finding the PDE which u solves, we prove the Dynamic Programming Principle first.

Theorem 2.5 (Dynamic Programming Principle (DPP)). Let u be defined as in (2.2). For any
x € R"and t > 0, we have

u(x) = 11(1§(J e f (¥ (), v(s)) ds + e_“u(yx(t)))- (2.6)
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Proof. Fix x € R" and t > 0. For each control v(-), let y(-) = y, ,(, be the solution to

{Y’(s) =b(y(s),v(s)) s>0,
r(0) =x.

Denote by n(s) = y(s + t), ¥(s) = v(s + t) for s > 0. Then ¥ is an admissible control, and 7
solves

n'(s) =b(n(s),¥(s)) s>0,
n(0) =v(t).

We easily deduce the following formula
t
J(x,v()) = f e (y(s),v(s)) ds+e I (y(2), 9())
0

= f e f (v(s), v(s)) ds + e u(y(r)).
0

Taking inf over all controls v(-), by definition of u(x), we obtain LHS > RHS in (2.6).

Conversely, with the previous control v(-) we have chosen at the beginning of the proof,
given any € > 0, let w(-) be a control such that

oo

u(y(6) > J(r (), w()) — e = J e F (oo w(s)) ds—e.

0

Our goal is connect two controls v(-) from [0, t ] with w(-) on [t, ©0) to form a new control.
Let us define z = y, ,,(t) = v(t), and

{v*(s) =(s) ifs €[0,t],

vi(s) =w(s—t) ifse[t,o00).
See Figure 2.1. Then, by the uniqueness of solution of (2.5), it is clear that

Yo (1(8) = Yen()(8) foralls €[0,t],
Yo (1)) = Yowy(s—1) for all s € [t, 00).

Notice that

t

f e_Mf(yx,v(-)(s)a V(S)) ds = f e—ls]c (.yx,v*(~)(5): V*(S)) dS,
0

0

and

oo

e_MU(J’x,vc)(t)) = e_“J e Nf (yy(t),w(~)(s)>w(s)) ds—e e

0

= J e M f (}’x,v*(.)(C),V*(C)) df—e™e.
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i v (r+1) = w(r)

Figure 2.1: Connecting two controls v(-) and w(-) to form a new control v*(-).

Thus, by combining these facts, we obtain

(e9)

f e_Mf(J’x,v(.)(S): v(s))ds + e_ltu(}’x,v(.)(t)) > J e f (.yx,v*(-)(s)s V*(S)) ds—e™Me
0 0

> u(x)—e Me.

Taking inf over all control v(-) we obtain RHS > LHS—e~*¢. Since this is true for all £ > 0,
we deduce that RHS > LHS, and the proof is complete. ]

Remark 2.6. It is worth noting that we require here that V is a compact metric space, and
b(x,v), f (x,v) are continuous, bounded, and Lipschitz in x. In particular, H is convex, and
has linear growth in p.

For example, if V = B(0,1) ¢ R", and b(x,v) = v, f(x,v) = f(x) for all (x,v) e R"xV
with f € BUC(R"), then

H(x,p)= sup [-v-p—f(x)]=Ip|—f(x).

veB(0,1)

We will come back to discuss this point, and relate the story between Lipschitz regularity of
the viscosity solution and compactness of V.

Remark 2.7. Why DPP is good?
e Using DPB we can find the corresponding PDE for u(x).
e Using DPE we are able to derive some first results on the regularity of u(x).

Theorem 2.8 (Regularity of the value function based on DPP). Let u be defined as in (2.2).
Set Ao = [IDb(-, )l poomnxyy- Then, [[ullcomny < % Furthermore, we have the following results.

(@) If > Aq, then u € C*(R") = Lip(R") N BUC (R").
(b) If A= Ay, thenu € C**(R") forany 0 < a < 1.
(0 If0O< A< A, thenu e CO’%(R”).

In particular, in all cases, u € BUC (R").

The proof of this theorem is rather clear and interesting, and we leave it as an exercise for
the readers.
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2.1 Problems
Exercise 21. Prove Theorem 2.8 by using (2.6).

3 Static Hamilton-Jacobi equation for the value function

Let us recall the definition of the value function u. For x € R",

u(x) = lr(1§ L e f (yx,v(.)(S), V(S)) ds.

Besides, the Dynamic Programming Principle (DPP) reads

u(x)= lf(l)f(J e f (yx,v(~)(s)> V(S)) ds + e_hu(J’x,v(.)(f))) .
v(- 0

Remark 2.9. Recall that Theorem 2.8 gives us that u € BUC(R"). This enables us to fit u
well into the theory of continuous viscosity solutions.

Theorem 2.10. The value function u is a viscosity solution of the following static Hamilton—
Jacobi equation
Au+H(x,Du)=0 in R", )

where, for (x,p) € R" x R",

H(x,p) = sgg(—b(x,v) -p—f(x,v)).

Proof. We divide the proof into two steps.

SUBSOLUTION TEST. Let ¢ € C'(R") such that u — ¢ has a strict maximum at x, € R", and
u(xy) = ¢(x,). Our goal is to show that

Au(x,) + H(xo, Dcp(xo)) <0. 2.7)

Pick a control v(-), and let y(-) = y, ,y() be the solution to y'(s) = b(y(s),v(s)) with
y(0) = x,. For every t > 0 since u(y(t)) < ¢(y(t)), by DPB we have

e(v(0)) =u(xy) < f e N f (Y(S),V(s)) ds + e Mu(y (1))
0

< J e_’lsf(}f(s), v(s)) ds + e‘“ap(y(t)).
0

By the fundamental theorem of calculus for s — e **(y(s)), the above can be written as

t

_J %(e_lscp(}f(s))) ds = ¢(y(0)) —e_“gp(y(t)) < J e_lsf (Y(S),V(S)) ds,

which is equivalent to
f e—ls(MO(Y(S)) + [ = () v - Do () — £ (1(s), V(s))]) ds <0.
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This holds for every control v(-) and every t > 0. Now pick the control v(-) = v to be
constant for all time for some v € V, then the above formula gives

% J e—“(w(y(s)) +[ = b(v(5), V) Do(x(s)) —f(Y(s),V)D ds <0.
0

Let t — 0+ to yield

(o) + [ — b(xo, v) - Dep (o) — f (x0,v) | < 0.

Taking sup over all v € V in the above inequality to get (2.7).

SUPERSOLUTION TEST. Let 1) € C!(R") such that u — 1) has a strict minimum at x, € R",
and u(x,) =y (x,). We aim at proving that

Au(x,) + H(xo, D’l,l)(xo)) > 0. (2.8)

We note first that, for any t > 0,

P(xo) =ulxy) = {/T(l)f{J

0

> in)f{Jo eMf (ny’V(,)(s), v(s)) ds + e‘“lp(yxo,v(.)(t))} )

t

e Mf (yxo,v(-)(s)z V(S)) ds + e_MU(J’xo,v(.)(t))}

Therefore,

0> 1vr(1§ {J e Mf (ny,v(,)(s), v(s)) ds + e_ltlll(yxo,v(-)(t)) - 1,/J(J’xo,vo)(o))}
0

=—sup K, [v()],
v()

where
%, [v()]
= J e—“(w (o) + [B( Y1000 7)) DY (Y 000()) = F (Yrgir(5): v(s))]) ds
0

t
< J e_M (A‘P (yxo,v(~)(s)) + H(yxo,v(~)(s): D¢(yx0,v(.)(5)))) dS.
0
By Lemma 2.1, for any control v(-), one has
|yx0,v(.)(t) — X0| <Ct. (2.9)
Thus, fors € [0, t],

|9 (Vy009()) = (x0)| < € |¥p0(8) —Xo| < Cs < Ct,

and similarly,
[H (¥, v)(8), DY (i, w9 (5))) — Hxo, DY (x,))| < Cs < Ct
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as well. Hence,

Jct[v()] < f e—ls (A’L/J (yxo,v(~)(s)) + H(.yxo,v(-)(s)ﬁ Dl/)(yxo,vb)(s)))) ds

0
t

< f e‘“(?u/)(xg) +H(x0,D1/)(xO))) ds + CtJ e ds.
0

0

Combine this with the above to deduce that

0< lim (lsupxt[v(')])
t—0+\ ¢ v()

< tl_ig}r (% f e‘M(M/)(xO) + H(XO,D"L/)(XO))) ds + CJ e ds)
0 0
= A (o) + H (0, D (x0) ).

The proof is complete. O

4 Legendre’s transform
We consider the Hamiltonian H(x, p) : R" x R" — R satisfying

H € CY(R" x R"), H € BUC(R" x B(0,R)) for eachR > 0,
p — H(x,p) is convex for all x € R", (2.10)

. . . . . . H(x
H is superlinear in p, thatis, lim ( inf ( ,p)) = 400.
|[p|—o0 \ x€R? | p|
It is clear that superlinearity is stronger than coercivity.

Example 2.2. Consider H(x,p) = |p|™ + V(x) for all (x,p) € R" x R" where V € BUC (R").
Then H is convex in p if and only if m > 1.

e If m>1, then H is superlinear in p.
e If m =1, then H has linear growth. It is coercive, but not superlinear in p.

e If m > 2, we say that H is superquadratic in p. And if m < 2, we say that H is sub-
quadratic in p. Of course, if m = 2, then H is quadratic in p.

Definition 2.11 (Legendre’s transform). For the Hamiltonian H : R" x R" — R, we define its
Legendre’s transform H* = L : R" x R" — R as

L(x,v)=sup (p -V —H(x,p)).

pER?
Some further deep characterizations of the Legendre transform are given in Appendix.
Remark 2.12.

¢ In physics, we regard x as the position of a particle, and v as its corresponding velocity.
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e We need to check the above definition is well-defined, that is, L(x, v) is indeed finite.

Example 2.3. For the classical mechanics Hamiltonian
1 2 n n
H(x,p)=§|p| + V(x) forall (x,p) e R" xR",
we have

LCe,v) = sup (p-v—H(x,p)) = sup (p v = 1pP) ~V(x)

pER™ pER!

1 1 1
= sup (VP = lp—vP) = V(x) = S~ V().

peRn 2

Thus, H*(x,v) = L(x,v) = %lvl2 — V(x). It is worth noting that in this case, H is the total
energy, and L is the difference between kinetic energy and potential energy. We also observe
that H* = L* = H.
We now have the following important result on convex duality via Legendre’s transform.
Theorem 2.13. Assume that H satisfies (2.10). Then, the followings hold.

(1) L(x,v) is well-defined (finite), and v — L(x,V) is convex and superlinear.

(i) L*=H" =H.

In fact, the above theorem holds without the assumption that H € C!(R" x R"). We just put
it there to simplify our proof.

Proof. Let us proceed step by step.
(i) Fix x,v € R". Since H is superlinear in p, as |p| = 00, we have

p-v H(x,p))
— _)_
pl p|

p-v—H(x,p) = |p|(

which means that sup,cg» (p-q—H(x,p)) = MaX,egn (p-q—H(x,p)) < 00. Itis clear
that v — L(x,v) is convex as it is a supremum of a family of affine functions in v.

e
[v|

Now, we prove that L is superlinear in v. For v # 0, choose p = s
s> 0, we have

then for any

L(x,v) = sup (p . v—H(x,p)) > (sl) . v—H(x,sl) > s|v| —maxH(x, p).
pER™ [v] |v Ipl<s

Thus, for any fixed s > 0,

L(x,v) _ 4

vimeo  [v]

L 1
liminf (x,v) > s—limsup(—maxH(x,p)) =s =

[v]|—> o0 |V| IpI<s

uniformly for x € R".
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(ii) We proceed to show that L* = H. Note that

L(x,v) = sup (p-v—H(x,p)) >p-v—H(x,p) for any p € R".
pER™

This implies
H(x,p)+ L(x,v)=p-v for all x,p,q € R". (2.11)

In particular,

H(x,p) = sup(p-v—L(x,v)) = L*(x,p).

veR?

Thus H > L*. Conversely, we have

L*(x,p) = sup (p -V —L(x,v)) = sup (p -V —sup (r . v—H(x,r)))

vERN veR? reRrn

= sup inf ((p—r)-v+H(x,r)).

veRrn FER"

Thus
L*(x,p) = igﬁg(H(x,r)—(r—p)-v) forall v e R".

Pick v = D,H(x, p). By the convexity of H in p,
H(x,r)—(r—p)-v=H(x,r)—(r—p)-D,H(x,p) = H(x, p) for all r € R".

Therefore, L* > H. We conclude that L* = H* = H.

Remark 2.14. We have some further comments about the convexity of H and L.
e (2.11) is an important inequality in the convex duality between H and L.

e In case that H is not C!, we can always pick v € R" such that v € DP_H (x,p) =
3,H(x, p), which is the subgradient set of H in p at (x, p), in the last step of the above
proof to finish.

e By Radamacher’s theorem, as p — H(x, p) is convex for each x € R", H(x,-) is also
locally Lipschitz, hence is differentiable almost everywhere.

e Furthermore, by Alexandrov’s theorem, for each x € R", H(x, -) is twice differentiable

almost everywhere.

4.1 Problems

Exercise 22. Compute the Legendre transform L(x,v) of the Hamiltonian H : R" x R" — R,

where

H(x,p) = ﬂ+V(x) forall (x,p) € R" xR".
m

Here, m>1 and V € BUC(R").

Exercise 23. Find out when the equality in (2.11) holds.
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5 The optimal control formula from the Lagrangian
viewpoint

5.1 New representation formula for the solution of the static
equation based on the Lagrangian

We have the duality between H and L as following

L(x,v) is superlinear in v.

p — H(x,p) is convex, Legendre’s transform v — L(x,v) is convex,
“—>
H(x,p) is superlinear in p,

Recall that
H(x,p) = sup(p-v—L(x,v)).

veRn
When p — H(x, p) is convex, we are able to use Legendre’s transform obtain the Lagrangian
L, and get another representation formula (still optimal control formula) for the unique
viscosity solution to the corresponding static equation. The new formula is defined in term
of the Lagrangian, and not in term of the controls.

Theorem 2.15. Fix A > 0. Consider the following static Hamilton—Jacobi equation
Au+H(x,Du)=0 in R" (2.12)
Assume that the Hamiltonian H satisfies

H € C*(R" x R"), H € BUC(R" x B(0,R)) for each R > 0,

p— H(x,pquz;on;/exfor all x € R", (2.13)
lim (inf P ): + 00
|p|—oc0 \ x€R" |p|

Then, the following function is a viscosity solution of (2.12)

u(x) = inf{f e‘ML(y(s), —}f’(s)) ds : y(0)=x,y'(-) € L'([0, T]) for any T > 0} .
0
(2.14)

We skip the proof of this theorem for now as it follows the same lines as that of Theorem
2.10. It is in fact interesting to go through its proof to compare the differences.

Remark 2.16. Some points are worth to be mentioned here.

e Where are the controls in (2.14)? In this representation formula, the controls are
included in the Lagrangian L(x,v), and they are basically the admissible velocities
¥'(-) of admissible curves.

In fact, this is the optimal control setting where V = R", which is not compact, and
b(x,v)=v, f(x,v)=L(x,—v) for all (x,v) e R" x R".

e Under the dynamical system viewpoint, we are interested in finding the optimal paths
v so that

u(x) = f e_ML(}f(s),—y’(s)) ds.
0

The existence of such minimizers comes from Calculus of Variations.
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5.2 The representation formula for the solution of the Cauchy
problem based on the Lagrangian

Consider the usual Cauchy problem

{ut(x, t)+H(x,Du) =0 inR" x (0, 0c0), 2.15)

u(x,0) = uy(x) on R".
For the Hamiltonian H, we assume that it satisfies (2.13), that is,

H € C*(R" x R"), H € BUC(R" x B(0,R)) for eachR > 0,
p — H(x,p) is convex for all x € R",

lim ( inf M) = +400.

|p|—>00 x€Rn |p|

For the initial data u,, we assume as usual that u, € BUC(R"). As usual, let L be the
Legendre transform of H, that is,

L(x,v)=sup(p-v—H(x,p)) for all (x,v) e R" x R".

peRn

Lemma 2.17 (Properties of L). Assume (2.13). Then, L also satisfies

L € BUC(R" x B(0,R)) for each R > 0,
v — L(x,v) is convex for all x € R",

lim (inf L(X’V)) = 400.

[v|> 00 \ x€R™ |V|

Besides, there exists C > 0 such that
El<C forall £ € DTL(x,0), x €R".

Proof. We only need to check the last claim. For each fix x € R", let £ € D'L(x,0). Then
for all v e R",
L(x,v)>L(x,0)+& -v.

Consider only v € R" with |v| =1 to yield

E|=sup&-v < supL(x,v)—L(x,O)SZsup{|L(x,v)| cx €RY |y < 1} <C.

lvl=1 lvl=1

]

Remark 2.18. Let us note that under assumption (2.13), we actually have furthermore that
L € C*(R" x R"). In particular, D L(x,v) ={D,L(x,v)} for all (x,v) € R" x R". As we do
not need to use this fact here, we skip it.

We are now ready to define the following value function, which is of finite horizon type.

Definition 2.19. For each (x,t) € R" x [0, 00), we denote by
u(x,t) = inf{J L(y(s),7'(s)) ds +uo(y(0)) = y(t) = x,7'(-) € L'([0, t])} . (2.16)
0
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Remark 2.20. It is very important noticing that y’(-) is integrable on [0, t] is equivalent
to the fact that y(:) is absolutely continuous on [0, t]. Thus, the value function u(x,t) is
chosen as the infimum value of the above cost functional among all absolutely continuous
paths y(:) with endpoint y(t) = x.

Similarly to the static case, we have the following Dynamic Programming Principle (DPP).
Theorem 2.21 (Dynamic Programming Principle). The value function u defined above satis-

fies, for (x,t) € R" x (0, 00),

u(x,t)= inf{J L(y(r),Y'(r)) dr +u(y(s),s) : y(t)=x,y'(-) € L([o0, t])} ,  (2.17)

forall0<s <t.

Proof. Fix 0 <s < t. Let £(-) be a path on [s, t] with £(t) = x and &’'(-) € L([s, t]). Let
y(-) be an arbitrary path on [0,s] with y(s) = &(s) and y'(-) € L'([0,s]). Then, define
:[0,t] > R" as

_r(r)  rel0,s],
= {i(r) rels,t].

It is clear that {(t) = x and {’(-) € L'([0, t]). By definition of u, we have
u(x,t) < J L(Z(r),¢'(r)) dr +u(Z(0),0)
0

= f L(&(r),&'(r) dr + J L(y(r),y'(r)) dr +u(y(0),0)
s 0

Taking the infimum in the above over all paths y on [0,s] with y(s) = &(s) and y'(:) €
L'([0,s]) to imply

u(x,t) < J L(E(r), &'(r)) dr + u(&(s),s).

Then, taking infimum over all path £ on [s, t] to obtain

u(x, ) < inf{J L(y(r),y'(r) dr +u(y(s),s) : v(t) =X,Y'(')€L1([0,t])}-

Conversely, let y be a path with y(t) = x and y(-) € L}([0,t]). We decompose y into
71(-) =yl @and y,(-) = y()lfs 7- Then,

f L(y(r),y'(r)) dr +u(y(0),0)
0

=f L(Yz(r),Y’Z(r))dr+f L(y1(r), v1(r)) r + u(y,(0),0)

0

Y

f L(ra(r), v5(r)) dr + u(y,(s),s)

2 inf{J L(y2(r), vy(r)) dr + u(ys(s),s) Yz(t)=X,Y’2(')€L1([S,t])}-
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Taking infimum over all path y in [0, t] we obtain

u(x,t) = inf{f L(y(r),y'(r)) dr +u(y(s),s) = y(t) =X,Y’(')€L1([0,t])}-

]

Theorem 2.22. Assume (2.13). Let u be defined as in (2.16). Then, u is a viscosity solution
to (2.15).

The proof is omitted here as it follows the same lines as that of Theorem 2.10 by using the
Dynamic Programming Principle (2.17). It is in fact an interesting exercise for interested
readers.

5.3 Problems
Exercise 24. Prove Theorem 2.22.

Exercise 25. Assume (2.13). Let L be the Legendre transform of H. Prove that
L € C*(R" x R").

Exercise 26. Assume (2.13). Let L be the Legendre transform of H. Fix R > 0. Show that
there exists Cy > 0 such that

L(x,v)= |§2r|1<ag( (p-v—H(x,p)) for all (x,v) € R" x B(O,R).

5.4 The Hopf-Lax formula

We now consider the spatially homogeneous Hamiltonian H(x, p) = H(p) for (x,p) € R" x
R". Here, by spatially homogeneous H, we mean that it does not depend of the spatial
variable (location) x.
We assume here that
p — H(p) is convex,
im 1O _ o, 219
lpl—co |p|

Let L = L(v) : R" — R be the corresponding Lagrangian, that is, L = H*. Then clearly,

v — L(v) is convex,

L(v
m 20 oo,
[v|—o0 |V|

Theorem 2.23 (The Hopf-Lax formula). Assume (2.18). Let u be the viscosity solution to

u,(x,t)+HDu) =0 in R" x (0, 00),
u(x,0) =uy(x) on R".

Here, the initial data u, € BUC(R"). Then, u has the following representation formula. For
(x,t) € R" x (0, 00),

u(x,0) = inf {tL (?) + uo(y)} = min {tL (?) + uo(y)} . (2.19)

67



Formula (2.19) is known as the celebrated Hopf-Lax formula.

Proof. Fix (x,t) € R" x (0,00). For each y € R", let us consider the path y as the straight
line segment connecting (y, 0) with (x, t), that is,

y(s)=y+s(xzy) foralls €[0,t].

The optimal control formula (2.16) gives

u(x, ) < f LG () ds +uo(r(0) = ¢ (T ) + (),
0

and thus,
u(x,t) < inf {tL (u) + uo(y)} .
YER® t

On the other hand, if y is any admissible path with y(t) = x, then by Jensen’s inequality,

we get
L (lj Y'(s) ds) < lf L(y'(s)) ds.
tJo tJo

For v(0) = y, notice that

f Y'(8)ds =y(t)—y(0)=x—y,
0

and hence,
t

L (=) ) < J LG/ () ds +u(1(0))

0

From this we get

inf {tL (g) + uo(y)} <u(x,t).

YER
Therefore,
_ X—y
u(x,t) = ylng {tL ( " ) + uo(y)} .

Finally, as u, € BUC(R"), and L is superlinear, it is clear that inf on the right hand side
above holds at a point y € R". ]

Example 2.4. We give here some well-known examples in the literature.

e IfH(p) = %for p € R", then L(v) = %for v € R". Then, the Hopf-Lax formula for
solution u reads

u(x,t)= inf {Ix;tylz +uo(J’)} = min{ Ix ;ty|2 +uo(J’)}.

YER? YER
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e In one dimension, let us consider the famous inviscid Burger equation

v, t) +v(x, t)v,(x,t) =0 inR x (0, 00),
v(x,0) = Vo(x) on R.

Here, initial data v, is nice enough. Note that
2
Ve+vy, =0 — vt+(—) =0.
2 )x

Take u so that v =u,, then

2 2
u,, + ((uX) ) =0 = u, + () =C
2 ). 2

for some constant C. Let C = 0. Then we are able to use the Hopf~Lax formula for u to
obtain the formula for v as

d _ 2
v(x,t)= Ix (}1,161]12{ 1 2ty| +u0(y)}).

Here, uy(y) = foy vo(x)dx for all y € R. This formula for v turns out to be the Lax—
Oleinik formula.

5.5 First-order front propagation problem

Let us now recall the first-order front propagation problem that was discussed in Example
1.1. The corresponding equation reads

{ut(x, t)+a(x)|Dul =0 inRR" x (0, 00), (2.20)

u(x,0) = uy(x) on R".

Here, we assume that a : R" — R is a given continuous function, and there exist a, 8 > 0
such that

a<a(x)<p for all x € R".

For the initial data u,, we assume as usual that u, € BUC(R").

It is clear in this case that the Hamiltonian H(x, p) = a(x)|p| for (x,p) € R" x R" is convex
and uniformly coercive, but is not superlinear in p. Of course, (2.13) does not hold here.
Nevertheless, we are still able to write down a representation formula for solution u of
(2.20) based on the Lagrangian/optimal control formulation.

The Lagrangian L(x,v) can be computed as following

L(x,v)=sup(p-v—H(x,p)) =sup(p-v—alx)lpl)

peRn peRn

_ {0 if |[v| < a(x),

+oo if |v| > a(x).
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Although L is singular in the above, it is still convex in v. Then, in this setting, formula
(2.16) is rewritten as

u(x, t) =inf{J L(y(s),y'(s)) ds +up(y(0)) : Y(t)=X,Y’(')€L1([0,t])}-

= inf{uo(y(O)) () =x,|Y'(s)| <a(y(s)) forae.se][O0, t]}.

It turns out that this formula still gives the unique viscosity solution u to (2.20) as stated in
the following theorem.

Theorem 2.24. Let u be the unique viscosity solution to (2.20) with given conditions on a
and u, as stated in this section. Then, u has the following representation formula, for (x,t) €
R" x (0, 00),

u(x,t)= min{uo(y(O)) () =x, 1Y)l <a(y(s)) forae se€[0, t]} .

The proof of this theorem is left as an exercise. It is worth noting that, because of symmetry,
by defining n(s) = y(t —s) for all s € [0, t ], we can also write that

u(x,t) =min {uo(y(O)) s y(6)=x,|Y'(s)| < aly(s)) forae.se]0, t]}
= min {uo(n(t)) :n(0)=x,|n'(s)| <a(n(s)) fora.e.se<]0, t]} .

We now give an immediate consequence of the above theorem.

Corollary 2.25. Assume a(x) = a for all x € R" for some given a > 0, and u, € BUC(R").
Then, the unique viscosity solution u to (2.20) has the following representation formula, for
(x,t) € R" x (0, 00),

u(x,t) =min{uy(y) : |y —x| < at} =min{uy(y) : y € B(x,at)}.

Theorem 2.24 and Corollary 2.25 sometimes appear in the literature under the framework
of reachable sets in front propagations.

5.6 Problems

Exercise 27. Prove Theorem 2.24 by writing down its corresponding Dynamic Programming
Principle.

Exercise 28. Let us consider the first-order front propagation problem that was discussed in
Example 1.1. Assume a(x) = a for all x € R" for some given a > 0, and T, = d([—1,1]").
Use Corollary 2.25 to describe the behavior of {T},.

6 A further hidden structure of convex first-order
Hamilton-Jacobi equations

6.1 A characterization of subsolutions of convex first-order
Hamilton-Jacobi equations

Fix A > 0. We consider the following usual static problem

Au+H(x,Du)=0  inR" (2.21)
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We assume throughout this section that

H € BUC(R" x B(O,R)) forallR > 0,
p — H(x,p) is convex for all x € R", (2.22)
lim inf H(x,p) =+o00.

|p|—>00 x€RN
Remark 2.26. Under (2.22), for A > 0, we apply the Perron method (Theorem 1.26) to
imply that (2.21) has a unique Lipschitz viscosity solution u € Lip(R"). Of course, this
means that u is differentiable a.e. in R".
If A =0, (2.21) is not monotone in u anymore, then anything can happen. For example, if
H(x,p) > 0 for all (x,p) € R"xR", then (2.21) does not have any solution. It could be also
the case that (2.21) has infinitely many solutions, and we will discuss this point later in the
book.

We focus here on viscosity subsolutions, and let us recall the following example.

Example 2.5. Recall the eikonal equation in one dimension

{ W' (x) =1 in (0,1),

u(0)=u(l) =o. (2.23)

Of course, here, H(p) = |p|, and A = 0. The following graph describes various a.e. solutions
to (2.23). As discussed in Exercise 1, such a.e. solutions are actually viscosity subsolutions.
This fact can be checked quickly in a geometric way as following. Take one such a.e. solution
u, whose graph consists of line segments of slopes 1 and corners from below and above. There
is nothing to check at the corners from below as we cannot touch them from above by smooth
functions. For the corners from above, every function that touches it from above there has slope
between —1 and 1, and thus, the viscosity subsolution test is satisfied.

Our goal now is to show that the above observation holds true for general convex cases.
The following result is due to Barron and Jensen [18].
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Theorem 2.27. Assume A > 0, and H satisfies (2.22). Then, the following claims are equiva-
lent

(i) u € Lip (R") is viscosity subsolution of (2.21).
(ii) u € Lip(R") is an almost everywhere subsolution of (2.21).

Proof. The implication (i) = (ii) was already done earlier.
For the converse, we need to smooth u up and use stability results of viscosity subsolutions.
We use the convolution trick as following. Take 7) to be the standard mollifier, that is,

n € C(R", [0, 00)), supp(n) € B(0, 1), f n(x)dx =1.
-

For ¢ > 0, denote by n,(x) =¢™"n (%) for all x € R". Set

w(x) = (1, xw) (x) = J

Rn

N(x—yu(y)dy = f n.(x—y)u(y)dy forx €R".

B(x,¢)

Then u® € C*°(R"), and u® — u locally uniformly as ¢ — 0. Since u € Lip (R") is an almost
everywhere subsolution of (2.21), we multiply 7, to both sides of (2.21) and integrate on
R" to yield

Au‘(x) +f H(x—y,Du(x—y))n.(y)dy <0
B(0,¢)

We need to fix x instead of x —y in H(x —y, Du(x — y)). Denote wy to be the modulus of
continuity of H on R" x B(0,R) where R = ||Dul|co(gny + 1. Then, a.e. in B(0, ), we have

|H(x — y,Du(x — y)) — H(x, Du(x — y))| < wx(|y]) < wg(e).

This gives

0> Aug(X)+J H(x—y,Du(x—y))n.(y)dy

B(0,¢)

> Auf(x) + f (H(x, Du(x —y)) — wg(e))n.(y) dy

B(0,¢)
> Auf(x)+H (xf Du(x—y)n.(y) dy) — wg(€)
B(0,¢)
= Au®(x) + H (x, Du®(x)) — wg(e).

We used Jensen’s inequality in the last inequality above. So, for each € > 0, u® is a classical
(smooth) subsolution to

Au®(x)+ H (x,Du’(x)) < wg(e) in R".

We then let ¢ — 0 and use stability results of viscosity subsolutions to conclude that u is a
viscosity subsolution of (2.21). O
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Remark 2.28. We have some further observations.

e Convolution with a standard mollifier is very important in the above proof, and to
nonlinear PDEs in general. Whenever we need to find smooth approximations, this
standard technique should be considered.

e We need some insights to deal with nonlinear terms, or terms with variable coefficients
when doing convolutions. Many times, we need to handle the differences, and it is
typically the case that certain commutator estimates appear naturally.

6.2 Characterization of viscosity solutions of convex first-order
Hamilton-Jacobi equations

We now focus on viscosity subsolutions to (2.21).

Theorem 2.29. Assume A > 0, and H satisfies (2.22). Then, the following claims are equiva-
lent

(i) u € Lip(R") is viscosity solution of (2.21).
(ii) u € Lip(R"), and for all x € R", p € D~ u(x),

Au(x)+H(x,p) =0.

Proof. First of all, we have some elementary observations.
e If p— H(x,p) is convex, then so is p — H(x,—p).
e We have q € D™v(x) if and only if —q = p € D" u(x) where v = —u.

Assume first that u is a Lipschitz viscosity solution of (2.21). For x € R" and p € D u(x),
by supersolution test, Au(x)+ H(x,p) > 0. We need to show that Au(x)+ H(x,p) =0.

As u is a Lipschitz a.e. solution of (2.21), by Rademacher’s theorem, for v = —u, we have
—Av(x)+ H(x,—Dv(x)) =0 a.e. in R" S K(x,Dv(x))=0 a.e. in R",

where K(x,p) = —Av(x) + H(x,—p) for (x,p) € R" x R". It is clear that K satisfies (2.22).
Theorem 2.27 with A = 0 concludes that v is a viscosity subsolution to K(x,Dv(x)) = 0.
The viscosity subsolution test implies

—p € D*v(x) = K(x,—p)<O0
= —Av(x)+H(x,p)<0
. Au(x)+H(x,p) <0 — Au(x)+H(x,p) =0.
Conversely, if u € Lip(R") such that for any x € R" and p € D™ u(x) then Au(x)+H(x,p) =0,

then clearly by definition u is viscosity supersolution of (2.21). By Rademacher’s theorem
again, u is differentiable a.e. in R", and thus

Au(x)+H(x,Du(x))=0 fora.e. x € R".

Theorem 2.27 implies automatically that u is a viscosity subsolution of (2.21), and the proof
is complete. ]
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Figure 2.2: p € D*u(0), no need to test. Figure 2.3: p € D7u(1/2), and |p| < 1.

Remark 2.30. We have few further comments for first-order convex Hamilton-Jacobi equa-

tions.

1. There is no need to test for the supergradients D*u(x) for x € R". See Figure 2.2.

2. Criterion (ii) in Theorem 2.29 is quite important and useful. For example, we can use

it to study the eikonal equation in one dimension again as following.

[u’(x)| =1 in (—1,1),
u(l)=u(-1) =0 '

It is clear that the function on the left u(x) = 1—|x| (Figure 2.2) is the unique solution
to the above. Besides, the function on the right (Figure 2.3) is not a solution as it fails
(i) at x =1/2.

. Theorems 2.27 and 2.29 only hold true for first-order equations in general. The similar

results do not hold for second-order case. We will address this in an exercise later. For
now, technically, we can see it as following. Let us consider

H(x,Du(x))—Au(x)=0 in R".
This is an elliptic type problem with max principle. If we let v = —u, then v solves
H(x,—Dv(x))+ Av(x)=0 in R",

which is a wave type problem.

We have the following corollary, which is quite important for us to use later.

Corollary 2.31. Assume A > 0, and H satisfies (2.22). Then, the followings hold.

() If uy, u, are Lipschitz solutions to (2.21), then min{u,, u,} is also a solution to (2.21).

(i) If {u;},¢; is a family of Lipschitz solutions to (2.21), then u = inf,.; u; is also a solution

to (2.21) provided u is finite and continuous.

Note that normally (without convexity of H) we only have min{u;,u,} and inf,., u; are
viscosity supersolutions to (2.21). It is important pointing out that the results of Theorems
2.27 and 2.29, and Corollary 2.31 hold naturally for Cauchy problems as well.
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6.3 Problems
Exercise 29. Prove Corollary 2.31.

Exercise 30. Show that the results of Theorems 2.27 and 2.29 still hold true if we replace the
convexity of H by the level-set quasiconvexity of H. Here, by level-set quasiconvexity of H, we
mean {p € R" : H(x,p) < s} is convex in R" for all x € R" and s € R.

Exercise 31. Consider the following viscous Hamilton-Jacobi equation in one dimensional
space
WP—u"—1=0 in R. (2.24)

Clearly, u;(x) = x and u,(x) = —x are two classical subsolutions of (2.24). They are actually
two classical solutions. Set

ug(x) = min{u; (x), uy(x)} = —|x| for x €R.
Of course ug is a supersolution of (2.24). Show however that u, is not a subsolution of (2.24).

Exercise 32. Formulate corresponding versions of Theorems 2.27 and 2.29, and Corollary
2.31 for Cauchy problems and give the proofs.

6.4 The Hopf-Lax formula revisited

We revisit and give another interpretation of the Hopf-Lax formula in light of the corre-
sponding version of Corollary 2.31 for Cauchy problems. Assume the settings in Theorem
2.23, that is, the Hamiltonian H = H(p) : R" — R is convex and superlinear. Let u be the
viscosity solution to

{ut(x, t)+H(Du) =0 inRR" x (0, 00), (2.25)

u(x,0) =uy(x) on R".

We assume the initial data u, € BUC(R"). Then, for (x,t) € R" x (0, c0), the Hopf-Lax
formula (Theorem 2.23) gives

u(x,t)= },ingn {tL (g) + uo(y)} = min{tL (g) + uo(y)}

YyER

. X
= min {max t (
yeR" | peRn

L p =) + o)}

t
= i — D — — 1 Y.p
min gé%gc{uo(y) +(x—y)-p—tH(p)} min %W (x, t).
Here, for (y,p) € R" x R",
¢7P(x,t) =uo(y)+ (x—y)-p—tH(p) for (x,t) € R" x [0, 00).

Let us now give another way to look at the formula for u(x, t). It is clear that ¢ is a
separable (special) solution to (2.25) with initial data ¢”*(x,0) = uy(y)+(x—y)-p, which
is affine, and ¢>?(y,0) = uy(y). For y € R", set

oY (x,t)= max ¢ P(x,t) for (x,t) € R" x [0, 00).
p n
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Of course, ¢”(x,t) is finite for t > 0 because of the superlinearity of H. In fact, from the
definition, for (x, t) € R" x (0, 00),

x —_—
#(x,0) = ¢L (L) + (),
However, it is not hard to see that ¢”(x, 0) is singular. More precisely,

uy(y) forx=y,

¢7(x.0)= {+oo for x # y.

We see that ¢”(x,0) is a convex, singular function, which is finite only at y with value
uy(y). Let us assume that we still have the Hopf-Lax formula to (2.25) for this kind of
singular initial data. This assumption can be verified rigorously by approximating ¢ (x, 0)
by nice and smooth functions. Then, ¢” is a solution to (2.25) with initial data ¢”(x,0).
One can regard ¢~ as a “fundamental solution" to (2.25).

Therefore, by using the corresponding version of Corollary 2.31 for Cauchy problems,

u(x, t) = inf ¢ (x,t) = min ¢’ (x,t), for (x,t) € R" x [0, 00),
yER? YER?

is automatically a solution to (2.25). Moreover, by using the formula of ¢”(x,0), one au-
tomatically get that u(x, 0) = uy(x).

This interpretation does not give anything new, but indeed shows that the Hopf-Lax for-
mula is rather natural. It is quite intuitive to see that once we have understandings on
“fundamental solutions" to (2.25), we are able to understand all solutions thanks to the
infimum stability result (the corresponding version of Corollary 2.31 for Cauchy problems).
The following is an immediate corollary in this discussion.

Corollary 2.32. Assume the settings in Theorem 2.23. For a given compact set K C R", denote
by

uy(x or x €K,

ulo((x) — 0( ) f

+00  forx ¢K.

Then, the solution to (2.25) with initial data ulg is
uf(x,t) = mi}} o7 (x,t) for (x,t) € R" x [0, 00).
ye

Let us note that the above formula can also be seen directly from the Hopf-Lax formula as
well.

7 Maximal subsolutions and their representation
formulas

7.1 Maximal subsolutions and metric problems

We assume in this section that
H € BUC(R" x B(0,R)) for allR > 0,
p — H(x,p) is convex for all x € R", (2.26)
lim inf H(x,p) = +oo.

|p|— o0 x€RM
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Our main object in this section is the maximal subsolution to the following equation

(2.27)

H(x,Du)=u in R™\ {0},
u(0)=0.

Here, u € R is a given constant. To make sure that (2.27) admits some Lipschitz subsolu-
tions, we define

u, =inf{u € R : there exists a viscosity subsolution u € Lip (R") to (2.27)}.
It is clear that (2.27) should only be considered for u > u,.
Definition 2.33. Fix u > u,. The maximal subsolution is denoted by, for x € R",
m,,(x) = sup{u(x) : u € Lip(R") is a viscosity subsolution to (2.27)}.
Since H is convex in p, in light of Theorem 2.27, the above definition is equivalent to
m,,(x) = sup {u(x) : u € Lip(R") is an a.e. subsolution to (2.27)}.
Here is the first result concerning m,,.

Theorem 2.34. Assume (2.26). For u > u,, m, € Lip(R") and m,, is a viscosity solution to
(2.27).

Proof. Since H is coercive in p uniformly in x, there exists C, > 0 such that, for every
u € Lip (R") being a subsolution to (2.27),

IDul| oo gy < C-
By changing C, to be a bigger constant if necessary, we assume further that
H(x, Cue) >u+1 foralle e R", |e| = 1. (2.28)
By definition of m,,, [[Dm,|| cogn) < C,. In particular, m,(0) =0, and
m,(x) < C,|x| for all x € R".

Note that Culxl is a supersolution to (2.27) thanks to (2.28). By the Perron method (see
Theorem 1.26), we conclude that m,, is a viscosity solution to (2.27). It is also clear that
m,, is the maximal solution to (2.27). O

We have the following remark.

Remark 2.35. It is clear that if u € Lip (R") is a viscosity subsolution to (2.27), then it is
also a global viscosity subsolution to

H(x,Dv)=u in R". (2.29)

On the other hand, for any global subsolution v € Lip (R") to (2.29), v —v(0) is a viscosity
subsolution to (2.27).

Here is an immediate corollary based on observations of the above remark.
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Corollary 2.36. Assume (2.26). For u > u,,

m,,(x) =sup{v(x)—v(0) : v € Lip(R") is a subsolution to (2.29)}.
In particular; m,, is also a global subsolution to (2.29).
Let us give one following explicit example to understand more about m,,.

Example 2.6. Assume that
H(x,p)=|p| forall (x,p) € R" x R™.
Of course, H satisfies (2.26). Since H > 0, u, > 0. We can then see that u, =0asu=0isa

classical solution to (2.27) with u = 0.

For u > 0, it is not hard to see that
m,,(x) = ulx| for all x € R".

In particular, m;(x) = |x|, which is precisely the Euclidean distance from x to 0. It is worth
noting that m, is not a global viscosity solution to

IDuj=1  inR"
as it fails the supersolution test at x = 0.

As pointed out in Corollary 2.36 and Example 2.6, in general, for u > u,, m, is a global
viscosity subsolution but not a viscosity solution to (2.29). We discuss this point further in
the following specific scenario.

Proposition 2.37. Assume that H(x,p) = |p| — V(x) for all (x,p) € R" xR", and V €
BUC(R") with V > 0. Then, for u = 0, m, is a viscosity solution to (2.29) if and only if
v(0)=0.

Proof. We always fix u = 0 in this proof. It is clear that 0 is a global subsolution to (2.29),
and hence, m, > 0 and m,(0) = 0. This also gives us that u, < 0.

We consider first the case that V(0) > 0. It is quite straightforward to show that m, is not
a supersolution to (2.29) at x = 0 in this case. Indeed, ¢ = 0 touches m, from below at
x =0, but

|ID¢(0)|—V(0)=—-V(0) <O.

Thus, m, is not a solution to (2.29).
Next, we study the case that V(0) = 0 and show that m, is a solution to (2.29). Since V €
BUC(R"), there exists a modulus of continuity w : [0, 00) — [0, 00) with lim,_,, w(r) =0
such that, for each r > 0,

[V(x)—V(0)|=|V(x)| < w(r) for all x € B(0, r).
As m, is a solution to (2.27), we use the above to yield that

|IDmy(x)| < w(r) for a.e. x € B(0,r).
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In particular, for each x € B(0,r),

Imo(x)] = [mo(x) —my(0)] = < w(r)lx| < w(r)r.

1
f Dmy(sx)-xds
0

This means that m, is differentiable at 0 and Dm,(0) = 0. Therefore, m, is a solution to
(2.29) at x = 0. This completes our proof. O

In the general setting of H, it is much more complicated to determine whether m,, satisfies
the supersolution test at x = 0 or not.

Let us now discuss the metric problem for each fixed u > u,.
Definition 2.38. Fix u > u,. For x, y € R", denote by
m,(x,y) =sup{v(x)—v(y) : v €Lip(R") is a subsolution to (2.29)}.

In particular, m,(x,0) = m,(x) for x € R". When there is no confusion, we will use m,(x)
(instead of m,(x,0)) for short. In our notations here, we use the second slot in m,,(-,-) as a
fixed vertex, and geometrically, x — m,(x, y) looks like a bending upward cone with vertex
y (see again Example 2.6 above). Sometimes, people would reverse the order of x and y
in the literature.

We record important properties of m,,(-,-) below.

Theorem 2.39. Assume (2.26). For u > u,, the following properties hold.

(i) Foreach y € R", x — m,(x,y) is Lipschitz and is the maximal solution to

H(x,D = in R"
(x,Du(x))=p  inR"\{y}, (2.30)
u(y)=0.
In particular; m,(y,y) = 0.
(ii) For x,y,z € R",
m,(x,y)+m,(y,z) = m,(x,z). (2.31)

Equation (7.24) is sometimes called a metric problem in the literature. Property (ii) in the
above theorem means that m,, is subadditive. We will see in the next sections that m,,(x, y)
represents a certain metric distance between y and x, and (7.25) is nothing but the usual
triangle inequality for this metric.

Proof. First property (i) was already proved in Theorem 2.34.

Let us proceed to prove the second property. Fix y,z € R", and denote by
w(x) =m,(x,z) —m,(y,z) for all x € R".

It is clear that w € Lip (R") is a global subsolution to (2.29) since m,,(y, ) is just a constant.
Atx =y,
W(.y) = mM(J’,Z) - mu(yaz) = 0.
Hence, by the definition of m,,(-, y), for all x € R",
mH(X,J’) = W(X) - W(J’) = W(X) = mM(X,Z) - mu(y)z)'

The proof is complete. ]
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Remark 2.40. We want to highlight here that all results in this section (in particular, The-
orems 2.34, 2.39) still hold true if we replace the convexity of H in condition (2.26) by the
level-set quasiconvexity of H, that is, (2.26) is replaced by

H € BUC(R" x B(0,R)) for allR > 0,
p — H(x,p) is level-set quasiconvex for all x € R", (2.32)
lim inf H(x,p) = +oo.

|p|— o0 xERM

For Proposition 2.37, the conclusion is valid for the following general Hamiltonian
H(x,p)=K(p)—V(x) for all (x,p) € R" x R".

Here, K : R" — R satisfies that K(0) = 0, K is coercive, level-set quasiconvex, and there
exist o, R > 0 such that
K(p) = alp| for all p € B(O,R).

7.2 Representation formulas by using the Lagrangian

We intend to write down the optimal control formulation for m,, defined in the previous
section by using the Lagrangian. For this, we assume a bit more as following.

H € BUC(R" x B(0,R)) for allR > 0,

p— H(x,pgqi?xcon)vex for all x € R", (2.33)
lim (inf P ):+oo
|p|l— oo \ xeRn |p|

Let L be the Lagrangian corresponding to this H. Here is the main result on the formula of
m,, in this section.

Theorem 2.41. Assume (2.33). For u > u, and x € R",

m,,(x)

= inf{f (L(y(s),Y'(s)) + 1) ds : y € AC([0, t],R") for t > 0,7(0) = 0,7(t) = X} :
0
(2.34)

Proof. Denote by w the right hand side of (2.34). Our main goal is to show m,, = w.

STEP 1. Let u € Lip(R") be a viscosity subsolution to (2.27). We first show that u < w.
Since u is only Lipschitz, we need to smooth it up by using a standard mollifier 1. For ¢ > 0,
denote by 1,(x) =& (f) for all x € R". Set

() = (1, xw) (x) = J

Rn

N(x—yu(y)dy = f n.(x—y)u(y)dy forx €R".

B(x,¢)

Then u® € C*°(R"), and u® — u locally uniformly as ¢ — 0. By repeating similar steps as in
the proof of Theorem 2.27, we see that

H(x,Du®) < u+ w(e) inR",
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where w(¢) is a modulus of continuity. By the Legendre transform and the above inequality,

t

f (LCr(s), () + 1) dszf (Z(r(s),Y'()) + H(y(s), Du’ (v(s))) — w(e)) ds
0

0

> J (DUt (y(s)) - ¥/(s) — w(e)) ds
0

=u’(y(t)) —u*(y(0)) — tw(e) = u*(x) —u’(0) — tew(e).
Let ¢ — 0% in the above to imply that

J (LCr(s), v (s)) + ) ds = u(x) —u(0) = u(x),
0

which gives us further that u < w. Taking supremum over u to yield m, < w.

STEP 2. To finish the proof, we just need to show that w is a viscosity subsolution to (2.27)
as this will give use directly that w < m,,. It is straightforward that w(0) = 0. By the formula
of w, for x # 0 and r € (0, |x|),

w(x) =

= inf{f (L(y(s), Y'(s)) + ,u) ds +w(y(0)) : y € AC([0,t],R"),y(0) € dB(x,r),y(t) = x} .
0

This relation is precisely a Dynamic Programming Principle for w. We now use it to prove
the subsolution test. Let ¢ € C°°(R") be a test function such that w — ¢ has a strict global
maximum at x and w(x) = ¢(x). For any y € AC([0, t],R") such that y(0) € dB(x,r),
y(t) = x, one has

t

¢ (x) = w(x) SJ (L(r(s), v'(s)) +p) ds +w(y(0))

0
< f (L) 76D+ 1) ds + $(r(0).
0

For each non-zero vector e € R", denote by
Y.(s)=x—te+se for0<s<t,

for t > O sufficiently small. Then, for this path v,, we see that

P(x) < f (L(x —te+se,e)+u) ds+ ¢p(x —te).
0

Hence,
¢ (x)—p(x —te)

t

t
1
< ?J (L(x —te+se,e)+ u) ds.
0
Let t — 07 in the above to imply that
D¢p(x)-e—L(x,e) < u.
Maximize this inequality over e € R" to get

H(x,D¢(x)) < u,

which confirms that w is a viscosity subsolution to (2.27). The proof is complete. O
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Let us now give an application of Theorems 2.34 and 2.41.

Corollary 2.42. Let V € BUC(RR") be a given function such that V > 0. Then, the maximal
viscosity solution v of the following equation

{|Du| =V(x) inR"\{0},

u(0) =0, (2.35)

has the formula

v(x)= inf{J (l}/(:)'z + V(y(s))) ds : y€ AC([0,t],R") for t > 0,v(0) =0,y(t) = x} .
0

Proof. Although the Hamiltonian in (2.35) does not have superlinear growth in p, we can
rewrite (2.35) in an equivalent form to fix this issue. Indeed, (2.35) is equivalent to

|Dul*=V(x)* inR"\{0},
u(0)=0.

The Hamiltonian of this PDE is H(x, p) = |p|*> — V(x)?, which satisfies (2.33), and its corre-

sponding Lagrangian is L(x,v) = % + V(x)?. We hence are able to apply Theorems 2.34
and 2.41 with y = 0 to conclude. ]

Let us note that another representation formula of v will be given below in Remark 2.44.

7.3 Representation formulas for first-order front propagation
problems

Our equation of interest here is

a(x)|Dul=1 inR"\ {0}, (2.36)
u(0)=0.
Here, a : R" — R satisfies
€ BUC(R"),
¢ (RY) (2.37)
there exist a, 8 > 0 such that a < a(x) < f for all x € R".

Note that (2.36) can be also written in the form of (2.35) with V(x) = a(x)™!. Our goal is
to write down an analog of Theorem 2.41 in the sense of front propagation problems.

It is clear in this case that the Hamiltonian H(x, p) = a(x)|p| for (x,p) € R" x R" is convex
and uniformly coercive, but is not superlinear in p. Of course, (2.33) does not hold here.
Recall that the Lagrangian L(x,v) is computed as following

L(x,v)=sup(p-v—H(x,p)) =sup(p-v—alx)lpl)

peRn peRn

_ {0 if |[v| < a(x),

+oo if |v| > a(x).

82



Although L is singular in the above, it is still convex in v. Then, in this particular setting,
formula (2.34) for u = 1 becomes

my(x) = inf{J (L(y(s), Y'(s)) + 1) ds : y€ AC([0,t],R") for t > 0,y(0)=0,y(t) = x}
0
= inf{t : 3y € AC([0, t],R™) s.t. ¥(0) =0,v(t) = x, |y (s)| < a(y(s)) a.e.} .

Through the formula, we see that m;(x) is the minimal time to reach x from 0 under the
velocity constraint of the paths, which cannot exceed a at any given point. In the literature,
m; is sometimes called the minimal time function in this setting. Let us now state the precise
result concerning maximal solution to (2.36).

Theorem 2.43. Assume (2.37). Then the maximal solution m; to (2.36) has the following
representation formula, for x € R",

m,(x) = inf{t : Ay € AC([0,t],RM) s.t. y(0)=0,y(t) =x, |y (s)| < a(y(s)) a.e.} .
The proof of this theorem is similar to that of Theorem 2.41, so it is left as an exercise here.

Remark 2.44. Let us notice that, by a simple change of variable, we have another formula
for m; in Theorem 2.43 as following

m;(x) =inf f L ds : £E€AC([0,T],R"),E(0)=0,&E(T)=x,|E'(s)| <1ae.p.
o al&(s))

Basically, the only difference of this formula with the above in Theorem 2.43 is that we
change the constraint on the admissible paths & such that they have at most unit velocity.

7.4 Generalizations

The maximal subsolution problem (2.27) can be generalized to various different situations.
For example, it is reasonable sometimes to consider the problem in only a given bounded
smooth domain U C R". Another possibility is to consider the problem under a constraint
on a given closed set K C R" as following

{ H(x,Du)=u inR"\K, (2.38)

u<o onkK.

Here, u € R is a given constant. When K = {0}, (2.38) reduces to (2.27). We give some
discussions on (2.38) here in this section. Let us assume (2.26). It turns out that all of the
main results (Theorems 2.34, 2.41, and 2.43) still hold for this generalization when being
adjusted appropriately.

Firstly, denote by
u.(K) =inf{u € R : there exists a viscosity subsolution u € Lip (R") to (2.38)}.

It is worth noting that u,(K) and u, defined earlier might not be the same. If one assumes
further that K is compact, then u,(K) < u,.
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Definition 2.45. Fix u > u,(K). The maximal subsolution of (2.38) is denoted by, for x € R",
m,(x,K) = sup {u(x) : ue C(R") N C*'(R"\ K) is a viscosity subsolution to (2.38)} .
Again, the above definition is equivalent to
m,,(x,K) = sup {u(x) : u€ C(R) N C>'(R" \ K) is an a.e. subsolution to (2.38)}.

Here is the first main result concerning m,,(, K).

Theorem 2.46. Assume (2.26). For u > u,(K), m,(-,K) € C*'(R"\K) and m,(-,K) is a
viscosity solution to (2.38).

The proof of this theorem follows exactly that of Theorem 2.34, and hence, is omitted. We
next give representation formulas to m,(-,K) in two different situations. The first one is
when H is superlinear in p.

Theorem 2.47. Assume (2.33). For u > u,(K) and x € R"\ K,
m,(x,K)

= inf{J (L(y(s),y’(s)) +,u) ds : y€ AC([0,t],R") for t > 0,y(0) €K, y(t) = x} .
0

The second one corresponds to the usual first-order front propagation problem.

Theorem 2.48. Assume that H(x,p) = a(x)|p| for all (x,p) € R"xR", and a satisfies (2.37).
Then the maximal solution m,(+,K) to (2.38) with u = 1 has the following representation
formula, for x € R" \ K,

m,(x,K) = inf{t : Ay € AC([0,t],R") s.t. y(0) €K,y(t)=x,|Y'(s)] < aly(s)) a.e.} .
Basically, m,(x, K) represents the minimal time to reach x from the given set K.

The proofs of Theorems 2.47 and 2.48 are also skipped here.

7.5 Problems

Exercise 33. Give a detailed proof of Theorem 2.43.

Exercise 34. Prove Remark 2.44.

8 References

1. The optimal control theory part can be found in many references. For example, the
readers can consult the books of Bardi, Capuzzo-Dolcetta [ 13], Barles [16], or Chapter
10 of Evans [49], or the book of Lions [101]. Lions [101] observed the connection
between the definition of viscosity solutions and the optimality conditions of optimal
control theory.
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2. The Hopf-Lax and Lax-Oleinik formulas are discussed in deep in Chapter 3 of Evans
[49]. We do not give much discussion on the Lax-Oleinik formula here as it is not in
the focus of the book.

3. Theorems 2.27 and 2.29 are due to Barron, Jensen [18].

4. Maximal subsolutions and their optimal control formulas were first discussed in the
book of Lions mainly for bounded domains (see [101, Chapter 5]). We only cover the
case of R" here for simplicity.
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CHAPTER 3

First-order Hamilton—Jacobi
equations with possibly nonconvex
Hamiltonians

Let H = H(x,p) : R" x R" — R be a given Hamiltonian. In this chapter, we consider a
general setting where p — H(x, p) might not be convex for given x € R", and hence, the
theory developed in Chapter 2 is not applicable.

1 Introduction to two-player zero-sum differential games

1.1 Settings

We consider a zero-sum differential game played by two players I and II, who are both
rational. In the game, player I aims at maximizing while player II aims at minimizing a
certain payoff functional by controlling the dynamics of a particle in R", which represents
the location of the pair in the game.

Fix T > 0. Let A, B be two compact metric spaces. For t € [0, T), let

A,={a:[t,T] > A: ais measurable},
B,={b:[t,T]— B : b is measurable},
be the set of possible controls in time [t, T] of players I and II, respectively. We henceforth

identify any two controls which agree a.e.
Assume that the dynamics is given by an ordinary differential equation

{y;(s) = f(y.(s),as),b(s)) forse(t,T),

y.()=x ER", (3.1)

for given controls a(-) € A, of player I, and b(:) € B, of player II. Here, f : R" xAx B — R"
is a given vector field satisfying: there exists C > 0 such that

f € C(R" x A x B),
|f(x,a,b)| < C for all x e R",a €A, b € B,
|f (x1,a,b)— f(xy,a,b)| < Clx;—x,| forall x;,x, € R",a€A,beB.
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Under the conditions on f, (3.1) has a unique solution. At any given time s € (t, T), y,(s)
represents the location of the pair in the game. Associated with this (3.1) is the payoff

functional .

Cyc(a(),b(1)) = J h(y,(s),als), b(s))ds + g(y.(T)),

t

where h : R" x Ax B— R and g : R" — R are given functions satisfying: there exists C > 0
so that

he C(R" xAx B),
|h(x,a,b)| < C forall x e R",a €A,b € B,
|h(xy,a,b) —h(x,,a,b)| < C|x;—x,| forall x;,x,€eR",a€A,beB;

and
{|8(X)| <C for all x € R",

|g(x1) —g(x2)l < Clx; —x,|  forall x;,x, €R™

The interpretation is that h is the running payoff and g is the terminal payoff. Of course,
the goal of player I is to maximize the payoff functional C, ,(a(-), b(-)). On the other hand,
player II wants to minimize it (or to maximize —C, (a(-), b(-))).

The set of strategies for player I beginning at time ¢ is
%, ={a: B, — A, non-anticipating},
where non-anticipating means that, for all b,(-), b,(-) € B, and s € [t, T ],
by()=by(Jon[t,s) = a[b](-)=alb,](-)on[t,s).
Similarly, the set of strategies for player II beginning at time t is

I, ={pB : A, —» B, non-anticipating} .

We call
V(x,t)=inf sup C,,(a(-),Bla]()),
PET: a()eA,
U(XJ t) = sup lnfB Cx,t(a[b](')a b()):
aex, bt €5,

the lower value and the upper values of the game, respectively.

1.2 Viscosity solutions to terminal value problems

In the previous chapters, we have already defined and worked with viscosity solutions to
initial value problems. In our current setting, it is more natural to work with the following
terminal value problem

(3.2)

u, +H(x,Du) =0 in R" x (0, T),
u(x, T) = g(x) on R".

Here, H € C(R" x R",R), and g € BUC(R") N Lip (R") are given.
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Definition 3.1 (viscosity solutions of (3.2)). A function u € BUC(R" x [0, T]) is called

(a) a viscosity subsolution of (3.2) if for any ¢ € CY(R" x (0, T)) such that u(x,,t,) =
@ (xy, ty), and u— ¢ has a strict max at (x,, t,) € R" x (0, T), then

@ (xg, to) + H(Du(xy, t)) = 0,
andu(-,T)< g;

(b) a viscosity supersolution of (3.2) if for any vy € C}(R" x (0, T)) such that u(x,, ty) =
Y (xy, to), and u—1p has a strict min at (x,, t,) € R" x (0, T), then

P (xo, to) + H(Du(xy, to)) <0,
andu(-,T) > g;

(c) a viscosity solution of (3.2) if it is both a viscosity subsolution and a viscosity supersolu-
tion.

Remark 3.2. It is worth noting that for terminal value problems, the inequalities in (a) and
(b) in the above definition for test functions are the reversed versions of those for initial
value problems.

1.3 Upper and lower Hamiltonians of the game

For (x,p) € R" x R", denote by
H™(x,p) = maxmin{f(x,a,b)-p+h(x,a,b)},
a€A beB
H*(x,p) =minmax{f(x,a,b)-p+h(x,a,b)}.
beB a€A
We say that H~ and H" are the lower and upper Hamiltonians of the game, respectively.

Lemma 3.3. Let H-,H" be the functions defined above. Then,

(i) There exists C > 0 such that, for all x,y,p,q € R",

{|H*(x,p)—Hi(x,q)| <Clp—ql,
|H*(x,p) —H*(y,p)| <CQ+I[pDlx—yl.

(ii) We always have that H- < H™.

Proof. The proof of (i) is straightforward thanks to the properties of f,h, and hence is omit-
ted. Let us give a proof of (ii). Since

f(x,a,b)- p+h(x,a,b) < max{f (x,a,b)- p+h(x,a,b)},
we can take minimum over b € B to yield that, for each a € A,
min{f(x,a,b) - p+h(x,a,b)} < minmax{f(x,a,b)-p+h(x,a,b)} =H"(x,p).
beB beB a€A
Finally, take maximum over a € A in the above to conclude. ]

89



We now state the main results for two-player zero-sum differential games.

Theorem 3.4. Let V,U,H ,H™" be the functions defined above. Then,

(i) V is the viscosity solution to the lower Isaacs equation

V,+H (x,DV) =0 in R" x (0, T),
V(x,T) = g(x) on R".

(ii) U is the viscosity solution to the upper Isaacs equation

U, +H"(x,DU) =0 inR" x (0,T),
U(x,T) = g(x) on R".

(3.3)

(3.4)

The proof of this theorem will be given in the next sections. Since H- < H*, we get V < U

by using the comparison principle.

Definition 3.5. We say that the two-player zero-sum differential game has a value if H- = H™,

that is,

maxmin{f(x,a,b)-p+h(x,a,b)} = r}gli{;lmean {f(x,a,b)-p+h(x,a,b)}.
S a

a€A beB

We say that (3.5) is a minimax condition.

We have immediately the following corollary.

Corollary 3.6. Assume that (3.5) holds. Denote by
H(x,p)=H (x,p)=H"(x,p) for all (x,p) € R" x R".
Then, U =V solves

u,+H(x,Du) =0 inR"x (0,T),
u(x,T) = g(x) on R".

Example 3.1. Let n = 2, and for p = (p,,p,) € R, consider

H(p) = H(p1,p2) = Ip1| — Ip2l-
Set A=B =[—1,1] CR. It is clear that

H(p) = |p:| — |p,| = max(ap,) + min (bp,)
la|<1 \blSl

=maxmin(a,b) -p =minmax(a,b)-p.
aeAbeB(’)p beBaeA(’)p

(3.5)

Thus, in this specific situation, f (x,a, b) = (a, b), and h = 0, and the minimax condition (3.5)

holds true.
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1.4 Properties of the upper and lower values

We have the following Dynamic Programming Principles (DPP) for lower and upper values
V,U.

Theorem 3.7 (DPP for V and U). Let V,U be the functions defined above. Then, for each
0<t<t+0<T,and x €R",

V(x,t) = inf sup {f h(y.(s),a(s),Blal(s))ds+V(y, (t+0),t+ 0)} ,

BEL a()en,

U(x,t)=sup inf {J h(yx(s),a[b](s),b(s))ds+U(yx(t+0),t+cr)}.

aex, b()EB,

Proof. We only give the proof of the DPP for V, as the proof of the DPP for U is similar. Let

W(x,t)= ﬁinf sup {J h(y,(s),a(s),Blal(s))ds+V(y,(t+0),t+ 0)} .
€L a(lea, \J;
Fix € > 0. There exists 6 € I}, such that
W(x,t) > sup {f h(y,(s),a(s),6[al(s))ds +V(y, (t+0),t+ 0)} —¢.

a()eA,

Besides, for each z € R",

V(z,t+0)= inf sup C, . (a("),Blal()).

BEltro a(EA o

Thus, there exists 6, € I, so that

V(z,t+0)= sup C,.y,(a("),6,[al(-))—e.
a()EA 4o

We define f3 €T, as following. For each a(-) € A,, set

o6[al(s) fort<s<t+o,
0y roylal(s) fort+o<s<T.

Blal(s) = {

Then, for any a(:) € A,,

T
W(x,t)> f h(y.(s), a(s), Blal(s))ds + g(y,(T)) —2e.

Hence,
W(x,t)=>V(x,t)—2¢. (3.6)

Let us now proceed to obtain a reversed inequality. There exists 3 € I, such that

T
V(x,t)> sup {f h(yx(S),a(S),/D’[a](S))ds+g(yx(T))}—8-

a()eA,
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Surely, for this fixed f3,
W(x,t) < sup {J h(y.(s),a(s),Blal(s))ds+V(y, (t+0),t+ 0)} .
a(-)eA, ¢

Consequently, there exists a;(-) € A, such that

W(x,t) < J h(y,(s),a;(s), Bla;1(s))ds +V(y, (t+0),t+0)+e.

Now, for each a(-) € A,,,, denote d(-) € A, by

i(s) a,(s) fort<s<t+o,
als) =
a(s) fort+o0<s<T.

Then, define § €T, as
plalis) =plalls) fort+o <s<T.

By definition of V, for z = y,(t + o),

V(y(t+o),t+0)=V(zt+o)< sup {J h(yz(S),a(S),ﬁ[a](S))ds+g(yz(T))},

a()eA 1o +o

and so there exists a,(-) € A,,,, for which

T

V. (t+o)t+o)< J h(y.(5), ay(s), Blay1(s)) ds + g(y.(T)) + &.

t+o
Define a(-) € A, as

a,(s) fort<s<t+o,
a(s) =
a,(s) fort+o0<s<T.

Then, y, (s)=y,(s)fort +oc <s < T, and

W(x,t) < f h(y.(s),a(s), Blal(s))ds + g(y.(T)) + 2e.

Therefore,
W(x,t) <V(x,t)+ 3e. 3.7)

Let ¢ — 0 and combine (3.6)—(3.7) to conclude. O

Next, we show that V, U are bounded and Lipschitz continuous on R" x [0, T ].

Proposition 3.8. Let V,U be the functions defined above. Then, there exists a constant C =
C(T) > 0 such that

IV eoraxo.r) + Vel poownxpo,rpy + IV I eoaxpo.ry < C,

and
WUl oo (mrxgo.r7) + Ul Lo (ruxpo,r7) + IPU || oo (raxo,rpy < C-
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Proof. We will only obtain the bounds for V. Since h and g are both bounded, it is clear
that

Ce(a(-), (NI < C(T—1t)+C < C(T +1),
which implies right away that ||V || co(gnxpo,r7) < C(T + 1). Let us now show that
IDV | oo mnx[o,r7) < C-

Fix x;,x, € R" and t € [0, T). For each ¢ > 0, there exists 6 € I, such that

V(xy,t)> sup U h(yxl(S),a(S)ﬁ[a](S))ds+g(yx1(T))}—8-

a()eA,

For each a(-) € A,, recall that y, solves

{y;l(s) = £ (yx,(s),a(5),6[al(s)) fors e (t,T),
yxl(t) = xl'

Let y,, be the solution to

{y;z(s) = £ (¥x,(s),a(5),6[al(s)) fors e (t,T),
.yxz(t) = Xy.

By Gronwall’s inequality, we have that
1¥x,(8) = ¥y, ()| < Clxy — xq] foralls e [t,T].

Therefore,

V(x,,t)> sup {J h(yxl(S),a(S)ﬁ[a](S))ds+g(yx1(T))}—8

a(-)eA,

T
> (S;lqu {J h(yxz(S),a(S)ﬁ[a](S))ds+g(yx2(T))—C|Xz—X1|}—8
> V(x,,t)—Clx, — x;| — €.

Let € — 0 to yield
V(xp,t) =V (xy, £) < Clxy —xq].

By a symmetric argument, we deduce
[V (x5, t) = V(xy, )] < Clxg —x4].

Thus, [[DV|| eo(gaxo,r) < C. We skip the proof that ||V, || co(gaxo,r) < C, and leave it as an
exercise. O
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1.5 Proof of Theorem 3.4

Proof of Theorem 3.4. Let us provide the proof of the assertion for U only.

We first show that U is a viscosity subsolution to (3.4). Take ¢ € C!(R" x (0,T)) be a
test function such that U(x,, ty) = ¢(xo, ty), and U — ¢ has a strict maximum at (x,, t,) €
R" x (0, T). We need to show that

¢ (X0, to) + H'(x0, DP(xo, t)) = 0.
Assume otherwise that there exists 8 > 0 such that
¢ (x0, to) + H (x0, D (x4, ty)) < —6 < 0. (3.8)
By the definition of H* that

+ i .
H (x,p)—rlglelgrggAx{f(x,a,b) p+h(x,a,b)},

we can find b(-) € B, and o > 0 sufficiently small such that, foralla € %, ,

J [h(yxo(S), alb](s), b(s)) + f (¥, (s), alb1(s), b(s)) - Dp(y,(s),s)

0o

+ (e, (5),) ] ds < =~

Note that y)’(o(s) = f(¥y,(s), a[b](s), b(s)), and so
J S (Yo (8), alb](s), b(s)) - DP (¥, (5),8) + P (¥, (s),s)ds

= f Yy, () Dy, (8),8) + D (¥, (5),8) ds

= ¢(}’x0(to +0),tg+0)—p(xp, to) = U(}’xo(to +0),ty+0)—Ul(xo, to).

We combine this with the above inequality to yield

asy,

U, t) =2 > sup {f (s, (52, alb1(s), b)) ds + Uy, (t0 + o), o+ o)} :

0

which contradicts with the DPP for U that

U(xy,ty) = sup inf {J O h(y.,(s), a[b](s), b(s))ds + U(y,,(to+ o), to + o)} .

aex, bLEB,,

Hence, U is a viscosity subsolution to (3.4).

Next, we show that U is a viscosity supersolution to (3.4). Take ¢ € C}(R" x (0,T)) be a
test function such that U(x,, t,) = ¢(x,, ty), and U — ¢ has a strict minimum at (x,, t,) €
R" x (0, T). We need to show that

¢ (xo, to) + H*(xo, Dy, o)) < O.
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Assume otherwise that there exists 6 > 0 such that
¢.(xo, to) + H (x9, DP(x0, t5)) > 6 > 0. (3.9

By the definition of H", we can find a € X, and o > 0 sufficiently small such that, for all
b(:)eB

ty>

f h(y,(5), alb](s), b(s))+S (¥, (5), alb1(s), b($))-Dp (¥, (5), )+ (¥, (5),8) ds = 970-

Note again that y;o(s) = f(¥y,(s), a[b](s), b(s)), and so
J S (Yo (8), alb](s), b(s)) - DP (¥, (5),8) + (¥, (s), ) ds

= J Yy, () DP (¥, (8),8) + D, (¥, (5),8) ds

= ¢(}’x0(to +0),tg+0)—P(xp, to) < U(}’xo(to +0),ty+0)—Ul(xo, to).

We combine this with the above inequality to yield

U(xo to) + 970 < inf {J 0 h(y,(s), alb](s), b(s))ds + U(y,,(to +0), to + 0)} ;

b(‘)eBco

which contradicts with the DPP for U. The proof is complete. O

1.6 Problems

Exercise 35. Give an example to show that the minimax condition (3.5) does not hold in
general.

Exercise 36. Give the proof of the bound ||V, || cognx[o,r) < C in Proposition 3.8.

2 Representation formulas of solutions of
Hamilton-Jacobi equations

We use the results for upper and lower values of two-player zero-sum differential games
developed in the previous section to give representation formulas of solutions to Hamilton—
Jacobi equations.

2.1 Terminal value problems

We focus on the following problem

+H(x,Du) =0 in R" x (0, T),
{ut (x, Du) in 0, T) (3.10)

u(x, T) = g(x) on R".
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We put the following assumptions on H and g. Assume that there exists C > 0 such that,
for all x,y,p,q € R",

|H(x,0)| < C,

|[H(x,p)—H(y,q)| < C(lx—y|+Ip—ql), (3.11)
lim, _, o0 infy e H(X, p) = +00;

and
||g||L°°(Rﬂ) + ”Dg”LOO(]R”) <C. (3.12)

By the results in Chapter 1 (e.g., Theorem 1.34), under assumptions (3.11)-(3.12), (3.10)
has a unique viscosity solution u € Lip (R" x [0, T]). Our goal is to find a representation
formula for u. To do so, we aim at writing H as the max-min of appropriate affine functions
first.

Lemma 3.9. Assume (3.11). FixR> 0. Let A= B(O,R), and B = B(0,1). Then, for x € R",
and p € B(0,R),
H(x,p)=maxmin(H(x,a)+C(p—a)-b).
ac€A beB
Proof. Thanks to the Lipschitz assumption (3.11) on H, for x € R", and p € B(0,R),
H(x, p) = max(H(x,a)— Clp—al).
As —|p —a| = minyz(p — a) - b, we conclude that
H(x,p)=maxmin(H(x,a)+ C(p—a)-b).
ac€A beB
]

We are now ready to state our result on a representation formula for u, solution to (3.10).

Theorem 3.10. Assume (3.11)-(3.12). Let u be_the unique viscosi_ty solution to (3.10). Pick
R > 0 such that ||Dul|jco(gnxo.r7) < R. Let A= B(0,R), and B = B(0,1). Then, for (x,t) €
R" x (0, T),

u(x, t)—érelf (S;JI; U (H(y,(s),a(s))—Ca(s)- Bla ](S))d5+g(yx(T)))

Here, y, solves

{y;(s) =Cp[al(s) fort<s<T,
¥y (t) = x.

Proof. By Lemma 3.9, for x € R", and p € B(0,R),
H(x,p) =rggAXIg1€1;1(H(x,a)+C(p—a)-b)
=I£1§1AXIg1€1]§l(Cb -p+H(x,a)—Ca-Db).

Thus, in terms of two-player zero-sum games, we have f(x,a,b) = Cb, and h(x,a, b)
H(x,a)—Ca-b. We then employ part (i) of Theorem 3.4 to conclude.

O
Remark 3.11. It is worth noting that in the specific situation of the above proof, a(:) € A,
means exactly that a(-) € L°°([t, T],R") with ||a||;~ <R.
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2.2 Initial value problems
We focus on the following initial value problem

(3.13)

u,+H(x,Du) =0 in R" x (0, T),
u(x,0) = uy(x) on R".

Like the previous section, we put the following assumptions on H and u,. Assume that there
exists C > 0 such that, for all x, y,p,q € R",

|H(x,0)| < C,
|H(x,p) —H(y, @)l < C(Ix—y|+Ip—ql), (3.14)
lim,,_, o inf,ega H(x, p) = +00;

and
||u0||L°°(R”) + ||Du0||L°°(R”) <C. (3.15)

Under assumptions (3.14)-(3.15), (3.13) has a unique viscosity solution u € Lip(R" x
[0, T]). We now give a representation formula for u.

Theorem 3.12. Assume (3.14)—(3.15). Let u be_ the unique viscosi_ty solution to (3.13). Pick
R > 0 such that ||Dul|jeo(gnxo.r7) < R. Let A= B(0,R), and B = B(0,1). Then, for (x,t) €
R" x (0, T),

u(x,t) = inf  sup (f (—H(yx(S),a(S))—Ca(S)-ﬁ[a](S))deruo(yx(T)))-

e O

Here, y, solves

¥ (T —1t)=x.

Again, a(-) € A;_, means exactly that a(-) € L*°([T —t, T],R") with ||a||;~ <R.

{y;(s) =Cplal(s) forT—t<s<T,

Proof. Denote by v(x,t) = u(x,T —t) for all (x,t) € R" x [0, T]. Let K(x,p) = —H(x,p)
for (x,p) € R" x R". Then v solves

v, +K(x,Dv) =0 inR" x (0,T),
v(x,T) = uy(x) on R".

By Lemma 3.9, for x € R", and p € B(0,R),

K(x,p)=—H(x,p) = mgAxrglilgl(—H(x,a) +C(p—a)-b)
= I}‘IISAXI;lellgl(Cb -p—H(x,a)—Ca-b).

Thus, in terms of two-player zero-sum games, we have f(x,a,b) = Cb, and h(x,a,b) =
—H(x,a)— Ca - b. We then employ part (i) of Theorem 3.4 to conclude.
]
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3 The Hopf formula

We aim at deriving a formula of the solution to

{ut +H(Du) =0 in R" x (0, T), (3.16)

u(x,0) =uy(x) on R".

Here, H = H(p) depends only on p. Assume that there exists C > 0 such that, for all
x,y,p,q €R",
|H(p)—H(q)| < Clp—ql, (3.17)

and
||u0||L°°(R”) + ”DuO”LOO(R”) <C. (3.18)

Under assumptions (3.17)-(3.18), (3.16) has a unique viscosity solution u € Lip(R" x
[0,T]). Theorem 3.12 already gives a representation formula for u. It turns out that, if
one has further that u, is convex, then u has a simpler representation formula, the Hopf
formula.

Theorem 3.13 (The Hopf formula). Assume (3.17)-(3.18). Assume further that u, is convex.
Let u be the unique viscosity solution to (3.16). Then, for (x,T) € R" x (0, 00),

u(x,T) = sup (x -z —uy(z)— TH(Z))

z€RN

= sup inf (uo(y)+(x—y)-z—TH(z)).

z€RN

Here, uy is the Legendre transform of uy.

Proof. Fix (x,T) € R" x (0,00). Let Z = {z € R" : uy(2) < +00}. Of course, Z # @) and

sup (x ‘z—uy(z)— TH(Z)) =sup (x z—uy(z)— TH(Z)) .

z€R™

For z € Z, denote by
¢.(x,t)=x-z—ul(z)—tH(z)  forall (x,t) €R" x (0, 00).
Clearly, ¢, is a classical solution to (3.16), and in light of the Legendre transform,
¢.(x,0) = x -z —uy(2z) < up(x).
Hence, ¢, < u, and in particular,

sup (x -z —uy(z)— TH(z)) =sup¢,(x,T) <u(x,T).

z€Z z€Z

We now prove the reverse inequality. Pick R > 0 such that ||Du|| co(gax(o,r) < R. Let A=
B(0,R), and B = B(0, 1). By Theorem 3.12,

T
u(x,T)= inf sup (f (—H(a(S))—Ca(S)'ﬁ[a](S))dS-Fuo(yx(T)))-
0

BElo a()ea,
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Here, y, solves
y.(s)=Cplal(s) for0O<s<T,
¥,(0) =x.

As u, is convex, we use Jensen’s inequality to yield
0

uo(y,.(T)) =u, (x + f y;(s)ds) =u, (x + lJ Ty;(s)ds) < lf uo(x + Tyl (s))ds.
0 T 0 T 0

Let B* € T, be such that f*[a](s) = ¢(a(s)) for a measurable function ¢ : A — B to be
chosen. Then,

u(x,T) < sup (J [—H(a(s))—a(s) - Cy(a(s))] ds+u0(yx(T)))
0

a()eAo

< sup (% J [—TH(a(s))—a(s) - TCy(a(s))+uy(x + TCp(a(s)))] ds) .
0

a(-)eA,
Pick ¢ : A — B measurable such that, for a € A,
x +TCy(a) € D uy(a) = dug(a).
This function is well-defined by changing C to be a larger constant if needed. Then,
—a(s) - TCy(a(s)) +uy(x + TCy(a(s))) = als) - x —uy(a(s)).

We combine this with the above inequality to deduce that

a(-)eAq

u(x,T) < sup (% J [—TH(a(s))—a(s) - TCy(a(s)) +uy(x + TCy(a(s)))] ds)

= sup (% J [—TH(a(s)) +a(s) - x— ué(a(s))] ds)

a(-)eAq
= sup (—TH(z) +2-x— ug(z)) < sup (—TH(z) +2-x— ug(z)) .
lz]<C z€RN

]

Remark 3.14. Thus far, we have obtained some representation formulas for the viscosity
solution to (3.16) under assumptions (3.17)-(3.18). On the one hand, we always have a
two-player zero-sum differential game representation formula as stated in Theorem 3.12,
which is quite complicated and not easy to be analyzed. On the other hand, if we put an
additional convexity assumption on either H or u,, then we have furthermore the Hopf-Lax
formula or the Hopf formula, respectively.

We recall here the Hopf-Lax formula and the Hopf formula for comparison. If H is convex,
then the Hopf-Lax formula (Theorem 2.23) reads, for (x,t) € R" x (0, 00),

u(x, t):yiggn{tL (¥)+uo(y)} :yigﬂgn{sup t(x;y .Z_H(z))+u0(y)}

Z€ERN

= inf sup {uy(y) +(x—y)-z—tH(2)} = inf sup ¢”"*(x, t).
YER" yeRn YER" zcRrn
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Here, for (y,z) € R" x R",

¢ (x,t) = up(y) + (x —y) -z — tH(2),
which is an affine solution to (3.16). If u, is convex, then the Lax formula (Theorem 3.13)

gives

u(x,t) =sup (x 2 —uy(z)— tH(z))

z€Rn

= sup ian (up(y)+(x—y)-2—tH(2)) = sup ian ¢ *(x, t).
YERn yERN

z€RN Z€RN

Basically, we can see that the Hopf-Lax formula is only different from the Lax formula in the
order of taking supremum and infimum. Both of the formulas are two-parameter envelopes
constructed from {¢”*}, ,cgn-

4 Finite difference approximations

We consider the following first-order equation
F(x,u(x),Du(x))=0 in U. (3.19)

Here, U C R" is a given open set, F : U x R x R" — R is a given continuous function, and
u : U — R is the unknown. Our aim is to provide a certain finite difference approximation
to approximate u, a solution to (3.19), based on stability results of viscosity solutions.

4.1 Monotone and consistent schemes

Our generalized approximation schemes consist of a sequence of pairs (X, M, ),y such that
X, C R" is locally finite, and M, : R*x — R. Here, R*x is the set of real-valued functions on
X,. In this general setting, we do not yet assume that X, is of grid form in R". We require
the following assumptions.

e Density condition: There exists a sequence {6, } — 0 such that, for k € N,

sup dist (x,X; NU) < ;. (3.20)

xeU

e Locality condition: There exists a sequence {¢;} — 0 such that, for k € N,

(3.21)

foru,v e R*, and x € X, NU,
if u =v on X, N B(x, &), then Mu(x) = Mv(x).

e Monotonicity condition:

foru,v e R¥, and x € X, NU,
(3.22)

if u touches v from above at x, then M, u(x) < M, v(x).

e Consistency condition: For any real sequence {s,} — 0,

{for ¢ € CY(U) and x € U, if x, € X, for k €N, and lim,_, o, x; = X, (3.23)

then limy_, oo My (¢ +5,)(x;) = F(x, ¢(x), Dp(x)).
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The density condition (3.20) can be stated in an equivalent way as following. There exist a
sequence {6, } — 0 and a sequence of maps {m,} such that, fork €N, 7, : U — X, N U, and

sup | (x) — x| < 6. (3.24)

xeU

Theorem 3.15. Assume (3.20)-(3.23). Let {7, } be a sequence of maps as in (3.24). For each
k € N, let u, € R* be a solution to Myu, = 0 in X, N U. Assume that u, o 7, — u locally
uniformly in U for some u € C(U). Then, u is a viscosity solution to (3.19).

Proof. We only show that u is a viscosity subsolution to (3.19).

Pick ¢ € C'(U) such that u — ¢ has a strict maximum at y € U and u(y) = ¢(y). As
U o mp — u locally uniformly in U, for k € N sufficiently large, we imply that u, — ¢
has a local maximum over X, NU at x;, € X; NU, and lim;_,, x; = y. For k € N, let
S = U (o) — d (). Clearly, lim;_, . s, = 0. Then, ¢ +s, touches u; from above at x; € X,
which yields

M (¢ +s:)(x;) < Miuy(x,) = 0.

Let k — oo to get further that
Fy,u(y),D¢(y))=F(y, ¢(¥), Dp(y)) = lim M (¢ +s5,)(x) < 0.

The proof is complete. ]

4.2 Examples

In all the following examples, X, are always chosen to be of grid form for all k € N. We first
consider a simple transport equation.

Example 3.2 (Transport equation in one dimension).

{ut+cux =0 in R x (0,00), (3.25)

u(x,0)  =uy(x) on R.
Here, ¢ > 0 is a positive constant, and u, € BUC(R) N C!(R) is a given function. It is

straightforward that the unique classical solution to (3.25) is u(x,t) = uy(x —ct) for all
(x,t) €R x [0,00). Let us consider a finite difference scheme for (3.25) despite this fact.

For each k € N, fix mesh sizes Ax, At > 0. Denote by
X, ={(jAx,nAt) : j€Z,n > 0}.

It is clear that (3.20) holds provided that the mesh sizes tend to 0 as k — o0. For U € R*x, we
write U} = U(jAx,nAt). To approximate u,, we take

yrtt —pr
] J
At

Y

u, ~

For u,, we pick
ur—u?
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Our scheme is »
n n n n
urtt—ur o Ur—-un,

+c =0.
At AXx
By our choices, (3.21) and (3.23) hold. The above can be rewritten as
At At
n+l __ _ n n
U]. = (1 ch) U]. +ch U]._l. (3.26)
In order to have (3.22), the monotonicity condition, we need to require that
At AX
c— <1 S — >, (3.27)
AXx At

which gives further that UJU“ is a convex combination of UJ’7 and UJ’7_1. The scheme (3.26) is

called an upwind scheme in the literature. If (3.27) does not hold, then 1 —c% < 0in (3.26),
and the numerically computed solution might blow up.

It is worth noting furthermore that our scheme can be rewritten in another way as

UMt —Ur UL, =UR, cax Uy =207 +U7,

te j+1 j—1
At 2Ax 2 (Ax)2 ’
which looks pretty much like a discretization of
U, +cu, = CATxuxx.

The term on the right hand side is called a numerical viscosity. It is clear that ¢ > 0 is really
needed in this scheme.

Next, we study a first-order Hamilton—Jacobi equation in one dimension.

Example 3.3 (First-order Hamilton-Jacobi equation in one dimension).

{ut+H(ux) =0 in R x (0, 00), (3.28)

u(x,0) = uy(x) on R.
Here, H € Lip (R), and u, € BUC(R) N Lip (R) are given functions.
For each k € N, fix mesh sizes Ax, At > 0. Set
X, ={(jAx,nAt) : j€Z,n>0}.

Assume that A, = ﬁ—f( is fixed and is independent of k € N. It is clear that (3.20) holds provided
that the mesh sizes tend to 0 as k — oo. For U € R*x, we write U}l = U(jAx,nAt). Our
scheme is

1
UJFHr B U;l T H U;l+1 - U}l—l . i U;l+1 - ZUF + U;l—l
At 2Ax A Ax '

The constant 6 > 0 will be chosen later. As above, based on the choice of our schemes, (3.21)
and (3.23) hold naturally. We only need to check carefully the monotonicity condition (3.22).
The above relation can be rewritten as

X

n __gn
Uj+1 Uj—l

Uttt = UTI—AtH(
j j Ax

) +O(UT, —2U"+U",) (3.29)

U}I+1 o U}l—l )

— _ n n noy__
=(1-20)U"+6(U", +U™) AtH( .
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To have the monotonicity condition, we need to require that

1 A
0<oO< > and 0 > ?XHH/”L“’(R)»

which means that A .
—||H|| poory < 0 < =. 3.30
> |H[| oo ) 5 (3.30)
Condition (3.30) can be achieved by first choosing 6 € (0, %), and then A, > 0 small enough.
This scheme is analogous to the Lax-Friedrichs scheme for conservation laws.

In fact, the ideas in Example 3.3 can be generalized to multi dimensional settings rather
naturally. For simplicity of the presentation, we only consider a two dimensional example
below.

Example 3.4 (First-order Hamilton—-Jacobi equation in two dimensions). Here, we write
(x,y) € R? as a variable. The equation of interests is

{ut+H(ux,uy) =0 in R? x (0, 00), (3.31)

u(x,y,0) =uy(x,y) on R2.

The Hamiltonian H € Lip (R?), and the initial data u, € BUC(R?) N Lip (R?) are given func-
tions.

For each k € N, fix mesh sizes Ax, Ay, At > 0. Set

X, ={(jAx,lAy,nAt) : j,l € Z,n > 0}.

Assume that A, = %, A, = ﬁ—; are fixed and are independent of k € N. It is clear that
(3.20) holds provided that the mesh sizes tend to 0 as k — ©co. For U € R*, we write

U]Tll =U(jAx,lAy,nAt). Similar to the above, our scheme is

5

n+l __ rn n _Ijn n —Ijn
Uj,l Uj,l+H(Uj+1,l Uj—l,l Uj,l+1 Uj,l—l)

At 2Ax 2Ay
_ 6 Ul —2U; + ULy, 6 Ui —2U5 + U7
Ay Ax Ay Ay '
In order to have a monotone and consistent scheme, we need to require that
A, A 1

Condition (3.32) can be achieved by first choosing 6 € (O,}‘), and then A,,A, > 0 small
enough.

5 References
1. Two-player zero-sum differential games in the context of viscosity solutions were first
analyzed by Evans and Souganidis [54]. We refer the readers to the books of Bardi,

Capuzzo-Dolcetta [13], Elliott [45], and the lecture notes by Cardaliaguet [29] for
more details and references.
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2. The Hopf formula was proposed by Hopf [80]. It was then rigorously verified in the
context of viscosity solutions by Bardi and Evans [14]. For different proofs, see Lions,
Rochet [103] and Cardaliaguet [29].

3. The framework of monotone and consistent schemes was proposed by Barles and
Souganidis [17]. For finite difference approximations of first-order Hamilton—Jacobi
equations, see Souganidis [130], Crandall, Lions [40] for further details. For the Lax-
Friedrichs scheme for conservation laws, see Crandall and Majda [41]. We refer the
readers to Chapter 5 of the book by Osher, Fedkiw [121] for further developments.
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CHAPTER 4

Periodic homogenization theory for
Hamilton—Jacobi equations

1 Introduction to periodic homogenization theory

1.1 Introduction

Homogenization theory has been blossoming in last couple of decades in various different
directions for many kind of PDEs. In this chapter, we only focus on the periodic homoge-
nization theory for Hamilton—Jacobi equations. The equations of interest are as following.
For each € > 0, we study
u; (x, t)+H(§,Du€(x, t)) =0 in R" x (0, 00), “4.1)
ut(x,0) =uy(x) on R". )

Here, the Hamiltonian H : R" x R" — R is continuous and satisfies some appropriate condi-
tions to be addressed soon. We often assume that the initial data u, € BUC(R") N Lip (R")
unless otherwise specified.

In practice, € > 0 is a fixed length scale, which is quite small. If we zoom in the system
to the scale ¢, we see the whole microstructure, and this is represented in (4.1) by the
highly oscillatory variable <. Of course, the Hamiltonian can be much more complex with
various different scales such as H = H(x, 3, 5, ..., 5., p) for given s,...,s,, > 0, a typical
multi-scale problem. We here focus on the simplest case H = H(Z,p). Yet, dealing with
this problem is already quite challenging, especially numerically as in order to be able to
compute/approximate the solution accurately, one needs to have approximation schemes of
sizes smaller than ¢ (or O(¢)). Otherwise, the microstructure will be missed.

) gSm >

Typically, the microstructure in the system is repeated somehow, and this gives hope for us to
see (nonlinear) averaging effects. In this entire chapter, we assume that the microstructure
is periodic, which is the most idealistic situation. Then, mathematically, we let £¢ — 0 in
(4.1), and we expect that u® converges to u as € — 0 in some sense, and u solves a certain
averaging (effective) equation, which is simpler somewhat.

The above gives a minimalistic introduction to homogenization theory. Basic questions of
interests are as follows.
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1. Qualitative theory: Find out the effective equation, and show convergence of u® to u
in some functional spaces.

2. Better understanding of the effective equation: Since the problem is nonlinear, it is
extremely important to analyze the effective equation in various aspects.

3. Quantitative theory: Quantify the convergence of u® to u, and if possible, find optimal
rate of convergence.

4. Numerics: Up to now, there have been very few results in this direction since the
equations are highly nonlinear.

1.2 Derivations

Our focus is on equation (4.1) for each € > 0. And our goal is to let £¢ — 0 to observe a
certain nonlinear averaging behavior.

Basic assumptions. Throughout this chapter, we assume the following two assumptions.

y — H(y,p) is Z"-periodic, that is, H(y,p) = H(y + k, p) for k € Z", (4.2)
and
| 1|im H(y,p) = +oo uniformly for y € R". (4.3)
pl—o0

We can think about our current problem (4.1) as a multi-scale problem
e X is the macroscopic scale variable or low scale variable;
e y = 7 is the microscopic scale variable or fast scale variable.

The relation x = €y can be heuristically understood as when x changes a little bit of order
O(e), we have y varies correspondingly a lot, that is, y sees the small changes in the envi-
ronment. Conversely, when y changes a little (of order O(1) or less), x does not see that
essentially. Microscopically, the system is very complicated, even in the case we can use the
optimal control representation formula as in the following example.

Example 4.1. Consider again the classical mechanics Hamiltonian

1
H(y,p)= Elpzl +V(y)  forall(y,p) eR"xR",

where V € C(R") is Z"-periodic. Let T" = R"/Z" be the usual flat n-dimensional torus. We
often write V. € C(T™"). Then the corresponding problem is

u+iDuP+v(2) =0 in R" x (0, 00)
ue(x,O) = uo(x) on R".

Recall the Legendre transform L(y,v) = %lv|2 —V(y) for all (y,v) € R" x R", we have the
optimal control representation formula

u®(x,t)= inf{Jo [%ly’(sﬂz -V (@)] ds : y(t)=x,y'(-) € L'([o0, t])} .
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By change of variables,

t/e
W (e, 0) = inf{sf Ew'(s)ﬁ —V(g(s))] ds : £(t/e) = x,&'() € L0, t/e])} .
0

This formula is extremely interesting and complicated at the same time. Basically, it is a large

time average of some action functionals of the type %fOT L()dsas T = ¢! —» +00. And
since we go for large time, the admissible paths & are able to explore all possible locations in
the periodic environment, and thus, homogenization (large time average) should occur. It is
however not clear at all what is the limit if there is any. The nonlinear dependence is quite
twisted here in the formula between the two terms that makes it really hard to understand
deeper. We will revisit this optimal control viewpoint for convex Hamiltonians later.

Heuristic arguments. We introduce the following ansatz! as an expansion of uf in &
X X X
u(x,t)=u’ (x, -, t) + eu? (x, -, t) + &2u? (x, — t) +...
€ £ €
=u’(x,y,t) +eu'(x,y,t) +e2u’(x,y,t) +...
Then,
e _ .0 1 2.2
ui(x,t)=u, (x,y,t) +eu,(x,y,t) +eu;(x,y,t)+...

1
Du’(x,t) =Du’(x,y, t)+ =D,u’(x,y, t) + eDu'(x,y, t) + D u'(x, y, t) + O(e).
€

Now, this is a crucial point. Think about x, y as independent variables, that is, x,y are
unrelated. Although it is not true from the heuristic setting x = ¢y, but from the explanation
of separation of scales earlier (macroscopic variable x, and microscopic variable y), it sort
of makes sense.

Put the above expansions into (4.1) to get
uw+0(e)+H (y, D.u’+ %DyuO +eDu' +Dyu' + O(s)) =0. (4.4)
Heuristically, if |Dyu°| # 0 then %IDyu°| — 00 as ¢ — 0, thus it forces
H (y, D.u’+ %Dyu0 +eDu' +D,u' + O(e)) — 00 ase— 0,

by the coercivity of H, and hence, (4.4) does not hold. Thus, we must have Dyu0 =0, that
is, u’ (x, y,t) = u°(x, t), and (4.4) becomes

u’+0(e)+H(y,Du’+Du' +0(g)) = 0.
Let € — O to yield further that

u’(x,t)+H(y,Du’(x, t) + D,u'(x,y, t))=0.

!An ansatz means a formulation or an educated guess
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Since D, u',u; only play a role at O(¢) level of expansions, let us take u'(x,y,t) = u'(y),
then we get
H(y,Du’(x, )+ D u'(y)) = —u’(x, t).

Recall that we have assumed that x and y are unrelated. Fix (x,t) € R" x [0, 00), and think
of y as the only running variable, then we arrive at an equation for y — u'(y) as

H| y,Du’(x,t)+D,u'(y) | = —ul(x,t) in R™.
pER™ ceER

Let us recast it as following. Fix p € R", we would like to solve
H(y,p+Du'(y))=c in R".

As H is periodic in y, we can think of the above problem in T" as well. If it is solvable, and
if we are able to find a unique constant ¢ € R so that it has a solution u!, then denote by
H(p) = c. It is not trivial and clear at all if we are able to show this, but let us take it for
granted for now.

It is then clear from the ansatz that u®(x, t) ~ u°(x, t) + su'(y) — u°(x, t) as € — 0, and u°
solves .
u’(x, t) + H(Du(x, 1)) =0 in R" x (0, 00),
u®(x,0) =uy(x) on R™.

This is an effective equation, and clearly, homogenization was achieved at the heuristic level.
Of course, there were many heuristic ideas in the above derivation (including the facts that
we have asymptotic expansions, we have x and y are unrelated, and we have the existence
and uniqueness of constant ¢ above). We need somehow to verify these at the rigorous level,
and we will see that not all are that clear.

Remark 4.1. The above derivation also works well for the following general degenerate
viscous Hamilton—Jacobi equation

wi(x,t)+H (f,Dwg) = etr (A(i) Dzwg) in R" x (0, 00).
€ €

Here, H satisfies (4.2) and (4.3). The diffusion matrix A(y) is a symmetric, nonnegative
definite matrix of size n for all y € R". Besides, the map y — A(y) is Z"-periodic, Lipschitz.
There are two points to note here. First, A(-) might be degenerate in some directions or all
directions at various locations, so the diffusion is not helpful in general. Second, as we put
the factor ¢ in front of the diffusion, its effect, if there is any, vanishes anyhow as ¢ — 0. In
other words, in the limit, we should only see the effective equation of first-order type.

Following the above derivation, we think of
wo(x,t) =wl(x, t) +ew(y) +....
Then, for fixed p € R", we solve
H(y,p +Dw'(y))—tr (A(y)D*w'(y))=c  inR".

Here, ¢ € R is an unknown constant.
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2 Cell problems and periodic homogenization of static
Hamilton-Jacobi equations

X

Recall that, for (4.1), we introduced the ansatz u®(x,t) ~ u°(x, t) + su'(y) where y = =
Here, x is the macroscopic variable, and y is the microscopic variable. See Figure 4.1. Then,

u’(x, t) + H(y,Du’(x, t) + Du'(y)) =0 in R" x [0, 00).

Fix (x,t) € R" x [0, 00), and think of y as a variable. Let p = Du’(x,t) € R", and —c =
u’(x,t) € R. Then, we have the following PDE for u'

H(y,p+Du'(y))=c in T"=R"/Z". (E,)

We call (E,) the cell problem corresponding to p € R". In the literature, it is also called the
ergodic problem or the corrector problem corresponding to p € R".

p=Du(x,t)

Figure 4.1: An example of graphs of u® and u = u° near (x, t).

2.1 Cell problems

In this section, we discuss the cell problems, which were studied first by Lions, Papanicolaou,
and Varadhan [102].

Theorem 4.2. Assume that H satisfies (4.2) and (4.3). Fix p € R". There exists a unique
constant ¢ € R such that the cell problem (E,) has a viscosity solution v € Lip(T").

Definition 4.3. Assume that H satisfies (4.2) and (4.3). For each p € R", Theorem 4.2 gives
us the existence and uniqueness of a constant ¢ € R such that the cell problem (E,) has a

viscosity solution v € Lip(T™). We denote by H(p) = c. We call H : R" — R the effective
Hamiltonian.

It is worth noting right away that as (E,) is nonlinear, behavior H is very complicated and

does not depend on H in a linear way. In particular, there is no explicit formula for H.
We will study properties of H soon. There are, however, many open questions along this
direction.
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Proof of theorem 4.2. For A > 0, we consider the static equation
MW+ H(y,p+Dv) =0 in R". (4.5)

By Theorem 1.27, we get that there exists a unique viscosity solution v* € Lip(R") of (4.5).
We prove that indeed v* is Z"-periodic. For each k € Z",

MWy +k)+H(y+k, p+Dv}(y+k)) =0 = Avl(y+k)+H(y,p+Dvx(y+k)):O

since y — H(Yy, p) is Z"-periodic. Thus, y — v(y + k) is also a (viscosity) solution to (4.5),
and hence, v*(y + k) = v*(y) for all k € Z" by the uniqueness of solutions to (4.5). In
particular, we can think of v* € Lip (T") now.

Next, take C, = max, e [H(y, p)|. It is clear that % and —% are a viscosity supersolution
and subsolution of (4.5), respectively, thus by the comparison principle, we have

sup [Av*(y)] < Co.

YET"

Plug it into (4.5) again, recall that v* € Lip(T") thus it is differentiable a.e., then in the a.e.
sense (4.5) becomes

|H(y,p+Dv*(y))|<C, fora.e.yeT"

By coercivity of H we deduce that ||[Dv?|] ooy < C; independent of A > 0. Note that the
above estimates were already in Theorem 1.26. We redo them here for clarity.

For each A > 0, denote by
wH(y) = v*(y)—v*(0) for all y € T".
Then, as the diameter of [0,1]" is v/n,
Wl poo(zny < VAIDV || oo () < C, and IDW|| poo gy = IDVH|| poony < C.

In particular, {w"},., is equi-continuous on T". By the Arzela—Ascoli theorem, there exists
a subsequence {A;} — 0 such that

wh = v4()—=v4(0) = v(+) uniformly on T",
vaAJ(O) ——c€eR

for some ¢ € R. It is clear that miny. v = 0 and ||Dv|| eo(pay < C. Note that w* solves the
following equation in the viscosity sense

Awr(y)+H (y,p + Dw*(y)) = —Av*(0) in T".
By stability results for viscosity solutions, one has that v solves
H(y,p+Dv(y))=c in T". (4.6)

Thus we obtain a pair (v, c) € Lip (T") x R, which solves the cell problem.
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What is left is to prove that c is unique. Indeed, assume that (v;,c;),(v,,¢;) € C(T") x R
with ¢; < ¢, are both solutions to the cell problem. Then,

H(y,p+Dvi(y)) =c; <cy=H(y,p+ Dv,y(y)) in T".

Note that we have right away that v;, v, € Lip(T") by Lemma 1.28. Since v,, v, are bounded
in T", we can find 6 > 0 sufficiently small such that?

¢ t+¢y

6v1(y)+H(y,p+Dvi(y)) < <ovy(y)+H(y,p + Dvy(y)) in T".

Thus v, and v, are a subsolution and a supersolution to Sw+H(y,p+Dw) = %(c1 +c,)in T",
respectively. By the usual comparison principle for this static problem we obtain v; < v,. As
(v; + C,c,) is also a pair solution to the cell problem (4.6) for any C > 0, by repeating the
above steps, we also get v; + C < v,, which is a contradiction. Thus, we must have ¢; = ¢,
and hence the constant ¢ = H(p) is unique. O

Remark 4.4. Some comments are in order.

1. Itis worth noting first that (E,) is not monotone in v, and solutions v € Lip(T") to (E,)
are not unique. In fact, if v € Lip (T") is a solution, then so is v + C for any constant
C € R. In many cases, there are other family of nontrivial solutions to (E,). This is
a very important phenomenon, which deserves further and deeper analysis. For now,
the convex case is handled, but not so much is known for nonconvex cases.

2. As [|[DV*|| eo(pny < C independent of A, and lim,_,, Av*(0) = —H(p), we get
M) — —H(p) uniformly in T" as A — 0.

In the following exercise, we can see that this convergence has rate O(A). But it is
important pointing out that it does not give any detailed information about H.

3. In the above proof, we only achieve the convergence of v*(-) —v*(x,) — v(-) along
a subsequence {A;} — 0. The question on whether or not one has this convergence
for the whole sequence A — 0 is extremely interesting, and it is basically a selection
problem on vanishing discount.

2.2 Problems

Exercise 37. Assume that H satisfies (4.2) and (4.3). Fix p € R", and we look at (4.5). Show
that there exists a constant C > 0 independent of A > 0 such that, for any A > 0, we have

AW +Hp))| <CA.

Leo(Tn) —

Exercise 38. Let 1) € C'(T") be given, and H(y,p)=p-(p—Dy(y)) for (y,p) e T"xR". It
is clear that H satisfies (4.2) and (4.3). Find H(0) and various solutions to (E,) with p = 0.

€20

%Indeed, 6 can be chosen such that § {maxyeTn [v1(¥)], max, eqn |v2(y)|} < L
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2.3 Periodic homogenization of static Hamilton-Jacobi equations

Let us now prove the periodic homogenization of static Hamilton-Jacobi equations. This is
just a simple consequence of Theorem 4.2. Recall the discounted problem (4.5), which can
be viewed in terms of y = 3 as

Av* (%)-f—H(%,p+DvA (%)) =0 in R".

Let u*(x) = Av* (%), then Du*(x) = Dv*(%). The above equation becomes

u () + H G,p + Du"(x)) -0  inR- 4.7)

Clearly, (4.7) is a homogenization problem for static Hamilton—-Jacobi equations. We already
knew that u* — —H(p) uniformly in R". But let us pretend that we do not have this, and
only expect that u* — u locally uniformly in R", and if homogenization holds, we have that
u solves

u+H(p+Du)=0 in R".

A bit of analysis shows that the unique solution to the above is u = —H(p), and therefore,
everything is consistent. Let us record this here as a corollary.

Corollary 4.5. Assume that H satisfies (4.2) and (4.3). Fix p € R", and we study the ho-
mogenization problem (4.7). As A — 0, u* — u = —H(p) uniformly in R". In fact, there is a
constant C > 0 independent of A such that

Thus, homogenization for (4.7) holds.

3 Periodic homogenization for Cauchy problems

Let us state right away the main result in this section, which was proved by Lions, Papani-
colaou, Varadhan [102], and Evans [48].

Theorem 4.6. Assume that H satisfies (4.2) and (4.3). Assume u, € BUC(R")NLip (R"). For
each € > 0, let u® be the unique viscosity solution of

{ui(x, t)+H (;,Due(x, t)) =0 in R" x (0, 00), 4.8)

u®(x,0) =uy(x) on R™.

Then, as € — 0, u® converges to u locally uniformly on R" x [0, 00), and u solves the effective
equation

(4.9)

u,+H(Du) =0 in R" x (0, 00),
u(x,0) =uy(x) on R".

We here introduce the perturbed test function method of Evans [48] to prove the above
theorem. Roughly speaking, the perturbed test function method is a way to make the formal
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ansatz rigorous. One needs to be extremely careful here as if we recall, for p € R", the
corresponding cell problem is

H(y,p+Dv(y)) =H(p) in T". (4.10)

To make it clear the dependences, sometimes, we write v = v(y, p), and in fact, v depends
on p in a very nonlinear way. It is worth mentioning here that H : R" — R continuous and
coercive. To focus on the homogenization results, we postpone the proof of this fact until
the next section.

The ansatz we found was that for each p = Du(x,t), v(y,p) = v(y,Du(x,t)) is a corre-
sponding corrector, and our asymptotic expansion around (x, t) € R" x (0, o) looks like

u’(x,t)~u(x,t)+ev(y,p) =u(x,t)+¢ev (E,Du(x, t)) .

The last term in the above is quite problematic because of two issues. First, u is often
only Lipschitz, and not C', which means that Du(x, t) is only defined a.e., and there is no
continuity property with respect to (x,t). Second, we do not know well the dependence
p — v(y,p). Of course, these two issues come from the highly nonlinear feature of our PDE,
and they need to be handled appropriately.

3.1 A heuristic proof

We first give a heuristic proof of the homogenization result by the perturbed test function
method of Evans. As one will see, the first difficulty is handled by kicking the gradient
Du to the test functions as often seen in the theory of viscosity solutions. The proof is not
yet rigorous as we assume that solutions to (4.10) are smooth. We will also see why the
perturbed test function is needed.

A heuristic proof of Theorem 4.6. As usual, we break this heuristic proof into few steps.

1. We first obtain some a priori estimates for u®. By Theorem 1.34, we have the existence
of C > 0 independent of € > 0 such that

[|tf || oo (Rnx[0,00)) T DU [ oo (Rax[0,00)) < C.

By the Arzela-Ascoli theorem, there exists a subsequence {¢;} — 0 such that u’ - u
locally uniformly on R" x [0, 00).
2. We now prove that u solves the effective equation (4.9).

First, we perform the subsolution test. If ¢ € C 1(R” x (0, oo)) is such that u — ¢ has
strict max at (x,, t,), then we plan to show that ¢,(x,, t,) + H(D¢(x,, t,)) < 0.

It is natural to try first the usual approach. Asu® — u locally uniformly on R" %[0, 00),
we may assume that u® — ¢ has max at (x;, t;) and (x;, t;) = (x,to) as j — co. The
viscosity subsolution test gives

©; (xj, tj) +H (?,Dgo (xj, tj)) <0.

J
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As j — oo we have ¢, (xj, t]-) — ¢, (xq, ty), but we do not have information about

X; . .
the second term H (s—j, Dy (xj, t J)) since ¢ does not oscillate around (x,, t,).

In order to capture the oscillating behavior, we use Evans’s perturbed test function
method. Let us denote p = Dp(x,, t,), and consider

Yi(x,t)=@(x,t)+ev (E,p)

where v € Lip(T") is the viscosity solution of the cell problem (4.10) with this par-
ticular p. We assume here that v is smooth enough so that ) € C!. Note that )¢ is
just a perturbation of ¢, hence the name “perturbed test function method". We may
assume that u® —1)® has a local max at (xgj, tsj), and (xsj, tgj) — (X, ty) as j — oo.
By the viscosity subsolution test,

lp? (xsj’ tej) +H (%’D(‘D (X%" tej) +Dv (&)) <0. 4.11)

j €j

As Dy (xgj, tgj) —pasj— 0o,

X, X, X, X,
lim | H| —,Dyp (xg_,tg_)+Dv —))|-H| =<2, p+Dv| = =0,
j—oo £; 7 £j £j £;

which means
X, X, _
lim (H (—J,Dcp (x tg.) +Dv (—)) —H(p)) =0.
j—00 gj J J 8]'

Combine this with (4.11) to conclude. The viscosity supersolution test follows in a
similar way.

. As H is continuous and coercive, (4.9) has a unique Lipschitz solution u. Therefore,
we conclude that u® — u locally uniformly in R" x [0, 00) as € — O.

]

Remark 4.7. In the above heuristic proof, Steps 1 and 3 are actually rigorous. The only
heuristic part is Step 2, in which we assume that y — v(y, p) for p = Dp(x,, t,) is C'. This
is of course not realistic, and we need to fix it in our rigorous proof. Our goal of giving
this heuristic proof is to show clearly the key point of the perturbed test function method
without clouded technicalities.

The convergence of u® — u as € — 0 for full sequence is based on the fact that the limiting
equation (4.9) has a unique Lipschitz solution u. This is essentially a compactness step, and
it does not give a quantitative result on how fast u® converges to u. We will revisit this point
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3.2 Arigorous proof by using Evans’s perturbed test function method
Let us now give a rigorous proof of the homogenization for the Cauchy problem.

Proof of Theorem 4.6. We reuse Steps 1 and 3 in the heuristic proof above. There exists a
subsequence {¢;} — 0 such that u® — u locally uniformly on R" x [0, 00). In fact, by abuse
of notions, we assume u® — u locally uniformly on R" x [0, 00) as ¢ — 0. All we need to do
is to prove that u solves the effective equation (4.9).

We will perform only the subsolution test since the argument for supersolution test is similar.
For ¢ € C'(R" x (0, 00)) such that u — ¢ has a global strict max at (x,, t,) € R" x (0, 00),
we aim at proving

¢t(x05 tO) + H(D¢(x01 tO)) < 0.

Let p = D¢ (x,,t,) € R", and let v € Lip(T") be the viscosity solution of (4.10) with this
particular p. Let us assume further that u(x,, t,) = ¢ (x,, t,), and for some r € (0, t,/2),

u(x, t) =@ (x, t) < —=(vllpeo(ny + 1) for all (x, t) & B(xy,7) x [to—r1,to+ 1]

In order to overcome the lack of smoothness of v, we use the doubling variables method.
We divide the proof into several steps.

1. Fix T > 2t,. For each ¢, > 0 we consider the auxiliary function

"¢ (x,y,t) : R* x R" x[0,T] - R

|2
(x,y,t) > u(x,t)— (d)(x, +ev(y)+ @) .

For ¢ > 0 sufficiently small, it is clear that " has a max at (xng, Ve tns) € B(x,,1) %
R"x[t,—r, to+r]. Asn — 0, by compactness (xne, tne) — (x,, t,) up to a subsequence.
We claim that y,, — = as n — 0. Since &"° (x Zoe tns) < $nf (xns,yng, tne) for all

nes e
n > 0, we obtain

1

Ve

n

Xng

2
, x
< 2¢ ||Vl oo (rm) = %{%yns = f (4.12)

x 12

&

2. As (x,t) — &7° (x,ym, t) has max at (xm, tm), we imply that u® — ¢ — % |yn€ —
has max at (xng, tne). The subsolution test of (4.8) gives

Xpe 2 Xy
b (xyer tre) +H (T”,Dq; (xper tre) + - ( : —ym)) <o0. (4.13)

2 .
has min at y,,,

3. Next, y — & (x,,,y,t,,) has max at y,, thus v(y) — 72|y — =
and hence, the supersolution test of the cell problem gives us

— 2 Xng

Besides, as v is Lipschitz, we get

= ()
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for some C > 0 independent of 7, e. By compactness, we can assume (up to passing
to a subsequence again) that

2 [ Xy
lirn—( U
€

—yng) —p, €R™ (4.16)
n—0Mne

. Note that ®"* (x, % t) < PnE (xm,ym, tm). Let 1 — O in this relation and use (4.16)
to yield

u®(x,t)—ev (E) —¢p(x,t)<u’(x,,t,)—ev (%) — ¢ (x,,t,.)

for all (x,t) € R" x [0, T]. That means (x, t) — u®(x,t)—ev (f) — ¢ (x, t) has max at
(x,,t.). Again, by passing to a subsequence if needed, (x,,t,) — (xy, t,) as € = 0.

. Let n = 0 in (4.13) and (4.14) to get
b (e, )+ H (22D (x,,t) +p, ) O,
€

and
— X,
—H(p) +H(—,p +p€) >0.
€

Combine the above two and let € — 0 to conclude that

¢.(x0,to) + H(p) < 0.

4 Some first properties of the effective Hamiltonian

4.1 Simple qualitative properties of H

We start with some preliminary properties of H.

Theorem 4.8. Assume H € C(R" x R") satisfies (4.2) and (4.3). Then H:R" > R is also
continuous and coercive.

Furthermore, if p — H(y, p) is Lipschitz for all y € T" with Lipschitz constant at most C > 0,
then p — H(p) is also Lipschitz.

Proof. We present here the proof using the discounted approximation of the cell problem,
and the cell problem.

(a) We first show that H is coercive, which is rather simple. Let v € Lip(T") be a solution

to (4.10), that is, B
H(y,p+Dv(y))=H(p) in T".

Observe that since v € C(T"), it has maximum at some point x, € T" and that this
point, we must have 0 € D"v(x,), thus the subsolution test at x, shows

n%%nH(y,p) < H(XO:p) < E(p):
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(b)

()

which implies

lim H(p)— l1m (mlnH(y,p)) +00.

|p|—o0 yeT”

Actually, it is useful to know that

minH(y,p) < H(p) < maxH(y,p) for all p € R™. (4.17)
yET™ YET"

We now show that H is continuous. Pick an arbitrary sequence {p,} € R" such that
{p.} — p and {H(p,)} — ¢ € R. We just need to show that H(p) = c. Let v, € Lip (T")
be a solution to (4.10) with miny. v, = 0 and p = p, for all k € N. Note first that, in
light of (4.17), we are able to find C > 0 such that, for all k € N,

H(y,px + Dvi(y)) =H(p,) < %%{(H(%Pk) <C in T".

Hence, coercivity of H yields the existence of C; > 0 such that
||DVk||L°°('Jrn) <GC.

By the Arzela-Ascoli theorem, by passing to a subsequence if necessary, we get that
Vi, — v uniformly in T" for some v € Lip (T"). The usual stability results imply that v
is a solution to

H(y,p+Dv(y))=c in T",

which means that H(p) = c.

We now assume p — H(y, p) is Lipschitz for all y € T" with Lipschitz constant at most
C > 0. Fix p,q € R". For each A > 0, let u*, v* € Lip(T") be the solutions to

At +H(y,q+Dut)=0 in T", (4.18)
and

AW*+H(y,p+Dv*)=0 in T", (4.19)

respectively. We now use the comparison principle to obtain needed estimates. It is

not hard to see that u* + $2=4 s a supersolution, and u* — ¥2=4 is a subsolution to
(4.19). Therefore,
Clp—dl Clp—4|
A <<+ —.
u S SVisu )L
Multiply the above by A and let A — 0 to deduce

H(q)—Clp—ql <H(p)<H(q)+Clp—ql.

In fact, from part (c) in the above proof, we have the following immediate corollary.

Corollary 4.9. Assume H € C(R" x R") satisfies (4.2) and_ (4.3). Assume further that p —
H(y, p) is locally Lipschitz uniformly in y € T". Then p — H(p) is also locally Lipschitz.

We now introduce some elementary representation formulas for H.
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Theorem 4.10. Assume H € C(R" x R") satisfies (4.2) and (4.3). Then, for p € R",

H(p)= inf{ceR : 3veC(T") : H(y,p + Dv(y)) < c in T" in viscosity sense}
=sup{ceR : IveC(T"):H(y,p+Dv(y)) = cin T" in viscosity sense} .

Proof. Let us define

A={ceR:IveC(T"):H(y,p +Dv(y)) < cinT" in viscosity sense}
B={ceR:3JveC(T"):H(y,p+Dv(y))=cinT" in viscosity sense}.

Recall that from the cell problem there exists v € Lip(T") solves (4.10), thus,
inf A < H(p) < supB.

Next, we show that infA = H(p). The other part follows in a similar way. Assume by
contradiction that infA < H(p). Then, there exist some ¢, € A and v, € C(T") such that
infA < ¢; < H(p), while H(y, p + Dv,(y)) < ¢; in T" in the viscosity sense. Since v, v, are
bounded, there exists 6 > 0 so that

+H
5v,+H(y, p + D, () < 2118

<6v+H(y,p+Dv(y)) in T".
The usual comparison principle implies v; < v. By same steps, we obtain that v; <v—C
for any constant C > 0, which is absurd. Therefore, inf A = H(p). O

We can see that Theorems 4.8, 4.10, and Corollary 4.9 give us some good qualitative prop-
erties of the effective Hamiltonian H. Most of these were already covered by Lions, Pa-
panicolaou, Varadhan [102]. Thus, theoretically, we can claim that homogenization holds,
and we have certain understandings about H. In other words, well-posedness of periodic
homogenization of Hamilton—Jacobi equations is done.

Yet, for further understandings in both theoretical and numerical viewpoints, if we would
like to know more about H such as its shape, its formula, its differentiability, the above
results do not give us any hint. In fact, not so much is known about H if we are given a
general H which satisfies (4.2) and (4.3). It is therefore extremely important to go beyond
the well-posedness theory to understand better about H, about the limiting solution u, and
about the rate of convergence of u® to u.

So far, computing H numerically is extremely challenging. The cell problem (4.10) for
each p € R" is already highly nonlinear, and it takes much time to compute a single H(p).
It seems that there is not yet a way to relate H(p) with H(q) for p # q through the cell
problems. And hence, to get a good approximation of H, one needs to compute H(p) at
many different values of p, each of which is already costly, and uses interpolation to get
such approximation.

4.2 Large time average and H

We give in the following a large time average result, which is often used to compute H(p)
for each fixed p € R". Although it is very simple, up to now, it seems to be the most effective
one to compute H in the general (possibly nonconvex) setting.
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Theorem 4.11. Assume that H satisfies (4.2) and (4.3). Fix p € R". Consider the following
Cauchy problem

{Wt+H(y,p+Dw) =0 in T" x (0, 00), (4.20)

w(y,0) =0 on T".

Let w(y, t) be the unique viscosity solution to (4.20). Then,

t —
lim Wl £) =—H(p)  uniformly for y € T".

t—00 t

First proof. We give the first proof by using the cell problem (4.10). We simply construct a
separable subsolution and supersolution to (4.20), respectively, and use them to bound the
actual solution w(x, t).

Let v € Lip(T") be a viscosity solution to (4.10). Define:
o(x,t)=v(x)—H(p)t for (x,t) € T" x [0, 00).

It is clear that ¢ is a separable solution to (4.20) with initial data ¢(:,0) = v. Let C =
IVIl oo (rny- Then @(x, t) —C and @(x, t) + C is a viscosity subsolution and supersolution to
(4.20), respectively. By the comparison principle,

v(x)—H(p)t—C <w(x,t) <v(x)—H(p)t+C for (x,t) € T" x (0, c0).

Therefore,
vix)—C — w(x,t) v(x)+C —
—H(p) < < —H(p),
t t t
which gives us the desired result. Moreover, the rate of convergence is O(%), which is quite
good. O

As seen many times throughout this chapter, one key point to grasp is that homogenization
is equivalent to large time average. In the proof above, we utilize strongly the cell problem.
A natural question to ask is what happens in case one does not have such cell problems. We
present next a second proof, which does not need to use the cell problems. This is based on
the ideas in Giga, Mitake, Ohtsuka, and Tran [70], which utilize subadditivity instead.

Second proof. In this second proof, we will show that there exists ¢ € R such that

i WOR 0 _

t— 00 t

c uniformly for y € T".

It is clear that w is Lipschitz on T" x [0, 00) with a Lipschitz constant at most C > 0. Denote
by M(t) = max,ep w(y,t) for each t > 0. Then, [M(t)| < Ct. We claim that M(-) is
subadditive, that is,

M(t)+M(s) = M(t +s) foralls,t > 0. (4.21)

Indeed, fixs > 0. Set ¢ (y,t) =w(y, t+s)—M(s) forall (x,t) € T" %[0, o). Then, ¢ solves
(4.20) with initial data ¢(y,0) = w(y,s) — M(s) < 0 for x € T". We use the comparison
principle to get that ¢ < w. In particular,

M(t+s)—M(s) = ryré%(b(y, t) < ryrglrw(y, t) = M(t).
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Thus, (4.21) holds. By Fekete’s lemma, there exists ¢ € R such that

lim M:infmzc.

t— 00 t t>0 t

Finally, we use the Lipschitz regularity of w and the above to conclude. O

This second proof to get large time average result is quite general, and is applicable to a lot
of different settings.

4.3 Problems
Exercise 39. Prove Corollary 4.9.

Exercise 40. Assume that H satisfies (4.2) and (4.3). Assume further that there exists k > 0
such that H is positively k-homogeneous in p, that is, H(y,sp) = skH(y,p) for all (y,p) €
T" x R", and s > 0. Show that H is positively k-homogeneous as well.

5 Further properties of the effective Hamiltonian in the
convex setting

In this section, we always assume that p — H(Yy, p) is convex for every y € T".

5.1 The inf-sup formula

Theorem 4.12 (The inf-sup formula). Assume that H satisfies (4.2) and (4.3). Assume fur-
ther that p — H(y, p) is convex for every y € T". Then, for fixed p € R", we have

ﬁ(p) = inf max H(y,p+D¢(y)). (4.22)
¢eCl(Tn) yeT"

Proof. Pick any ¢ € C!(T"), by the representation formula in Theorem 4.10,
H(p) < max H(y,p + D¢ (y)),

and hence,

H(p)< inf max H(y,p+D¢(y)).
$eCI(Tn) yeT™

Conversely, given 6 > 0, we aim at proving that

H 6> inf H D .
(p)+0= inf ‘maxH(y,p+D¢(y))

Let v € Lip(T™) be a viscosity solution to (4.10), that is,

H(y,p+Dv(y))=H(p)  inT"

It is clear that v is differentiable and solves the above a.e. in T". We need to smooth v up,
and we use the convolution trick as earlier. Take 1) to be the standard mollifier, that is,

n € C°(R", [0, 00)), supp(n) € B(0,1), f n(x)dx =1.
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For € > 0, denote by n,(x) =&~ n( )forallxeR" Set

V() = (1, %) (x) = J

Rn

n(x—yv(y)dy = J n.(x—y)v(y)dy for x € R".
B(x,¢)

Then v* € C°°(T"), and v* — v uniformly in T" as ¢ — 0. We compute, for every fixed
x €T,

H(p) = f H(x—y,p+Dv(x—y))n.(y) dy = J H(x—y,p+Dv(x—y))n.(y) dy

B(0,¢)

f (H(x.p+Dv(x =)~ (&) n.() dy
B(0,¢)

v

J H(x,p+Dv(x—y))n.(y) dy — w(e)
B(0,¢)

>H (XJ (p+Dv(x—=y)n.(y) dy) —w(e) =H(x,p +Dv*(x)) — w(e).
B(0,¢)
Thus, v¢ satisfies
1;1€%§H(x,p + Dve(x)) < H(p) + w(e).

Pick £ > 0 sufficiently small so that w(g) < 0 to conclude.

The following theorem is an immediate consequence of the inf-sup (or inf-max) formula.

Theorem 4.13. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
convex for every y € T". Then, H is convex.

Proof. Fix p,q € R". We need to show
O AN Y e
A2 < (A +H@).

For ¢, € C}(T"), the convexity of p — H(x, p) implies that, for x € T",

H(x ¥+D(QPZ¢)(X)) < %(H(x,p+D<p(x))+H(X,q+D¢(x))),

and so

max H(x, P ;—q (tp 1’b)(x)) (max H(x,p+ Dyp(x)) +max H(x,q +D1/)(x)))

x€Tn

The inf-sup formula (4.12) implies that H (5?) < %(ﬁ(p) + ﬁ(q)), and the proof is com-
plete. O

It is worth pointing out that by using the idea of Barron, Jensen [18] in Theorem 2.27, we
have another formula for H in the convex setting.
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Corollary 4.14. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
convex for every y € T". Then, for each p € R",

H(p)= inf{ceR : Iv eLip(T") : H(y,p +Dv(y)) < c a.e. in T"}. (4.23)

One can then use this Corollary to give another quick proof of Theorem 4.13. This proof is
left as an exercise.

5.2 The large time average formula

We use Theorem 4.11 to give a large time average formula in the convex setting as following.
This result was obtained first by Concordel [33].

Theorem 4.15. Assume that H satisfies (4.2), p — H(Yy, p) is convex and superlinear for each
y € T". Fix p € R". Then,
t

H(p)= lim 81(11)3 %f (p- 7' ()= L(r(s),7'(s))) ds.
.

0

Proof. We just need to apply the result of Theorem 4.11 here. Let w be the solution to
(4.20), then we have that

lim

ot 7 i
t @ =—H(p)  uniformly for y € T".

The Lagrangian corresponding to H(:,p +-) is (x,v) — L(x,v)—p-v. We apply the optimal
control formula for Cauchy problem to (4.20) to get that, for (y,t) € T" x (0, o),

t

w(y,t)= inf f (L), Y () —p-7'(s)) ds
r=y J,
Combine the two identities above to complete the proof. O

Concordel [33, 34] used this formula to study properties of H, especially whether H has a
flat part or not. We will address this in the next section.

5.3 An one dimensional example

We give in the following an one dimensional example that was introduced by Lions, Pa-
panicolaou, Varadhan [102]. According to the paper, Tartar was the one who provided this
example.

Example 4.2. Assume thatn=1, and H(y,p) = Ip|?*—=V(y), where V € C(T) with min, V =
0. We intend to give a formula for H here.

For any 1-periodic integrable function ¢, denote by (¢ ) its average, that is, (¢ ) = f 01 o(y)dy.
We claim that

H(p) = {o for pl < (VV),

4.24
A for |p| = (¥ V), where A > 0 is such that |p| = (VA + V). (4.24)

Note that this formula only holds in one dimension. There is no such formula in multi dimen-
sions.
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H(p)

Figure 4.2: Graph of H

Let us now prove the above formula.

Proof of formula (4.24). Pick y, € [0, 1] such that V(y,) = 0. For |p| < (+/V), we can find
¥1 € [¥o, Yo + 1] such that

y0+1

| Corvi@)as= [ (e vvo) s

Yo 1

Y1 Yo+1
p =J V(s)ds—J V(s)ds.
Yo 1

Let v : [ ¥y, Yo + 1] = R be such that
V/(y): _p+VV(.y) for.yOS.y<yl’
—p—+VV(y) fory;<y<y,+1.

By the choice of y,, v(y,) = v(y,+ 1). Extend v to R in a periodic way. It is clear then that
v is a viscosity solution to

which means that

p+Vv|>*=V(y)=0 in T.
Indeed, v € C!(T \ {y;}) and solves the equation in the classical sense in T \ {y,}. At y;, v
has a corner from above, so there is nothing to check. Thus, H(p) = 0 for |p| < (¥/V ).

Now, for p > (/V ), we are able to find A > O such that p = (VA + V). Let v : [y,, yo+1] —
R be such that

V()=—p+V/A+V(y) fory, <y <y,+1.

By the choice of A, v(y,) = v(y, + 1). Extend v to R in a periodic way. One can see that v
is a classical solution to
p+vIP=V(y)=2 in T,

which yields that H(p) = A. O

It is interesting to see that if V # 0, then H is not uniformly convex, and {E = 0} is a
symmetric line segment around 0. We will address this point more systematically in the
section about flat parts of H.
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5.4 Problems

Exercise 41. Use Corollary 4.14 to give another quick proof of Theorem 4.13.

Exercise 42. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
level-set quasiconvex for every y € T". Show that the inf-sup formula still holds, that is, for
p R,
H(p)= inf max H(y,p+D¢(y)).
$eCI(Tn) yeT

Exercise 43. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
level-set quasiconvex for every y € T". Show that H is level-set quasiconvex.

5.5 Qualitative properties of H in the convex setting

We first show that evenness is preserved.

Theorem 4.16. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
convex and even for every y € T". Then, p — H(p) is also convex and even.

Proof. Of course, we only need to show that H is even. Using the inf-sup formula, we have

H(p)= inf max H(y,p+D¢(y))
¢eCl(Tn) yeT"

= inf max H(y,—p+D(—¢)(y)) = H(—P)-
¢$EC(Tn) yeT"

]

Since the inf-max formula still holds for the level-set quasiconvex case, we have the follow-
ing corollary, which is quite useful.

Corollary 4.17. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p) is
level-set quasiconvex and even for every y € T". Then, p — H(p) is also level-set quasiconvex
and even.

Remark 4.18. Itisimportant noting that evenness is not preserved in the nonconvex setting.

We will address this point later.

5.6 Flat parts of H

We come back to the classical mechanics Hamiltonian
1 2 n n
H(y,p)=§|p| —V(y) for (y,p) € T" x R™.

Here V € C(T") is a given potential energy. Of course, the corresponding effective Hamil-
tonian H is convex, but we want to know more about its behavior in this section.

Lemma 4.19. Assume that H(y,p) = %lpl2 —V(y) for (y,p) € T" x R", where V € C(T")
with ming, V = 0. Then ming. H = 0.
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Proof. Note first that, for p =0 and ¢ = 0, the inf-sup formula gives

HO) = inf_max (5ID60F -V()) < max(-v(y) <0.

$pCl(T") yET"

On the other hand, for each p € R", let v be a Lipschitz solution to (4.10), that is,
1 2 7 : n
§|p+Dv| —V =H(p) in T".

Surely, v solves the above a.e. in T". Pick y, such that V(y,) = 0. Then, we are able to find
a sequence {y;} — ¥, such that v is differentiable at y, for k € N, and classically,

1p+ DV(y )~V (y) = H(p).

Therefore,
H(p) 2 lim (=V(y,)) =0

We obtain that H(0) = ming. H = 0. O
Let us give a clear definition for flat parts of H before we move on.

Definition 4.20. Assume that H satisfies (4.2) and (4.3). Assume further that p — H(y,p)
is convex. If the set {p €R" : H(p) = ming, H} has nonempty interior; we say that H has a
flat part at its minimum value.

We now show that, in many situations, H corresponding to the classical mechanics Hamilto-
nian has a flat part at its minimum value. This is quite surprising as although we start with
a nice, uniformly convex Hamiltonian, the homogenization process gives back the effective
Hamiltonian with a flat part at its minimum value, and of course, is not uniformly convex
anymore. This tells us that there is a strong interplay between the kinetic and potential
energies, and the potential energy V plays a crucial role in forming the shape of H.

Let us state the first result along this line. By abuse of notions, we often identify T" with
the unit cell Y =[0,1]".

Theorem 4.21. Assume that H(y,p) = %lpl2 —V(y) for (y,p) € T" x R", where V € C(T")
with ming. V = 0. Assume further that {V = 0} cc (0,1). Then, H has a flat part at its
minimum value 0.

This result was first proved by Concordel [34]. Of course, one can state it in a bit more
general setting, but we choose to make it simple this way with the requirement that {V =
0} cc (0,1)". Geometrically, this means that {V = 0} is isolated in each cell of unit size
k +[0,1]" for k € Z", and this isolation is sort of a trapping effect. Here, we follow a
different approach by using the inf-sup formula (or equivalently, constructions of smooth
subsolutions). This was done by Mitake and Tran [115].

Proof. By Lemma 4.19, we already have
H(0)= nﬂgnﬁ =0.
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We identify T" with the unit cell Y = [0, 1]". Denote by U, = {V = 0} cc (0,1)". We are
able to find two open sets U,, U, such that

U, cc U, ccU,cc(0,1)".
Let d = min {dist (U,, dU, ), dist (U;, dU,)} > 0. By definition, we can find &, > 0 such that
V(y)>e¢e,>0 forall y e Y \ U;.
For p € R" to be chosen, we define a smooth function ¢ : ¥ — R such that
¢(y)=-p'y foryel,
¢(y)=0 fory €Y\ U,,

Do () < EP!

4 fory €.

We compute that

1 , —V(y)<0 for y e Uy,
§|P+D¢(J’)| V()= Clp|?
< 72

—¢g, foryeY\U;.

dye
C b

1 -
SPHDPIP-V(I <0 T

Hence, for |p| <r =

which means that H(p) < 0 correspondingly. We thus derive that B(0,r) C {17 = O}. O

Remark 4.22. The proof of Concordel [34] is quite complicated, but geometrically intuitive.
Let us describe the key points of her proof here. We use the same setting as in the above
proof, and we assume further that, for any k, j € Z" with k # j,

dist(k + U, j+U;) >d.

See Figure 4.3. We show H(p) = O for |p| < r = dcﬂ. By Theorem 4.15, we have the

formula .

H(p) = lim s;(l_g%f (P 7 ©= O V(D) ds.

0
On one hand, we can pick y,(s) = y,(0) € U, for all s > 0 to get that H(p) > 0 always. On
the other hand, we need to show that H(p) < 0 for |p| < r as well. The idea is to show that
an optimal path y to the above formula is trapped in one of the copies of k + U, for k € Z".
Indeed, if y travels outside of k+ U, for k € Z", the action functional is quite negative there.
More precisely, assume y([t;, t5]) C R"\ | J;epn(k + Uy) for some ¢, < t,, then

Jt (P3P -V ) is< f (pre-gror-e)

ta
1, 1 1 /
sf (—Elr(s)—p|2+§|p|2—80)dsﬁ—EJ (Ir'()=pl* + o) ds,
ty f

which gives us the intuition why y should not travel outside of k + U, for k € Z". Of course,
one needs to be careful in the analysis here, but this is basically the heart of Concordel’s
arguments.

126



Al A
=N VAN

Uo™ |

Figure 4.3: Periodic structures and k + U, for k € Z"

The condition that we put in the above theorem is in fact optimal. If it does not hold, that
is, {V = 0} is not trapped, then H might not have a flat part at its minimum value. Let us
give now a simple example to demonstrate this.

Example 4.3. Assume that n = 2, H(y,p) = 3|p|> = V(y) for (y,p) € T? x R Again, we
identify T? with [0,1]% and T with [0,1]. For y = (y,,y,) € T?, the potential energy V
satisfies that V(y,, y,) = V(y,), where ming V =0 and {V =0} = {%} Then,

v=0y={3} <1011

which is not compactly supported in (0,1)?. Let us now find the formula for H. Let K be the
effective Hamiltonian corresponding to K(y,,p;) = %lpll2 —V(y,) forall (y;,p;) € TxR. We
know that ming K = 0 = K(0). Moreover, it is clear that

— _ 1
H(py,p,) =K(p,) + §|P2|2 for all (p,p,) € R*.

In this case, H does not have a flat part at its 0 level-set.

We now give a more general result, in which case H does not have a flat part at its 0 level-set.
This is a result taken from Concordel [34].

Theorem 4.23. Assume that H(y,p) = %lpl2 —V(y) for (y,p) € T" x R", where V € C(T")
with ming, V = 0. Assume that there exist a C! curve £ : [0, 00) — R", a sequence {t,,} — o,
and a vector p, # 0 such that

[E'(s) =1 foralls >0,
V(E(s))=0 foralls >0,
tim £m)—p 2

m

Then, H does not have a flat part at its O level-set.
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As it is clear in the statement of this theorem, the curve £ makes the set {V = 0} not being
trapped in the unit cell, and one can use & to form the needed paths in the formula of H.

Proof. Fix A > 0 and let p = Ap,. We will show that H(p) > 0.
Let a = A|p,y|* > 0, and denote by y(s) = &(as) for all s > 0. Then, |y'(s)| = a, and

; f (P 7 ©= 3O -VGE)) ds=p

r(®)—y(0) 1,
e ——a".
t 2

t
Att, == formeN,

TE) v 1, &) —E0) 1,
P t 2* TP ln 2

m

1 1
— a7L|Po|2 - Eaz = £X2|P0|4,

as m — 00. Therefore, by Theorem 4.15,

t

— , 1 , 1, 1
H(p) = lim sup - p-Y' ()= =Y ()P =V(y(s)) | ds = =A%|p,|*.
t—00 7O t 2 2

0
The proof is complete. O

Remark 4.24. Assume that H(y,p) = %lpl2 —V(y) for (y,p) € T" x R", where V € C(T")
with ming. V = 0. We first note that the formula of H(p) can be rewritten as

H(p) = lim sup - f (P =W OF V(D) ds
0

ro) t
t
= LpP— lim inf> (1| (5)—pP +V( (s))) ds
2Pl TR0 0 2" P 4 '
If we assume further that V € CL!(T"), then for each finite time t > 0, an optimal path to

the minimizing problem

y() t

t
.1 1,
nty | (Gro-previe) a
0
satisfies the Euler-Lagrange equation
d , "
— ) =p)+DV(y(s) =0 = y'(s)=DV(r(s)).

In particular, s — %ly’ (s)|>~V (y(s)) is constant, which gives the boundedness of the traveling
speed |y'(s)| for s > 0. Then, we have the following refined formula for H(p)

H(p) = ,Ipl — Jim inf - f (I ©=pP+VGe)) ds
0

—oo veR™

where for each v € R", y(-) is the solution to

{}f”(s) =DV(y(s))  fors>0,
7(0) =0, Y'(0)=v.
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6 Some representation formulas of the effective
Hamiltonian in nonconvex settings

As we have seen above, even for the convex setting, we do not yet have much deep knowl-
edge about the shape of H. In this section, we present some new results on formulas of H.
The Hamiltonians considered in this section are always of separable forms of H(p) — V(y).
By abuse of notions, sometimes, we still write H(y,p) = H(p) —V(y), where H : R"" -» R
is continuous and coercive, and V € C(T"). This is simply to avoid using too many notions.
The results here are taken from Qian, Tran, Yu [124].

6.1 The simplest case

The setting is this. Let H = H(p) : R" — R be a continuous, coercive Hamiltonian such that

ming. H = 0;
there exists a bounded domain U C R" such that {H =0} =30U;

H is even, that is, H(p) = H(—p) for all p € R"; (4.25)
there exist H;, H, € C(R") such that H = max{H;, H,}.
Here, H,, H, satisfy
H, is coercive, level-set quasiconvex, even,
and H; =H inR"\ U, H, < 0in U; (4.26)

H, is level-set quasiconcave, even,
and H,=H in U, H, <0 in R"\ U, lim,|_,o, Hy(p) = —00.

An example of H satisfying (4.25)—(4.26) is H(p) = (|p|*> — 2)? as in Figure 4.4.
Below is the decomposition result for this simplest case.

Theorem 4.25. Let H € C(R") be a Hamiltonian satisfying (4.25)—(4.26). Let V € C(T") be
given such that ming, V = 0.
Assume that H is the effective Hamiltonian corresponding to H(p) — V(y). Assume also that
H, is the effective Hamiltonian corresponding to H;(p) —V(y) for i = 1,2. Then,

H = max {ﬁl,ﬁz, O} .
In particular;, H is even.

We would like to point out that the evenness of H will be used later and is not obvious at
all although H is even. The nonconvex situation makes things much more complicated. See
the discussion in Section 6.6 for this subtle issue.

Proof. We proceed in few steps.

STEP 1. It is straightforward that 0 < H(p) < H(p) for all p € R". Indeed, for each fixed
p € R", the corresponding cell problem is (4.10). Pick y, € T" such that ming. v = v(y,).
By the definition of viscosity supersolutions to (4.10), we get

H(p) = H(p)—V(y,) = H(p).
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Figure 4.4: An example where H(p) = (|p|* —2)?

On the other hand, as (4.10) holds in the almost everywhere sense, we take essential supre-
mum of its sides to imply

H(p) = ess sup (H(p+Dv(y))—V(y)) = esssup(—=V(y)) = 0.

yeTn

In particular,
H(p)=0 forallpedU. (4.27)

Besides, as H; < H, we get H; < H. Therefore,
H > max {H,,H,,0}. (4.28)

It remains to prove the reverse inequality of (4.28) in order to get the conclusion.

STEP 2. Fix p € R". Assume now that H,(p) > max {ﬁz(p),o}. In particular, H,(p) > 0.
We will show that H,(p) > H(p).

Since H, is quasiconvex and even, we use the inf-sup (or inf-max) representation formula
for H, (Exercise 42) to get that

Hy(p)= inf max(H,(p+Do(y)—V(¥))

$eCi(Tn) yeTn

- ¢€icr11(an)§ré%§ (Hi(=p—D¢(y))—V())

= inf H,(—p+D —V(y))=H,(-p).
o0 max (Hy(=p + Dy(y)) = V(y)) = Hy(=p)
Thus, H, is even. Let v(y,—p) be a solution to the cell problem

H,(—p +Dv(y,—p))—V(y)=H,(-p)=H,(p)  inT" (4.29)
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Let w(y) = —v(y,—p). For any y € T" and q € D*w(y), we have —q € D" v(y,—p) and
hence, in light of (4.29) and the quasiconvexity of H, (Exercise 30),

Hi(p)=H,(-p—q@)—V(y)=H,(p+qQ)— V().

We thus get H,(p + q) = H,(p) + V(y) > 0 as H,(p) > 0, and therefore, H(p + q) =
H,(p +q) = 0 in light of (4.26). This yields that w is a viscosity subsolution to

H(p+Dw)—V(y) =E1(p) in T".

Hence, by Theorem 4.10 on a representation formula of H(p), we imply H(p) < H,(p).

STEP 3. Assume now that H,(p) > max {Hl(p), O}. By employing similar arguments as
those in the previous step (except that we use v(y, p) directly here instead of v(y,—p) due
to the quasiconcavity of H,), we deduce that H,(p) = H(p).

STEP 4. What is left is the case that max {ﬁl(p),EZ(p)} < 0. We now show that H(p) =0
in this case. Thanks to (4.27) in Step 1, we may assume that p ¢ JU.

We now introduce an idea that is quite close to the continuation method. For o € [0,1]
—0 —O

and i = 1,2, let H , H; be the effective Hamiltonians corresponding to H(p) — oV (y),

H;,(p)—oV(y), respectively. It is clear that

—C

0O<H =H<H for all o € [0,1]. (4.30)
By repeating Steps 2 and 3 above, we get
For p e R" and o € [0, 1], if max {ﬁ?(p), EZ(p)} =0, then ﬁo(p) =0. (4.31)

We only need consider the case p ¢ U here as the case p € U is analogous. Let us notice
that e B .
H(p)=H,(p)=H,(p)>0 and H,(p)=H,(p)<O0.

By the continuity of o — E? (p), there exists s € (0, 1) such that I?sl (p) = 0. Note further-
more that, as p ¢ U, ﬁ;(p) < H,(p) < 0. These, together with (4.31), yield that Es(p) =0.

Combine this with (4.30) to finally get that H(p) = 0.
O

Remark 4.26. We emphasize that Step 4 in the above proof is extremely important. It
plays the role of a “patching" step, which helps glue H, and H, together. So far, this kind
of ideas has not been used so much in the theory of viscosity solutions, and probably it is
not needed in the well-posedness theory. Nevertheless, to go beyond the well-posedness
theory to understand more about H and properties of solutions, it is important to develop
this systematically.

Assumptions (4.25)—(4.26) are general and a bit complicated. A simple situation where
(4.25)-(4.26) hold is a radially symmetric case where H(p) = ¢(|p|), and ¢y» € C([0, o0),R)
satisfying

1 is strictly decreasing in (0, 1), and is strictly increasing in (1, c0).
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Let 91,5 € C([0, 00),R) be such that

Y, =1 on[1,00), and v, is strictly increasing on [0, 1],
Y, =1 on[0,1], ¥, is strictly decreasing on [1, 00), and lim,_,,, Y,(r) = —00.
(4.33)
See Figure 4.5. Set H;(p) = ¢;(|p|) for p € R", and for i = 1, 2. Itis clear that (4.25)-(4.26)
hold true provided that (4.32)-(4.33) hold.

Y

Figure 4.5: Graphs of Y, 1, v,

An immediate consequence of Theorem 4.25 is the following result.
Corollary 4.27. Let H(p) =(lp|), Hi(p) =(Ipl) for i = 1,2 and p € R", where vy, ,,),
satisfy (4.32)-(4.33). Let V € C(T") be a potential energy with ming, V = 0.

Assume that H is the effective Hamiltonian corresponding to H(p) — V(y). Assume also that
H; is the effective Hamiltonian corresponding to H;(p) —V(y) for i = 1,2. Then

H = max {ﬁl,ﬁ2,0} .
Remark 4.28. A special case of Corollary 4.27 is when

H(p)=v(pl) = (Ip2P—1)" forpeR",

which was studied first by Armstrong, Tran and Yu [6]. Of course, Armstrong, Tran and Yu
[6] dealt with stochastic (random) homogenization, but their results can be casted in term

of periodic homogenization as well. The method here is much simpler and more robust than
that in [6].

By using Corollary 4.27 and approximation, we get another representation formula for H
which will be used later.

Corollary 4.29. Assume that (4.32)-(4.33) hold. Set

0 for0<r<1,

Y1 (r) = max{y,,0} = {w(r) forr> 1.
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Let H(p) = ¢ (Ip]), H,(p) = 1(p|) and Hy(p) = v,(Ip|) for p € R". Let V € C(T") be a
potential energy J/ith ming. V =0.

Assume that H,H,,H, are the effective Hamiltonian corresponding to H(p) — V(y),H,(p) —
V(y),H,(p) —V(y), respectively. Then
H = max {ﬁl,ﬁz} .

See Figure 4.6 for the graphs of 1, ), Y.

Figure 4.6: Graphs of v, ), v,

When the oscillation of V is large enough, it turns out that H is level-set quasiconvex. This
is the content of the next result.

Corollary 4.30. Let H € C(R") be a coercive Hamiltonian satisfying (4.25)—(4.26), except
that we do not require H, to be quasiconcave. Assume that

oscp,V =maxV —minV > maxH = maxH,.
Tn Tn T R?

Then

H = max {El, —r%inV} .
In particular, H is quasiconvex in this situation.

It is worth noting that the result of Corollary 4.30 is interesting in the sense that we do not
require any structure of H in U except that H > 0 there. In earlier results in this section,
we needed to assume that H is quasiconcave in U, but when osc.V is large enough, we
do not need it. Roughly speaking, when osc.V is large, V has enough power to iron out
all the ripples in the graph of H in U to get a nice H. It is, in fact, quite unexpected that
H behaves better than H. It is often known in the literature earlier that H always behaves
worse than H (see discussions in Section 5.6). This is one of the first instance showing that
it is otherwise provided that osc.V is large.
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Proof. Without loss of generality, we assume that min. V = 0. Choose an even, quasicon-
cave function H; € C(R") such that

{H=0}={H; =0} =0U,
H < H; in U, and maxgH = maxg, H;,
lim,_, H, (p) = —00.

Denote H* € C(R") as

H,(p) forpeR"\U,

H*(p)= H,H}= —

Let H and 17; be the effective Hamiltonians associated with H*(p) — V(y) and H, (p) —
V(y), respectively. Apparently,

max{H,, 0} <H < H'. (4.34)
On the other hand, by Theorem 4.25, the representation formula for H' is
H' =max {ﬁl, ﬁ;, 0} = max{H,, 0}, (4.35)
where the second equality is due to the fact that

—+
H, <maxH!—maxV =maxH —maxV <0.
2 ]Rn 2 TH ﬁ ]Rn

We combine (4.34) and (4.35) to get the conclusion. O

6.2 A more general case

We now proceed to give an extension of Theorem 4.25 to a case which is a bit more general.
To avoid unnecessary technicalities, we only consider radially symmetric cases from now
on in this section. The results still hold true for general Hamiltonians (without the radially
symmetric assumption) under corresponding appropriate conditions, which are similar to
(4.25)-(4.26).

Let H : R" — R be such that

H(p) = ¢(|p|) for p € R", where ¢ € C([0, 00),R) satisfies
¢(0)>0, p(2)=0, lim,_,, p(r) =+00, (4.36)
¢ is strictly increasing on [0, 1] and [2, 00),

and  is strictly decreasing on [1,2].

Now, we denote by H;(p) = ¢;(|p|]) forp e R"and 1 < i < 3, where ¢4, ¢,, 95 € C([0,00),R)
are such that

P, = on [2,00), , is strictly increasing on [0, 2],

Y, = on[1,2], g, is strictly decreasing on [0, 1] and [2, 00), lim,_, ., ¢,(r) = —00,

@3 =@ on [0,1], @5 is strictly increasing on [1, 00), and ¢; > ¢ in (1, 00).
(4.37)
See Figure 4.7.
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Figure 4.7: Graphs of ¢, ¢4, ¢,, P3

Lemma 4.31. Let H(p) = ¢(|pl), H;(p) = ¢;(Ip]) for 1 < i < 3 and p € R", where
©, P1, Pa, @3 satisfy (4.36)-(4.37). Let V € C(T") be a potential energy with min, V = 0.
Assume that H is the effective Hamiltonian corresponding to H(p) — V(). Assume also that
H, is the effective Hamiltonian corresponding to H;(p) —V(y) for 1 <i < 3. Then

H = max {O,El,l?}
= max {O,El,min {EZ,E3, p(1)— rrng}} .

Here K is the effective Hamiltonian corresponding to K(p)—V(y), where K : R" — R is defined
as

e(pl) iflpl =2,

K(p) = min{g,(Ip)), ¢s(IpD} = {cpz(lpl) if |p| > 2.

In particular, both H and K are even.

We want to note that the proof below does not depend on the quasiconvexity of H,. As
H,; > H, we only use the simple fact that H; > H. This point is essential for us to prove the
most general result later (see Theorem 4.32).

Proof. Considering —K(—p), thanks to the representation formula and evenness from The-
orem 4.25,

K = min {172,173, (1) —rrqlrenle} .

Define ¢, = min{p,, ¢(1)}. Let H,(p) = $,(|p|) and Igz be the effective Hamiltonian
corresponding to H,(p) — V(y). Then, by Corollary 4.29, we have another representation
formula for K as following

K = min {H,,H,}. (4.38)

Our goal is then to show that H = max {O,EDI?}. To do this, we again divide the proof into
few steps for clarity.
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STEP 1. First of all, it is clear that 0 < H < H. This implies further that
H(p)=0 for all |p| = 2. (4.39)
Besides, as K, H, < H, we deduce furthermore that K, H, < H . Thus,
H > max{0,H,,K} (4.40)

We now show the reverse inequality of (4.40) to finish the proof.

STEP 2. Fix p € R". Assume that H,(p) > max {O, I?(p)}. Since H, is quasiconvex, we follow
exactly the same lines of Step 2 in the proof of Theorem 4.25 to deduce that H,(p) > H(p).

STEP 3. Assume that K(p) > max {O, H, (p)}. Since K is not quasiconvex or quasiconcave,
we cannot directly use Step 2 or Step 3 in the proof of Theorem 4.25 to conclude. Instead,
there are two cases that need to be considered.

Firstly, we consider the case that K(p) = Ez (p) < H,(p). Let v(y, p) be a solution to the cell
problem

Hy(p+Dv(y,p))—V(y)=Hy(p)=0  inT" (4.41)

Since H, is quasiconcave, for any y € T" and q¢ € D*v(y, p), we have

Hy(p+q)—V(y)=H,(p) 20,
which gives that H,(p + q) > 0, and hence, H,(p + q) > H(p + q). Therefore, v(y,p) is a
viscosity subsolution to

H(p+Dv(y,p))—V(y)=Hy(p)  inT".

This, together with Theorem 4.10 on a representation formula of H(p), implies that K(p) =
H,(p) = H(p).

Secondly, assume that K(p) = H;(p) S_Ez(p)._Since @5 > @, Hy(p) = H(p). Combining
with H(p) > K(p) in (4.40), we obtain K(p) = H(p) in this step.

STEP 4. Assume that 0 > max {ﬁl(p),f(p)}. Our goal now is to show H(p) = 0. Thanks
to (4.39) in Step 1, we may assume that |p| # 2.

For o € [0,1], let EU,HT, K~ be the effective Hamiltonians corresponding to H(p) —
oV(y),H,(p)—oV(y), K(p)—oV(y), respectively. It is clear that

0<H =H<H’ foralloe[0,1]. (4.42)
By repeating Steps 2 and 3 above, we get
For p e R" and o € [0, 1], if max {ﬁ?(p), I?a(p)} =0, then ﬁa(p) =0. (4.43)
It is enough to consider the case |p| < 2 here as the case |p| > 2 is analogous. Notice that
H(p)=K(p)=K (p)>0 and K(p)=K (p)<0.

By the continuity of o K (p), there exists s € (0, 1) such that K (p) = 0. Note furthermore
that, as |p| < 2, H,(p) < H,(p) < 0. These, together with (4.42) and (4.43), yield the
desired result. ]
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6.3 General cases

By using induction, we are able to obtain min-max (max-min) formulas for H in case
H(p) = ¢(|p|) where ¢ satisfies some certain conditions described below. The approach
is essentially the same as in the above two sections provided that we are careful enough
with the iterations.

We consider two such cases corresponding to Figures 4.8 and 4.9. Roughly speaking, in both
cases, the graph of ¢ has a finite number of oscillations starting from 0, and geometrically,
the magnitudes of oscillations of ¢ (s) increase as s increases.

Figure 4.8: Graph of ¢ in first general case

In the first general case corresponding to Figure 4.8, we assume that

¢ € C([0, o), R) satisfies that
there exist me N and 0 =5, <s; <...Sy, < OO =S5, such that (4.44)
@ is strictly increasing in (s,;,S,;,1), and is strictly decreasing in (5.1, 59i42)5

@(s0) > p(55) > ... > p(59,), and p(s7) < p(s3) < ... < P(Szp41) = O0.

Based on ¢, we construct @y, ..., Py, as following.

e For 0 <i<m,let ¢, :[0,00) — R be a continuous, strictly increasing function such
that ¢,; = ¢ on [sy,55,1] and lim,_,, ,;(s) = 0o. Besides, we construct so that
Po; > Poit2 for0<i<m-—1.

e For0<i<m—1,]let py,; :[0,00) — R be a continuous, strictly decreasing function
such that ¢,;,; = @ on [sy;,1,59,5] and lim,_, o ¢, 1(s) = —00. Besides, we construct
so that @y < Qg3 for0<i<m-—2.

Define

¢(lpl) for |p| <1,

Hy-1(p) = max t@(Ipl). @an-2(lpD} = {902m—2(|P|) for [p| > sy
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and

p(s) fors <s,.,,

Pom—1 (S) fors > Som-

kp—1(s) = min{w(s), Pom_1(s)}= {

Denote H,_,, H,,, K,,_1, 51- as the effective Hamiltonians associated with the Hamiltoni-

ans H,,_,(p) = V(y), ¢(IpD) —V(¥), kp1(IPD) —V(y) and ¢;(|p]) = V(y) for 0 < j < 2m,
respectively.

This is the main decomposition result of H in this section.

Theorem 4.32. Assume that (4.44) holds for some m € N. Then,

H, = max {Em_l, By P(Sym) — min V} , (4.45)

and

K, =min {ﬁm—la o1, P(Samr) — H}TQXV} . (4.46)
In particular; H,, and K,_, are both even.

We stress again that the evenness of H,, and K,,_; is far from being obvious although H,,
and K,,, are both even. See the discussion in Section 6.6 for this subtle issue.

Proof. We prove by induction.

The base case is when m = 1. The two formulas (4.45) and (4.46) follow immediately from
Lemma 4.31 and Theorem 4.25.
Assume that (4.45) and (4.46) hold for m € N. We need to verify these equalities for m+1.
Using similar arguments as those in the proof Lemma 4.31, and noting the statement right
before its proof, we first get that

Km = min {ﬁms 62m+15 ¢(82m+1) - I'IlTeanV} .

Then again, by basically repeating the proof of Lemma 4.31, we obtain

Hm+1 = max {Ems 52m+2: (10(52m+2) - m]r}ln V} .

Remark 4.33. Two comments are in order.
(i) By approximation, we see that representation formulas (4.45) and (4.46) still hold true
if we relax (4.44) a bit, that is, we only require that ¢ satisfies

@ is increasing in (,;,5,;,1), and is decreasing in (Sy;.1,59;42)»
P(s0) = ¢(s2) = ... = p(sam), and p(s7) < p(s3) < ... < P(Sgmy41) = 00.

(i) According to Corollary 4.30, if oscp.V = maxp. V —ming V = ¢(sy,-1) — ¢(s2y,), then
H is quasiconvex and

H = max {Ezm, @ (Som) — n%n V} .

The second general case corresponds to the case where H(p) = —k,,_;(|p]) for all p € R"
as described in Figure 4.9 after normalization by a constant. By changing the notations
appropriately, we obtain similar representation formulas as in Theorem 4.32. We omit the
details here.
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Figure 4.9: Graph of —k,,_, in the second general case

6.4 Quasiconvexification effect

This quasiconvexification effect was discussed in the previous section already. We just want
to emphasize again clearly this very interesting phenomenon here.

By Corollary 4.30, if osc,V = maxq, V — ming, V > maxg H = maxg. H,, then H is qua-
siconvex, which means that H behaves better than the original Hamiltonian H before the
homogenization process. This goes against the earlier belief in the literature of homoge-
nization theory that H always behaves worse than H (see discussions in Section 5.6). In
fact, we have an explicit representation formula for H as

H= max{ﬁl, —nqlr;nV}.

In case ming. V = 0, then we require that oscp.V = max. V > maxy H = maxg. H, to have

H = max {ﬁl, 0} .

Roughly speaking, when oscr.V is large, potential energy V has enough power to iron out
all the ripples in the graph of H in U to get a nice H. See Figures 4.10-4.11 for two one
dimensional examples of H and H. Note that H is not even in Figure 4.11.

This quasiconvexification phenomenon also holds for a more general setting in Theorem
4.32. Here, if H(p) = ¢(|pl), and ¢ satisfies (4.44) (that is, ¢ has the graph as in Figure
4.8), and osc,V = maxXy, V —ming V = ¢(sy,_1) — @ (S2,), then H is quasiconvex and

H = max {Ezm, @ (Som) — n%n V} .

It is clear from Theorem 4.32 that ¢(s,,,_;) — ¢(s,,) is the optimal lower bound for oscy.V
to see the quasiconvexification effect.

In general, if H(p) = ¢(|p|) for some ¢ : [0, 00) — R, which is coercive but does not neces-
sarily satisfy (4.44), then it is not clear yet whether this quasiconvexification phenomenon
happens or not. Some further analysis and discussions on this can be found in [124].
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H(p)

H(p)

Figure 4.10: Quasiconvexification of H in one dimension - first example.

H(p)
H(p)

Figure 4.11: Quasiconvexification of H in one dimension - second example.

6.5 Problems

Exercise 44. Assume that H satisfies (4.2) and (4.3). Let G(y,p) = —H(y,—p) for (y,p) €
T" x R". Show that G(p) = —H(—p) for all p € R".

Exercise 45. Assume H(p) = —k,_,(|p|) for all p € R" as described in Figure 4.9, and V €
C(T™). Obtain the formula for H(p) of the Hamiltonian H(p) — V(y).

6.6 Loss of evenness and non-decomposable effective Hamiltonians

A natural question is whether we can extend Theorem 4.32 to other nonconvex H or not.
That is, if H can be decomposed into m nice quasiconvex/concave Hamiltonians H; (1 <
i < m), then can we have that H is given by a decomposition formula (e.g., min-max type)
involving H;, minV and maxV:

H=G(H,,...,H,, minV, maxV) 4.47)

for any V € C(T")? Here H and H, are effective Hamiltonians associated with H — V and
H; —V, respectively.
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Note that for quasiconvex/concave function F : R" — R, using the inf-sup formula, it is easy
to see that the effective Hamiltonians associated with F(p) —V(y) and F(p) — V(—y) are
the same. Hence if such a decomposition formula indeed exists for a specific nonconvex H,
effective Hamiltonians associated with H(p) —V(y) and H(p)— V(—y) have to be identical
as well. In particular, if H is even in p, then we may assume that H; (1 < i < m) are even
in p as well. The question of interest then is whether H is even too?

Although this is a simple and natural question, it has not been studied much in the literature.
In [102], it was briefly discussed that if H is even in p, then so is H. However, this turns out
to be false in some cases. We give below some answers and discussions to this simple point
following the results in [124].

1. If H is quasiconvex, the answer is of course affirmative due to the inf-sup formula

H(p) = ,nf sup (H(p+D¢(y)—V(y))

€CHT") yeTn
as shown in the proof of Theorem 4.25.

2. For genuinely nonconvex H, if H can be written as a min-max formula involving ef-
fective Hamiltonians of even quasiconvex (or quasiconcave) Hamiltonians, then H is
still even (e.g., see Corollary 4.27, Lemma 4.31, and Theorem 4.32).

3. However, in general, the evenness is lost as presented in [107, Remark 1.2]. Let us
quickly recall the setting there.

We consider the one dimensional case (n = 1), and choose H(p) = ¢(|p|) for p € R,
where ¢ satisfies

¢ € C([0,00),[0,00)), and there exist 0 < r; < r, so that
(10(0) = O: (,0(7'1) = %: (10(’”2) = %,limr—mx) (P(r) = +OO,

¢ is strictly increasing on [0, r; ] and [r,, ©0),

( is strictly decreasing on [r, 15 ].

See Figure 4.12 below. Fix s € (0,1), and set V,(y) = min{%, 11%{} for y € [0,1].
Extend V to R in a periodic way. Then H is not even unless s = % In particular, this
implies that a decomposition formula for H of the form (4.47) does not exist. This
lack of evenness is natural if we think of the fact that viscosity solutions select gradient
jumps in a non-symmetric way. Nevertheless, this also means that much needs to be
studied in order to have more systematic understandings of this kind of Hamiltonians.

4. It is extremely interesting if we can point out some further general requirements on
H and V in the genuinely nonconvex setting, under which H is even. The interplay
between H and V plays a crucial role here as we have seen many times in this section
and the earlier ones.
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Figure 4.12: Graphs of ¢

7 Rates of convergence

7.1 The method of Capuzzo-Dolcetta and Ishii

We now address the results by Capuzzo-Dolcetta and Ishii [27]. Assume that H satisfies
(4.2) and (4.3). Our goal here is to show that the rate of convergence of u® to u is 0(81/ ).
Capuzzo-Dolcetta and Ishii [27] studied homogenizations for static Hamilton—-Jacobi equa-
tions, but their approach can be easily adjusted to handle the Cauchy problem as well. Here
is the main result.

Theorem 4.34. Assume that H € C1(R" x R") satisfies (4.2) and (4.3). Let H be the corre-
sponding effective Hamiltonian of H. Assume u, € BUC(R") N Lip (R"). For each € > 0, let u*
be the unique viscosity solution of

(x,t)+H(%,Du(x,t =0 in R" x (0, 00),
u;(x,t) (s uf(x )) in ( ) (4.48)
u®(x,0) =uy(x) on R".
And let u be the unique solution to the effective equation
u,+H(Du) =0 in R" x (0, 00),
+H(Du) (0,00) 449)
u(x,0) =uy(x) on R".

Then, for each T > 0, there exists a constant C > 0 dependent on H, u,, and T such that
[l — ull oo (grxgo,r < CEM°. (4.50)

We first make some observations and reductions. Under our assumptions, we can find C > 0,
which depends only on H and u,, such that

||Uf||L°°(Rnx[0,oo)) + ||Du€||L°°(]R"><[O,oo)) + ”ut”L‘x’(R"x[O,oo)) + ||Du||L°°(Rnx[o,oo)) <C.

Therefore, behavior of H(y, p) for |p| > C + 1 does not matter. We thus can modify H(y, p)
for |p| > C + 1 so that H is always Lipschitz in p. In other words, we impose the following
additional assumption in this section from now on: There exists C > 0 such that

|H(y,p)—H(y,q)| < Cl|p—q| forall y € T", p,q € R". (4.51)
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And of course, this additional condition does not change any generality of Theorem 4.34.

For each p € R", we first look back at the discount approximation of cell problem (4.10) as
following. For each A > 0, we consider the static equation

M +H(y,p+Dv*)=0 in T". (4.52)

To make it clear, we write the unique solution to the above as v* = v*(y, p). Let us summa-
rize some needed results here, which were covered already in Corollary 4.5 and part (c) of
the proof of Theorem 4.8.

Lemma 4.35. Assume that H satisfies (4.2), (4.3), and (4.51). Then, the following claims
hold.

(i) There exists C > 0 independent of A > 0 such that, for all p,q € R",
ANy, p) =y, QI <Clp—ql  forally €T"
In particular; |H(p) —H(q)| < Clp —q.

(ii) For each R > 0, there exists a constant C = C(R) > 0 independent of A > 0 such that,
for all p € B(O,R),

MWy, p)+H(p)|<CA  forally € T".

Proof. Part (i) is quite straightforward as we see that v*(y,q) £ %| p—q| are a supersolution
and a subsolution to (4.52), respectively, thanks to (4.51). Therefore,

C C
vi(,q)— Zlp—al< v(,p) <V, q) + Zlp—al.

Then, let A — 0 to get |[H(p) —H(q)| < Clp —q|.

To prove (ii), let v be a solution to (4.10) with ming, v = 0, that is, v solves

H(y,p+Dv(y))=H(p)  inT"

Fix R > 0. For |p| <R, H(p) < H(0) + CR. This, together with the coercivity of H, implies
that there exists C = C(R) such that [|[Dv|| () < C(R). Hence,

We now note that —@ + v £ ||v|| () are a supersolution and a subsolution to (4.52),

respectively. The usual comparison principle gives

H(p) H(p)
—— Y Wl v < === v+ Ve,

which means B
AV +H(p)ll oo (rny < 22Vl poo(rny < CR)A.
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We are now ready to prove the O(g'/?) rate of convergence.

Proof of Theorem 4.34. Again, by the reduction step, we assume also (4.51).

We consider the following auxiliary function

X — X — 2_|_ t— 2
Bx,y,,9) = u'(x, ) —uly, ) —ev (5, 120 AL A
€ eh 2¢eb

—K(t+5s)
where A = €%, and 3,0 € (0,1) and K > 0 are to be chosen later. Assume that ® admits a
strict global maximum at (X, ¥, f,$) on R*" x [0, T ]* for simplicity (for rigorous proof, we
need to add the term —y|x|? to ® for y > 0 (see [27, Theorem 1.1]).

Let us consider first the case that £,§ > 0. We claim that if 0 < 0 < 1 — 3, then there exists
C > 0 such that
| — |+ |t =8| < CeP.

Indeed, the fact that (%, %,t,t) < ®(X,y,t,$), together with Lipschitz property of u and
Lemma 4.35, implies

A A2 A A2 A A A A

X—yl*+|t—s A X X— o &1

EI L <o —u i+ (v (5 558) - (20 ) #is-)
2¢eh e &b €

o 112 —39

< Cl%— 9|+t + cerEZY]

A gb

<C(x—=Jl+1t=30)
as A = % with 0 < 6 < 1— . Thus, our claim holds true.
Notice that (x,t) — ®(x, t, ¥,$) has a maximum at (%, t). For a > 0, set

=P+ =8P Ix—e&P+x—2z

—Kt.
2¢eB 2a

PY(x,&,2,t) =u5(x,t)_8vl (g’z;y)

Assume 1) has a maximum at (x,, &, 2,, t,) and we can assume by passing to a subsequence
if necessary that (x,,&,,2,,t,) — (£,%/e,%,t) as a — 0. By the definition of viscosity
solutions, we have

t,—3§ X, X,—7V X, — € +(x,—2
K+ a +H(_CL’ a y+( a 5(}) ( a a))so’
eb € eb a

and

Av*(ga, Z“;y)+H(ga,z°‘_y + x“_gg“) >0.
£

eb a
Besides, since V(X 4, &y 2y te) = W (X0, E gy Xos ta),

A A

2
X,—2Z X, — z, —
—l a al < 8( ’ (gw asﬁ y) ’ (ga’ . B y)) = 1_9_ﬁ|xa Zal:

2a e

which yields @ < Ce'~%P. We now combine this with the two above inequalities on the
sub/supersolution tests and let @ — 0+ to deduce that

t—3$ £ x—3 (=7
K+— < (—, y) +Ce0 P < _H(_y) +Ce® + Cel—0B
ep g’ b b
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and hence,

f_ 73 . A _ A
K+ °1H (X y) <Ce®+Cet0P, (4.53)
eh eb

Next, we use the fact that (y,s) — ®(%,,y,s) has a maximum at (¥,$), and perform a
similar procedure to the above to obtain

’t\_/\ . I\_/\
K+—>+H (x y) +Ce? + Cel0F > 0. (4.54)

Combine (4.53) and (4.54) to imply
2K < C(e% + £1797F).

Choose 6 = 8 = 1 and K = K,¢'/* for K sufficiently large to get a contradiction. Therefore,
either £ = 0 or § = 0. Then, either u®(X, f) = uy(®) or u(y,$) = uy(y), and

(%, 3,8,8) <u'(%, ) —u(F,8) —ev* (—’ —ﬁy) <ce',
& &

1/3

In particular, ®(x, x,t,t) < Ce*/°, which infers

A

u®(x, t)—u(x,t) < Ce'’® + ev? (5,0) +2K, Y3t < C(1+ T)e'/’.
€

By a symmetric argument, we get the desired result. It is worth noting here that the constant
C depends on T in a linear way. O

Remark 4.36. Few comments are in order.

1. Firstly, as u® and u are not smooth enough, it is natural to use the doubling variables
method. However, as this is a homogenization problem, one needs to take a cor-
responding corrector into account and also use the perturbed test function method
together with the doubling variables method. Here, we use gv* (f, p) with A = &°
and p = xg;ﬁy The choice of this p is suitable with the doubling variables as intuitively
speaking

p= =y _ Du®(x,t).
eb

2. We do not deal directly with the cell problems and their solutions in the proof. The
reason is that (4.10) has many solutions in general, and we do not know if we can have
a good selection of solution v(y, p) for y € T" and p € R" so that v(y, p) depends on p
in a nice way (see also Remark 4.4). We will discuss the nonuniqueness phenomenon
in the following section. Instead, we work indirectly with v* for A = ¢, which has
good regularity and stability estimates as stated in Lemma 4.35. Of course, as we
introduce two new parameters 6,8 € (0, 1) in the proof, we need to optimize them,
and as the result, we only get rate of convergence O(g!/?). It seems that this rate
O(g'/?) is not optimal. Nevertheless, this method of Capuzzo-Dolcetta and Ishii is
quite general, and it works for various different situations.

3. Based on the formal asymptotic expansion, the optimal rate of convergence should
be O(¢). This is, however, extremely challenging to be obtained. We will discuss this
point later.
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7.2 An improvement

Next, we show that if we have a bit better understanding of solutions to cell problems, then
we have better rate of convergence of our homogenization problem.

(4.55)

For each p € R", we are able to pick a solution v(y, p) of (4.10) such that
p—v(,,p) is Lipschitz.

Condition (4.55) is however a very strong and restrictive requirement. We will see that this
does not hold in some examples later.

Theorem 4.37. Assume that H € C'(R" x R") satisfies (4.2) and (4.3). Let H be the cor-
responding effective Hamiltonian of H. Assume further that (4.55) holds. Assume u, €
BUC(R") N Lip(R"). For € > 0, let u® be the unique solution to (4.48). Also let u be the
unique solution to (4.49). Then for each T > 0, there exists C > 0 dependent on H,u,, and T
such that

||u£ - u||L°°(]R”><[O,T]) < Cgl/z. (456)

Proof. Thanks to (4.55), we use directly the correctors in our test function. We consider the
auxiliary function

— —yPP+e—sf?
X X J’)_Ix yI+lt—sl _K(t+s)

¢ YL, =uf ,t)— »0) (_’
(., 6,8) =, ) —u(y,8)—ev (=, o~
where 8 € (0,1) and K > 0 to be chosen later. Note that this auxiliary function looks pretty

much like that in the proof of Theorem 4.34, but we use v instead of v* for A = £°. This
way, we introduce only one parameter 3 € (0, 1) in our auxiliary function instead of two.

Assume that ® admits a global maximum at (%, ¥, £,$) on R?" x [0, T]? for simplicity (for
rigorous proof, we need to add the term —y|x|? to ® for y > 0 (see [27, Theorem 1.1]).

Consider first the case that £,§ > 0. By using the fact that ®(%, J,t,8) > ®(%, %, 1, ), we
deduce that

A

8 2+ f_’\z . X X—79 A
X —JI | 8| S(u()’e‘,l’)—u(‘)’\/,é’\))‘f‘g(v(iao)_v(z’x y))+K(t—§)
2¢eh € €

A

|x — ¥l
B

<C(lx—gl+It=3)+Ce <c(lx—yl+It=3).

Therefore,
| — 7|+ |t =8| < CeP. (4.57)

Notice that (x,t) — ®(x, t, ¥,$) has a maximum at (%, t). For a > 0, set

—Kt.

— — 9>+t —38? — 2 4 |x —gl?
llJ(X,g,Z,t)=u5(x,t)—sv(§,z y)_lx JIEHE=87 [x—edl*+[x —2
&b 2eb 2a

Assume 1) has a maximum at (x,, &, 2,, t,) and we can assume by passing to a subsequence
if necessary that (x,, &, 2,4, t,) — (X,%/€,%,t) as a — 0.
By using (4.55) and the fact that Y(x,, &y, 2, te) = V(X0 E s Xas ta)s

Xy — 24| Xye—J Z,—J
Msg(v(gas . y)_v(ga: = y))scgl_ﬂlxa_zaa
2a 8/3 5/5
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and hence

lx, —2,] < Cae'™P. (4.58)
The same argument for "*p(xou ga; Zq5 ta) = w(xaaxa/ga Xas ta) gives further
lx, — €&, < Ca. (4.59)

By definition of viscosity solutions,

ty—$ —J — + (x —
e 460
€ € eb a
and A A
H(ga, Za— Y | Xa 85“) > E(M) (4.61)
eh a e
Combining (4.58)—(4.61) and letting a — O to yield that
E_ A . A _ A
K+ s+H(x y)—Cel—ﬁ <o0. (4.62)
eb eb
By a similar procedure,
f_ A . A _ A
. +H(x y)+Csl—ﬁ > 0. (4.63)
eb eh
Putting (4.62) and (4.63) together to get
K <CelP,

Choose 3 =1/2 and K = K, &'/ for K, > 1 to get a contradiction.

Thus, either £ = 0 or § = 0. The proof is hence completed by following the last step in the
proof of Theorem 4.34. ]

7.3 Problems

Exercise 46. Letn =1, and H(y,p) = |p|—V (y) for some V € C(T). Show that (4.55) holds
in this case.

Exercise 47. Let n = 1. Is it true that (4.55) always holds for H that satisfies (4.2), (4.3),
and (4.51)?

8 Nonuniqueness of solutions to the cell problems

Let us recall the cell problem (4.10) at a given p € R"
H(y,p+Dv(y))=H(p)  inT"

We have already shown that H(p) is unique, and there exists a solution v € Lip (T") to the
above. In this section, we discuss the nonuniqueness of v in various situations.

First of all, as already pointed out in Remark 4.4, if v is a solution to the above, then v + C
is also a solution for any given C € R. Thus, (4.10) always has infinitely many viscosity
solutions. A natural question then is whether we have uniqueness for solutions to (4.10)
up to additive constants or not. In the following assorted collection of examples, we show
that nonuniqueness (even up to additive constants) still appears.
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Example 4.4. Assume that

H(y,p)=p-(p—Dy(y))  foral(y,p)€T"xR",
where ¢ € C}(T") is a given function and ¢ # 0. The cell problem at O reads
Dv-(Dv—Dy)=H(0) in T". (4.64)

It is not hard to see that H(0) = 0 as v = C, for a given constant C, € R is a corresponding
solution to the above. Besides, v = ¢ + C, for each C, € R is also a classical solution. These
are two different families of solutions to (4.64).

Moreover, as H is convex in p, Corollary 2.31 yields further that v = min{C,, ¢ +C,} is another
solution to (4.64) for each fixed C;,C, € R. Thus, (4.64) has infinity many solutions of
different types. It is worth noting that (4.64) might have other solutions that are not listed
here as well.

If H is convex in p, the minimum stability result in Corollary 2.31 allows us to create new
solutions out of given solutions as seen above. This means that in general, the structures of
solutions to cell problems are very complicated, and it is not easy to characterize all possible
solutions even in the convex setting. The problem of characterization of all solutions is of
course much harder in the nonconvex settings. Here is another example where we have
different families of solutions.

Example 4.5. Assume that n =1, and

H(y,p)=Ipl=V(y)  forall(y,p) €T xR,

where V € C(T) such that

V(y)=1—cos(4mty) for y €[0,1].

As usual, we identify T as [0, 1]. It is clear that V(y) =0 for y =0, %

™ /
/ ".II Ill.." \_‘

1.5 f'r H‘H / x"-.

10| / \ / \

0.2 0.4 [N] [ 1.0

Figure 4.13: Graph of V.

The cell problem at 0 reads
V|—V(y)=H(0) inT. (4.65)
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We claim that H(0) = 0 by constructing solutions to (4.65). Denote by

o) nyV(x)dxzy—% for y €[0,3],
v(y)= -
1 —fg' V(x)dx =—y + 20U oor € [—3,01.

4n

Extend v, to R in the periodic way. It is not hard to check that v, is C 1. It is hence straightfor-
ward that v, is a solution to (4.65) with H(0) = 0.

Besides, set

1
vo(¥)=v, (y+§) forall y € R.

Since V(y)=V (y + %)for y € R, we deduce that v, is also a solution to (4.65) with H(0) = 0.
Finally, because of the convexity of H in p,

vy =min{v, + C;, v, + C,}
solves (4.65) with H(0) = 0 as well for any given C;,C, € R.

Next is an example of nonuniqueness of the cell problem at p # 0.

Example 4.6. We consider the same settings of Example 4.65. Then, (V) = fol V(y)dy =1.
Let us fix p € (0,1). The corresponding cell problem is

lp+v'|—V =H(p) inT. (4.66)

We claim that H(p) = 0 by constructing solutions to the above. Pick y € (%, 1) such that

¥ 1
p= f V(y)dy —f V(y)dy.
. )

y

Denote by
biy) = [Jvx)dx—py  forye[0,7],
= —nyV(x)dx—py forye[y—1,0].

Extend v, to R in the periodic way. It is clear that v; € C*(T'\ {¥}) and v, has a corner from
above at y. Therefore, v, is a viscosity solution to (4.66) with H(p) = 0.

By the same logic as in the previous example,
1
v (¥)=v (y+§) forally eR

is also a solution to (4.66) with ﬁ(p) = 0. Lastly,
vy =min{v; + C;,v, + C,}

solves (4.66) as well for any given C;,C, € R.

We now show that, in the situation in Example 4.65, if H(p) > 0 = ming. H, then the
corresponding cell problem has a unique solution (up to additive constants). This is quite
easy to show, and we include it here to have a clear picture of this specific one dimensional
convex case.
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Proposition 4.38. Assume that n =1, and
H(y,p)=Ipl=V(y)  forall(y,p) €T xR,

where V € C(T) such that mingV = 0. Let (V) = fol V(y)dy. Then, H has the following
formula

_ o for Ipl < (V),
H(p)‘{|p|—<v> for Ipl = (V). @67)

Moreover, for |p| = (V), the corresponding cell problem (4.10) has a unique solution (up to
additive constants).
Proof. We skip the proof of the representation formula of H in (4.67) as it is quite similar

to that of formula (4.24) earlier. We leave it as an exercise.

Fix p € R such that |p| > (V). Without loss of generality, assume p > (V). The correspond-
ing cell problem is

lp+v'WI=V(y)=p—(V) in T.

Of course v is differentiable a.e. and this equation holds also in the a.e. sense. Integrate it
over T and use the usual triangle inequality to yield

p =J lp+Vv'(y)ldy =
T

J (p+ V’(y))dy‘ =p.

Thus, equality in the above must appear, and therefore, p + v'(y) = 0 for a.e. y € T. This
allows us to conclude that in fact p +v'(y) > 0 for all y € T, and

V(y)=V(y)— (V) in T.

In particular, v is unique up to additive constants. ]

8.1 Problems

Exercise 48. Give a proof of the representation formula of H in (4.67).

Exercise 49. Assume that n =1, and

H(y,p)=Ip|=V(y)  forall(y,p) €T xR,

where V € C(T) such that miny V = 0, and {V = 0} = {2z} for a given point z € T. Check to
see whether the cell problem at each p € R has a unique solution (up to additive constants) or
not.
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CHAPTER 5

Almost periodic homogenization
theory for Hamilton—Jacobi
equations

1 Introduction to almost periodic homogenization theory

1.1 Introduction

As in Chapter 4, our objects of interests are the same. The equations of interest are as
following. For each ¢ > 0, we study
us (x, t)+H(§,Du€(x, t)) =0 in R" x (0, 00), 5.1)
ut(x,0) =uy(x) on R™. '

Here, the Hamiltonian H : R" x R" — R is continuous and satisfies some appropriate condi-

tions to be addressed soon. We often assume that the initial data u, € BUC(R") N Lip (R")

unless otherwise specified. Our goal is to let ¢ — 0+ and we hope to see that the homoge-

nization effect happens, that is, u® converges to u locally uniformly on R" x [0, c0), and u

solves a (simpler) effective equation

{ut +H(Du) =0 in R" x (0, 00), 5.2)
u(x,0) =uy(x) on R".

To have this in the previous chapter, we assume that H(y, p) is Z"-periodic in y, and uni-
formly coercive in p. As we have seen, coercivity of H gives us good uniform Lipschitz
estimates on u® for all € > 0, and we will keep this assumption in this chapter. The period-
icity of H might be viewed as a bit too restrictive. One might argue that we do see repeated
structures in practice, but it is often the case that these repeated structures are not as per-
fect as the periodic structure. This is often the case in composite materials. For example,
we may have that H(y,p) = |p|*> + V(y), where V is the sum of many functions which are
periodic of different periods, that is,

V) =Vi(y)+ V() +--+Vi(y) for y e R"
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Here, for 1 <i <k, V; is (s;Z)"-periodic where s; > 0 is a given number. In this case, we say
that V is quasi periodic.

As such, our goal in this chapter is to study homogenization under a slightly more general
assumption that y — H(y, p) is almost periodic. This was first studied by Ishii [84], and we
will follow his approach here to obtain homogenization results. Of course, Ishii’s result was
for the static case, and we adapt it to the Cauchy problem.

1.2 Derivations

Let us first give a definition of almost periodic function.

Definition 5.1. Let f € BUC(R"). We say that f is almost periodic if the family of functions
{f(-+2):z€eR"}

is relatively compact in BUC (R").

Example 5.1. Let us give few elementary examples of almost periodic functions below.

1. If V. € BUC(R") is Z"-periodic, then V is also almost periodic. Indeed, for any sequence
{z:} C R", we write 2. = r} +s; where r,. € Z" and s, € [0,1)". Then,

V(E+2z)=V( +5:) for all k € N.

Moreover, there exists a subsequence {skj} of {s;.} that converges tos € [0,1]" as j — oo.
Thus, as j — oo,

V( +ij) =V( +skj) - V(-+5s) in BUC(R").

2. Assume that V is the sum of finitely many functions which are periodic of different periods,
that is,

V) =vi)+Wn)+--+Vi(y)  fory eR"

Here, for 1 <i <k, V; is (s;Z)"-periodic where s; > 0 is a given number. Then, by using
a similar argument as the above one, we also get that V is almost periodic.

Next, to make things precise, we give a definition for almost periodic Hamiltonians.

Definition 5.2. Let H = H(y,p) € C(R" x R"). We say that H is almost periodic in y if for
each R > 0, the family of functions

{H(-+2,) : z€R"}
is relatively compact in BUC (R" x B(0,R)).
Basic assumptions. Throughout this chapter, we assume the following two assumptions.

H is almost periodic in y in the sense of Definition 5.2, (5.3)

and
| 1|im H(y,p) = +oo uniformly for y € R". (5.4)
p|l— 00
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Example 5.2. Let n =1, and
H(y,p) = |p| — (2 —cosy — cos(v2y)) forall (y,p) eRxR.

Then H is coercive in p, and quasi periodic hence almost periodic in y. Surely, H satisifies
(5.3)-(5.4). We will investigate this example further in Theorem 5.7.

Formally, one can repeat the whole derivations as done in the previous chapter to obtain ho-
mogenization results. Let us give a minimalistic recap here. Recall that x is the macroscopic
variable, and y = 7 is the microscopic variable. A correct ansatz for asymptotic expansion
of u® around (x, t) is

u(x,t)~u(x,t)+ev (E) =u(x,t)+ev(y).

It is important noting that ev (f) is a small perturbation term, and we will need to pay
attention to this point later. Let us remark it here that we need

lim ev (f) —0. (5.5)

e—0 £
Anyway, plug this expansion to (5.1) to get
u.(x,t)+H(y,Du(x,t)+Dv(y))=0.

As usual, we assume that x and y are unrelated. Fix (x,t) € R" x (0,00), denote by
p =Du(x,t) € R", and ¢ = —u,(x, t) € R, we arrive at the usual cell problem

H(y,p+Dv(y))=c in R". (5.6)

Of course, a key different between this cell problem and the earlier one in the periodic
setting is that it is defined in the whole R", and in general, it cannot be reduced to the
n-dimensional torus. It is not hard to see that (5.5) can be reformulated as

im Y9 g (5.7)
yl=oo |yl

which means that v is sublinear in R". Hence, our task is to find ¢ € R so that (5.6) has
a sublinear viscosity solution v. Formally, if there exists such a unique constant ¢ € R, we
denote by H(p) = c, and thus, H is well-defined. Let us now proceed to identify H in a
rigorous way.

2 Vanishing discount problems and identification of the
effective Hamiltonian

As in the previous chapter, we use the vanishing discount problems to identify H. Fix p € R™.
For A > 0, consider the following static equation

MWA(y)+H(y,p+Dv*(y)) =0 in R". (5.8)

Our goal is to let A — O+ to obtain H. We have first the following proposition.
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Proposition 5.3. Assume (5.3) and (5.4). Fix p € R". For A > O, let v* be the viscosity
solution to (5.8). Then,
lim (A sup [v*(y) — vl(O)l) =0. (5.9)
A—0+ yeRn
Proof. We argue by contradiction. Suppose that there are 6 > 0, {1;} — 0, and {y;} C R"

such that
Ajlvlf(yj)—vlf(O)l >0 for all j € N.

In light of (5.3), we may assume that there exists a function G € C(R" x R") such that
H(-+y;,-) = G uniformly on R" x B(0,R) for all R > 0.

Besides, set C = ||[H(:, p)|| oo (gn)- Then, :I:% are a viscosity supersolution and subsolution to
(5.8), respectively. Thus,

C
<vt< =,
A

>0

Then, the coercivity of H gives us that ||Dv*|] Loony < C for some C > 0 independent of
A > 0. Thus, for R = C + |p| + 1, one has |p| + ||Dv’1||Loo(Rn) < R, and for j,k € N large
enough

o
|H(y +¥;,p) —H(y + Y1, P)| < 2 for all y € R", p € B(O,R). (5.10)
By relabeling {y;} if needed, assume that the above holds for all j, k € N. For j € N, denote
by
Wj(y)zvli(y+yj—y1) for all y e R".
In light of (5.10), for y € R",

. , 6 o
Aw;(y)+H(y,p+Dw;(y)) < Ay (y+yj—y1)+H(y+yj—y1,p+DvlJ(y+yj—y1))+Z =

Z}
and
by Y o
Ajo(}’)"‘H(J’;P""DWj(J’)) = AjV J(}’+)’j_}’1)+H(J’+J’j_}’1,P+DV ’(.)’+)’j_)’1))_z = _Z-
Hence, by the usual comparison principle,
o Y o .

Ajwj(y)—z <A J(y)sljwj(y)+z for y € R".

Let y = 0 in the above to infer
Py A g
Aj|V ’(}’j_)ﬁ)_v 1(0)| < 2
We then use the Lipschitz bound on v* and the above inequality to imply further
o o
A A
A;vii(y;)—vH(0)] < 2 +A,Clynl < 5

for j sufficiently large. Thus, we get a contradiction. The proof is complete. ]
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Remark 5.4. It is extremely important for us to get (5.9) in the above proof. One can see
clearly that the almost periodic assumption is essentially a compactness assumption that
allows us to control nicely the oscillation of Av* as A — 0. The proof is of course a proof
by contradiction proof, and we have no control on {y;} C R". In particular, it is unclear if
there is any quantitative version of (5.9).

Theorem 5.5. Assume (5.3) and (5.4). Fix p € R". There is a unique constant ¢ € R such
that for each 6 > 0, we are able to find a solution w € BUC (R") such that w solves

c—O0<H(y,p+Dw(y))<c+5o in R". (5.11)

Proof. We first prove the existence of c. For each A > 0, let v* be the viscosity solution to
(5.8). By the proof of Proposition 5.3, one has |Av*(0)| < C and (5.9). Thus, there exist a
sequence {A;} — 0 and ¢ € R such that

]1_1210 Ajv’lf (y)=—c uniformly for y € R".

Now, for each & > 0, pick j € N sufficiently large so that [|A;v% + c|| eomn < 2. Let w = v,

It is clear that w € BUC(R"), and w solves (5.11). The existence of ¢ € R is confirmed.

Next, we show the uniqueness of ¢, which is quite a standard step. Assume otherwise that
there exist two such constants c;,c, € R with ¢; < ¢,. Fix 6 € (0, }‘(CZ —¢;)). There exist
wy,w, € BUC(RR") such that

H(y,p+Dw;(¥))<c;+6 <c,—86 <H(y,p+Dw,(y)) in R".

As w; and w, are both bounded, there exists A > O sufficiently small such that

citc
Aw, +H(y,p + Dw,) < 2—2

< Aw, +H(y,p+ Dw,) in R".

By the usual comparison principle, w; < w,. By the same steps, w; + C < w, for any C > 0,
which is absurd. Hence, the uniqueness of ¢ is guaranteed. O

Definition 5.6. Assume £5.3) and (5.4). For each p € R", let ¢ be the unique constant in
Theorem 5.5. Denote by H(p) = c. For each 6 > 0, let w € BUC(RR") be a solution to (5.11),
that is, w solves

H(p)—6 <H(y,p+Dw(y))<H(p)+6 in R". (5.12)
We say that w is a 6-approximate corrector of the cell problem
H(y,p+Dv(y))=H(p)  inR" (5.13)

The definition of H is essentially the same as that in the periodic case. However, it is very
important noting here that we have not discussed about the correctors, solutions to (5.13).
In the above definition, we introduce a new object, 6-approximate correctors, for &6 > O.
Although a 6-approximate corrector w does not solve precisely (5.13), it is enough to be
employed for arguments with certain room to play with by choosing 6 > 0 sufficiently small.
Furthermore, w € BUC (R"), hence is obvious sublinear, that is, w satisfies (5.7).
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3 Nonexistence of sublinear correctors

Let us now discuss the correctors, solutions to (5.13). In order for it to be useful, we need to
require that correctors satisfy (5.7), that is, they are sublinear. This requirement is clearly
needed for us to obtain homogenization result as discussed earlier in the derivations. Fur-
thermore, without sublinearity requirement, the problem might be strange as in the follow-
ing example.

Example 5.3. Assume that H(y,p) = H(p), where H : R" — R is coercive. Let us study (5.13)
for p =0, which is
H(Dv(y))=c in R".

Then, for any g € R", vi(y) =q -y for y € R" is a solution to the above with ¢ = H(q). Thus,
if we do not require sublinearity of v, then c is not unique.

Of course, among all those v4, only v° is sublinear, and therefore, it is natural to see that the if
we put forth the sublinearity assumption, ¢ = H(0) should be the unique constant.

Let us now discuss a simple situation where we cannot expect to have sublinear correctors.

Theorem 5.7. Assume that n =1, and
H(y,p) = Ilpl—(2—cosy —cos(v¥2y))  forall (y,p) ERxR.

Then, H(0) = 0, and (5.13) for p = 0 does not admit any sublinear solution.

Proof. It is clear that H satisfies (5.3) and (5.4). Let us first compute H(0). For each A > 0,
we consider
Av* 4+ |Dv}| — (2 —cos y —cos(v2y)) =0 in R.

As the above also holds in the a.e. sense, we imply
MWA(y) < 2—cos y —cos(v2y) forall y € R,
and in particular, Av*(0) < 0. Let A — 0+ to yield that H(0) > 0.
On the other hand, for n > 0, as v* is bounded,
y = vy +nly P +1)2

has a minimum at y, € R. By the supersolution test,

|Vl

42— —cos(v2y,)) = —.
(y 2+ e T cosyncoslvay ) ==

AAy,)=—n

Let » — 0, and A — 0 in this order to obtain that H(0) < 0. Combine the two inequalities
to get H(0) =0.

Now, let us look at the cell problem at p =0
[V/(y)| =2—cosy —cos(v2y) =: V(y) for all y € R.

This is a convex Hamilton—Jacobi equation. Let v be a viscosity solution to the above. Here,
V > 0 always, and V(y) = 0 if and only if y = 0. Therefore, geometrically, the graph of v
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cannot have corners from below at points y # 0. This implies further that the graph of v
cannot have more than two corners from above for y > 0. In particular, there exists y, € R
such that v'(y) does not change sign for y > y,. That is, either v'(y) = V(y) for all y > y,
or v'(y)=—V(y) for all y > y,. Hence, for y > max{y,, 1},

vl 1

Iy—lly_l(

7 C
f V(s)ds— |V(}’0)|) >2——,
lyl

Yo

which means that v is not sublinear. O

This result demonstrates that in general, we cannot hope for existence of sublinear correc-
tors, and thus, cannot use them to prove homogenization results. As it turns out, to obtain
homogenization, it is enough for us to use approximate correctors.

4 Homogenization for Cauchy problems

Here is our main result.

Theorem 5.8. Assume that H satisfies (5.3) and (5.4). Assume u, € BUC(R")NLip (R"). For
each € > 0, let u® be the unique viscosity solution of

{uf(x, t)+H (f,Dus(x, t)) =0 in R" x (0, 00), 5.14)

u®(x,0) =uy(x) on R".

Then, as € — 0, u® converges to u locally uniformly on R" x [0, 00), and u solves the effective

equation
u,+HDu) =0 in R" x (0, 00),

u(x,0) = uy(x) on R".

We present a proof of this theorem, which is basically a small modification to that of Theorem
4.6. Nevertheless, it is important to present it here for the sake of clarity and completeness.

Proof. We will show later in the next section that H is continuous and coercive. Hence,
(5.15) has a unique Lipschitz solution u. As far as (5.14) is concerned, we have, as usual,
the existence of a constant C > 0 independent of € > 0 such that

||Uf || oo (mux[0,00)) T+ DU || oo (Rax[0,00)) < C-

There exists a subsequence {¢;} — 0 such that u — u locally uniformly on R" x [0, c0)
thanks to the Arzela—Ascoli theorem. In fact, by abuse of notions, we assume u® — u locally
uniformly on R" x [0, 00) as € — 0. All we need to do to finish the proof is to prove that u
solves the effective equation (5.15).

We perform only the subsolution test since the argument for supersolution test is similar.
For ¢ € C}(R" x (0, 00)) such that u — ¢ has a global strict max at (x,, t,) € R" x (0, c0)
with u(x,, to) = ¢(xo, ty), we aim at proving

¢ (xo, to) + HDP (x0, t,)) < O.
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Let p = D¢(xy, t,) € R". We prove the above by contradiction. Assume that there exists
a > 0 such that

¢, (x0,to) +H(p) > a.
Let v € BUC(R") N Lip(R") be a 6-approximate corrector of (5.12) with this particular p
where 6 = 7.

For each ¢, > 0 we consider the auxiliary function

" (x,y,t) :R"xR"x[0,T] >R

(x,y,t) = u(x,t)— (qb(x, t)+ev(y)+ @) :

For £ > 0 sufficiently small, it is clear that "¢ has a max at (xns, Yie> tm) € B(xp, ) x R" x
(to—r,ty + 1) for some fixed r > 0. As ) — 0, by compactness (xng, tng) — (x,,t,)uptoa
subsequence. We claim that y,, — = asm) — 0. Since ®"° (x Zoe tns) < o (xng,yng, tng)

ne> g
for all n > 0, we obtain

1 Xy |2 . X,
— Ve — ——| = 2e[V[peo(mn) = limy, . =—. (5.16)
N € 70 €
As (x,t) — "¢ (x, Yne> t) has max at (xm, tm), we imply that u® — ¢ —% |yn€ - ? has max
at (xng, tne)' The subsolution test of (5.14) gives
X 2 /X
b (Xpes te) +H( ;’E,D(p (X pes tne) + %( : —J’ns)) <o. (5.17)

2 .
has min at y,,, and

-1 Xpe
Next, y — &"° (xne,y, tne) has max at y,,, thus v(y) — w |y— -
hence, the supersolution test gives us

2 xns —_—
ne &

Besides, as v is Lipschitz, we infer

<C, (5.19)

2 x'r)g
we ()
ne\ g

for some C > 0 independent of 1, . By compactness, we can assume (up to passing to a
subsequence again) that

. 2 Xne n
}'IE%E( - —yng)ngeR . (5.20)

Note that &7* (x, I, t) < " (xm,yng, tna)' Let n — O in this relation and use (5.20) to
yield

u®(x,t)—ev (E) —¢p(x,t) <u’(x,,t,)—ev (%) — ¢ (x,,t,)

for all (x,t) € R" x [0,00). That means (x,t) — u®(x,t)— 8v(§) — ¢(x,t) has max at
(x,,t.). Again, by passing to a subsequence if needed, (x,,t,) — (xy,ty,) as € = 0.
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Let n = 01in (5.17) and (5.18) to get

b, (x,,t.)+H (ﬁ,qu (x.,t.) +p€) <0,
€
and X
H(—g,p +p8) > H(p)—6.
€
Combine the above two and let ¢ — 0 to conclude that

¢ (x0, o) +H(P) <6= %;

which is absurd. The proof is complete.
U

Remark 5.9. In the above proof, we use strongly the fact that 6-approximate corrector v
is bounded and Lipschitz. Without the boundedness of v, we need to be extremely careful
with handling the auxiliary function ®"* and obtaining (5.16). The Lipschitz estimate of v
was used to get (5.19) and (5.20).

5 Properties of the effective Hamiltonians

5.1 Basic properties of H

We first present the following representation formulas of H, which is an analog of Theorem
4.10 in the periodic setting.

Theorem 5.10. Assume that H satisfies (5.3) and (5.4). Let H be its corresponding effective
Hamiltonian. Then, for p € R",

H(p)= inf{ceR : 3v €BUC(R") : H(y,p + Dv(y)) < c in R" in viscosity sense}
=sup{ceR : 3veBUC(R"): H(y,p + Dv(y)) = cin R" in viscosity sense} .

One can adapt the proof of Theorem 4.10 to this setting in a natural way. As H is coercive
in p, one of the above formulas can also be written as

H(p)=inf{c€R : 3v € BUC(R") NLip(R") : H(y,p + Dv(¥)) < ¢ in R" in viscosity sense}.
Proof. Let us define

A={ceR: 3veBUCR"):H(y,p+Dv(y)) <cinR"in viscosity sense}
B={ceR: dveBUC(R"):H(y,p+Dv(y)) = cinR" in viscosity sense} .

Thanks to Theorem 5.5, we have the existence of 6-approximate correctors for all & > 0,
and hence, B
inf A < H(p) < supB.

Next, we show that infA = ﬁ(_p). The other part follows in an analogous way. Assume
by contradiction that inf A < H(p). Then, there exist some ¢; € A and v; € BUC(R")
such that inf A < ¢; < H(p), while H(y,p + Dv;(¥)) < ¢; in R" in the viscosity sense. Let
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o= % > 0, and v € BUC(R") be a §-approximate corrector. Since v, v, are bounded
on R", there exists A > 0 small enough so that

¢; +H(p)

Avi+H(y,p+Dvi(y)) < <Av+H(y,p+Dv(y)) in R".

The usual comparison principle implies v; < v. By same steps, we obtain that v; <v—C
for any constant C > 0, which is absurd. Therefore, inf A = H(p). O

A consequence of Theorem 5.10 is the following.

Corollary 5.11. Assume that H satisfies (5.3) and (5.4). Let H be its corresponding effective
Hamiltonian. Then, for each p € R",

yigﬂ{nH(y,p) < H(p) < sup H(y, p).

AN
In particular, H is coercive.

Proof. Take ¢ =0, then ¢ is a classical solution to

inf H(y,p) <H(y,p+D¢) < supH(y,p) in R".
YER" yER”

We apply Theorem 5.10 to conclude.
O

Theorem 5.12. Assume that H satisfies (5.3) and (5.4). Let H be its corresponding effective
Hamiltonian. Then, H is continuous.

Proof. Fix R > 0, and p,q € B(0,R). For each 6 € (0,1), let w € BUC(R") NLip(R") be a
O-approximate corrector of

H(p)—6 <H(y,p+Dw(y))<H(p)+6 in R".
The coercivity of H implies that there exists C = C(R) > 0 such that [|[Dw|| ez < C(R).
Therefore, by the fact that H € BUC (R" xB(0,R+C(R)+1)), there is a modulus of continuity
wg such that w is also a subsolution to

H(y,q+Dw(y)) <H(p)+6+wr(lp—ql)  inR"

This implies
H(q) <H(p)+6 + wg(lp —ql).

Let 6 — 0 and use a symmetric argument to deduce that

[H(p) —H(q)| < wr(lp —q).

It is clear from the above proof that the following corollary holds.
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Corollary 5.13. Assume that H satisfies (5.3) and (5.4). Assume further that for each R > 0,
there exists Cr > 0 such that

|[H(y,p)—H(y,q)| < Cglp —¢q| forall y €R",p,q € B(O,R).

Let H be its corresponding effective Hamiltonian. Then, H is locally Lipschitz.

Next is the usual large time average result to compute H(p).

Theorem 5.14. Assume that H satisfies (5.3) and (5.4). Fix p € R". Consider the following
Cauchy problem

+H(y,p+Dw) =0 in R" x (0, 00),
w,+H(y,p+Dw) in ( ) (5.21)
w(y,0) =0 on R".

Let w(y, t) be the unique viscosity solution to (5.21). Then,

t _
lim wly, ) =—H(p)  uniformly for y € R".

t—00 t

The proof of this theorem is similar to that of Theorem 4.11 by using 6-approximate cor-
rectors (instead of actual correctors). We therefore leave it as an exercise.

5.2 Representation formula of H in the convex setting

In this section, we always assume that p — H(y, p) is convex for every y € R".

Theorem 5.15 (The inf-sup formula). Assume that H satisfies (5.3) and (5.4). Assume fur-
ther that p — H(y,p) is convex for every y € R". Then, for fixed p € R", we have

H(p) = inf sup H(y,p+D¢(y)). (5.22)

$€C1(RMNBUC(R™) yeRn
Proof. Pick any ¢ € C'(R") NBUC(R"), by the representation formula in Theorem 5.10,

H(p) < sup H(y,p+D¢(y)),

YER"
and hence, B
H(p) < inf sup H(y,p+D¢(y)).
$€C1(RMNBUC(R") y cRn

Conversely, given 6 > 0, we aim at proving that

H(p)+6> inf sup H(y,p+Do¢(y)).
¢€C1(RM)NBUC (R") y R
Let v € Lip(R") N BUC(IR") be a (6 /2)-approximate corrector to (5.12), that is,
— 0 — 0 -
H(p)—5 =H(,p+Dv(y))<H(p)+7  inR-

It is clear that ||DV|| e (gey < C, v is differentiable and solves the above a.e. in R". As usual,
we smooth v up by using the convolution trick. Take 7 to be the standard mollifier, that is,

n € C°(R", [0, 00)), supp(n) € B(0,1), f n(x)dx =1.
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For ¢ > 0, denote by n,(x) = e () for all x € R". Set

vi(x)=(n,*xv)(x) =f

Rn

N(x—yv(y)dy = f n.(x—y)(y)dy forx €R"

B(x,¢)

Then v¢ € C*°(R")NBUC (R"), and v* — v uniformly in R" as ¢ — 0. For every fixed x € R",
we compute that

ﬁ(p)+%zj H(x—y,p+Dv(x—y))n.(y) dy

Rn

> f (B, p+ Dv(x =) - () 0.3 d
B(0,¢)

= f H(x,p +Dv(x — y))m(y) dy —w(e)
B(0,¢)

>H (XJ (p+Dv(x—y))n.(y) dJ’) —w(e) =H(x,p +Dv*(x)) — w(e).
B(0,¢)

Thus, v* satisfies

sup H(x,p + Dvé(x)) < H(p) + % + w(e).

x€R"

Pick £ > 0 sufficiently small so that w(e) < % to conclude.

Here is an immediate consequence of the inf-sup formula above.

Corollary 5.16. Assume that H satisfies (5.3) and (5.4). Assume further that p — H(y, p) is
convex for every y € R". Then, for each p € R",

H(p)= inf{ceR : v €Lip(RY)NBUC(R") : H(y,p +Dv(y)) <c ae. in R"}. (5.23)
By using the above corollary, we deduce that H is also convex.

Theorem 5.17 (Convexity of H). Assume that H Eltisﬁes (5.3) and (5.4). Assume further
that p — H(y, p) is convex for every y € R". Then, H is convex.

Another immediate consequence of the inf-sup formula is as following.
Corollary 5.18. Assume that H satisfies (5.3) and (5.4). Assume further that p — H(y,p) is

convex and even for every y € R". Then, H is also even.

5.3 Problems

Exercise 50. Give another example of a Hamiltonian H satisfying (5.3) and (5.4) so that
(5.13) does not admit a sublinear solution for some p € R".

Exercise 51. Give a detailed proof of Theorem 5.14.

Exercise 52. Give a quick proof of Theorem 5.17.
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6 References

1. Almost periodic homogenization for Hamilton-Jacobi equations was studied first by
Ishii [84].

2. The result on nonexistence of sublinear correctors was pointed out by Lions and
Souganidis [104].

3. So far, there has not been any quantitative result on the rate of convergence of u® to u
in this almost periodic setting. Besides, deeper properties of H are not yet explored.
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CHAPTER 6

First-order convex Hamilton—Jacobi
equations in a torus

In this chapter, we revisit first-order convex Hamilton—Jacobi equations in the flat n-dimensional
torus T". We always assume that the Hamiltonian H = H(y,p) € C(T" x R"), and

lim (minH(y,p)) = +400,

lpl—>oo \ ye

p— H(y,p) is convex for all y € T".

(6.1)

Later on, further assumptions on the smoothness of H and uniform convexity of H will
be put based on topics that we deal with. Our aim here is to study further properties of
solutions to the discount problems and the cell problems.

1 New representation formulas for solutions of the
discount problems

Fix A > 0. The focus of this section is the following discount problem
MW+ H(y,Dv*)=0 in T". (6.2)

Of course, this equation has been one of the central objects of all previous chapters. In light
of (6.1), (6.2) has a unique Lipschitz solution v* € Lip (T™). Let us recall some estimates on
v*. First, the comparison principle gives

—max |H(y,0)| < Av* <max|H(y,0)|.
YET" YET"

Then, the coercivity of H infers the existence of C > 0 independent of A > 0 such that
||DVA||L00(Tn) S C.

Besides, if H is superlinear in p, that is,

H
lim (minM)=+oo,
|p|—oo \ yeT" |p|
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then v* has an optimal control formula based on the Lagrangian L = L(y,v), the Legendre
transform of H. For y € T",

vA(y) =inf{f e ML(y(s),—v'(s))ds : y € AC([0,00),T"), ¥(0) =y}-
0

We here aim at getting another representation formula for v* based on a duality method.
We will compare the two formulas later.

1.1 Reduction to optimal control with a compact control set

Before stating the formula for v*, let us do some reductions/simplifications first. From the
a priori estimates on v*, information of H(y,p) for |p| > C does not matter. Let us now
provide a modification of H as following.

Pick two constants h,, h; € R such that h, < h; and

H(y,p) > h, for all (y,p) € T" x R",
H(y,p) <h, for all (y,p) € T" x B(0,C + 1).

Denote by H, : R" — R such that
Hy(p) = ho+ (hy —ho)(Ip|=C)  forp €R".

It is clear that H,(p) < h, for |p| < C, and Hy(p) > h; for [p| > C +1. Set H : T* x R" - R
as
max{H(y,p),Ho(p)} foryeT"|p|<C+1,

H(y,p) =
(:p) {Ho(P) fory e T, |p| > C + 1.

Then, H is continuous, convex in p, and H(y,p) = H(y, p) for |p| < C. This means that we
can replace H by H in the study of (6.2) without changing anything. The key point of using
H is that it has a linear growth rate in p as |p| — co. More precisely, for h = h; —h, > 0,
we are able to write

A(y,p)= max (p-v—IL(y,v))  forall(y,p) €T" xR, (6.3)

where L is continuous on T" x B, and is given by

L(y,v) = sup (p-v—I:I(y,p)) for all (y,v) € T" x B,

pER!

The point of (6.3) is that we are now in the situation of optimal control with compact control
set By, which is convenient to use. Without loss of generality, we now assume H also has
this form, that is,

H(y,p)= max (p-v—L(y,v)) for all (y,p) € T" x R", (6.4)

where L € C(T" x By).
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1.2 New representation formula

By the reduction step, we may assume H satisfies (6.3) for L € C(T" x B,,) for some fixed
h > 0 as discussed above. For any ¢ € C(T" x B,), we also denote by

H¢(y,p)=r|n|a%<(p-v—q5(y,v)) for all (y,p) € T" x R™.
v|<

Of course, H, satisfies (6.1). Define F, c C(T" x B,) x C(T™) as
F, = {(d),u) € C(T" x B;,) x C(T™) : u solves Au+Hy(y,Du) <0in ’]I‘”}.

Lemma 6.1. For A > 0, the set F, is convex.
For (z,A) € T" x (0, 00), we define the evaluation cone G, , C C(T" x B,) by

Gop ={¢ —Au(z) : (¢,u) € F,}.

Lemma 6.2. For (z,4) € T" x (0,00), G, ; is a convex cone in C(T" x B,,) with vertex at the
origin.

Denote by R the space of Radon measures on T" x By, and P the space of Radon probability
measures on T" x B,. The Riesz representation theorem ensures us that the dual space of
C(T" x By,) identified with R. In this aspect, we write

(u, f) = f _f)duly,v)  for f € C(T" xB,),u € R.
T XxBy,

Let G/ , denote the dual cone of G, ,, that is,

S ,={ueR:(uf)=0 forallfeg,,}.

Let us remark that measures in G/ , are nonnegative measures. Indeed, pick any u € g/ ,.

For every ¢ € C(T" x By,) such that ¢ > 0, we have (¢,0) € F,, and so, (u, ¢) > 0, which
gives us that u is a nonnegative measure.

Here is the new representation formula for v*.

Theorem 6.3. Assume (6.4) for some h > 0 and L € C(T" x Eh). For A > 0, let v* be the
unique solution to (6.2). Then, for z € T",

v} (z) = min J Ly, v)du(y,v). (6.5)
T x By,

uePn A

Let us now proceed to prove the preparatory lemmas and this theorem. After our prepara-
tions in previous chapter, Lemmas 6.1 and 6.2 are not so hard to prove. Nevertheless, let us
give complete proofs here.

Proof of Lemma 6.1. Pick (¢q,u;),(¢,,uy) € F. For i = 1,2, as H,, satisfies (6.1), u; is
Lipschitz in T". Moreover, in light of Theorem 2.27, u; € Lip (T") is a viscosity solution to

Au; +Hy (y,Du;) <0 in T"

169



if and only if u; € Lip(T") is an a.e. solution to the above. Thus, for a.e. y € T".

1 2 Du, Du,
LU (y);-u(y)JrH%iZ(% u(y)sz u(y))

u;(y) +uy(y) " max(Dul(y) + Du,(y) y— $1(y,v)+ ¢2(}’:V))
2 [v|<h 2 2

=A

< 2 (@) + a0 () v = 9,01+ a0 + max(Du )y = ) <0,

$1 +¢2 uj+uy

3 ) € ¥,, which means that F, is convex. The proof is complete. ]

Hence, (

Next, we show that §, , is a convex cone with vertex at the origin.

Proof of Lemma 6.2. First of all, it is clear that G, , is a convex set in C(T" x B)) as F, is
convex by Lemma 6.1.

Next, as (0,0) € F,, we infer that 0 € G, ;. Finally, we need to show that G, , is a cone.
Pick any (¢,u) € F,. It is not hard to see that s(¢,u) € F, as well for any s > 0. Thus, if
¢ —Au(z) € G, 5, thens(¢ —Au(z)) € G, , for all s > 0. The proof is done. O

The convex cone structure of G, , is extremely important for us to use later on. We are now
ready to prove our main result in this section.

Proof of Theorem 6.3. Firstly, as v* is the solution to (6.2), (L,v*) € F,. In particular, L —
MWi(z) e G, 1. By the definition of the dual cone g/ ,,

(u, L —2Av*(2)) >0 forallueg,,,

which gives

pePN 92}\

AHz) < min f L(y,v)du(y,v).
TnxBj,

To conclude, we need to obtain the converse inequality. We prove this by contradiction.
Assume otherwise that there exists € > 0 such that

uEPNS,

A (2)+ e < min J ~ L(y,v)du(y,v). (6.6)
T x By,

Since G, , is a convex cone with vertex at the origin, we deduce that

0 ifuePng
inf (u,f)=10 BTN
f€S, 5 —00 1fu€ﬂ>\9;,l.

Accordingly,
inf (u,1) = inf (. ) ~ inf (u.f) )
Meg)ﬂg;’l ,U,E fE z,A
= inf sup (u,L— f).
,uEfPfeg 2

Observe that P is a compact convex subset of R with topology of weak convergence of
measures, and G, ; is a convex subset of C(T" x B;,). Our functional u — (u,L — f) is
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continuous and linear on R with topology of weak convergence of measures for any fixed
f € C(T"xBy), and f — (u, L—f) is continuous and affine on C(T" x B,) for any u € R. By
Sion’s minimax theorem, we are able to interchange the order of infimum and supremum
in the above, that is,

inf sup (u,L — f) = sup inf(u,L— f).
HeP e, €90 MY

See Appendix for a proof of Sion’s minimax theorem. Combine this with (6.6) to imply that
W) +e < inﬂf)(,u, L—¢ + Au(z))
ue

for some (¢, u) € F,. Since the Dirac delta measure 6, ,, € P for each (y,v) € T" x B,, we
deduce further that

M) +e < L(y,v)—¢(y,v) + Au(z) for all (y,v) € T" x B,
Thus, for all (y,p) € T" x R",

H(y,p)=sup(p-v—L(y,v)) <sup(p-v—9¢(y,v)) + Au—v*)(z)—¢

v|<h v|<h
=Hy(y,p) + Mu— v )(2)—e.
In particular, we infer that v* solves
Av’l+H¢(y,Dvl)+7k(u—vl)(z)—82 0 in T".
In other words, w = v* + (u—v*)(2) — /A is a supersolution to
Aw+Hy(y,Dw) =0 in T".

As u is a subsolution to the above, the comparison principle gives that w > u. At z, w(z) >
u(z) implies —e /A > 0, which is absurd. Therefore,

MGTPDSL’A

Av(z) = min f L(y,v)du(y,v).
TrxBy

]

Remark 6.4. It is now time to compare this newly obtained formula with the classical op-
timal control formula. Each one has its own advantages.

On the one hand, the optimal control formula allows us to go further to investigate the opti-
mal paths, which minimize the action functional. But as we deal with pathsin AC ([0, 00), T"),
we need to be careful with issues related to compactness and stability of these curves. Note

further that as -
J Ae Mds=1,
0

f /le‘“L(Y(s),—Y’(S))ds=J L(y,v)du,(y,v)

TrxRn?

we are able to write
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for a corresponding probability measure u, € P.

On the other hand, the new formula (6.7) deals with minimizing the action functional
against probability measures in the convex cone 9;’1, which does not give any understand-
ing of the optimal paths. But as P is a compact convex subset of R with topology of weak
convergence of measures, it is quite convenient to be used when studying compactness and
stability problems. We will see this aspect in the next section.

2 New representation formula for the effective
Hamiltonian and applications

2.1 New representation formula for H(0)

We are still interested in studying (6.2). As usual, we assume (6.1). By the reduction step,
we may assume that (6.4) holds true.

Let v* € Lip (T™) be the unique solution to (6.2), that is,
A* +H(y,Dv*) =0 in T".
By Corollary 4.5 (or Lemma 4.52), we know that Av* — —H(0), and furthermore,
AV + H(O)|| oo zmy < CA,

for some constant C > 0 independent of A > 0. Let us now give a new representation
formula for H(0) based on the duality method in the previous section.

As it turns out, most of the frameworks in the previous section can be repeated for A = 0.
Define &, c C(T" x B;,) x C(T") as

Fo={(¢,u) € C(T" x B;) x C(T") : u solves Hy(y,Du) < 0in T"}.
Then, define the cone G, c C(T" x B;,) by
Go=1{¢ : (¢,u) € Fp}.
The following result is quite straightforward, and we omit its proof.

Lemma 6.5. The set F, is convex. Besides, G, is a convex cone in C(T" x By) with vertex at
the origin.

Let 96 denote the dual cone of G, that is,

So={u€R:(u,f)=0 forall feGy}.

By using a same argument as in the previous section, we get that §; contains only nonneg-
ative measures. Here is the new representation formula for H(0).

Theorem 6.6. Assume (6.4) for some h > 0 and L € C(T" x Eh). Then,

min J L(y,v)du(y,v) =—H(0). (6.7)
T”xgﬁ

uePng,
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The proof of this is quite similar to that of Theorem 6.3. Let us sketch it here.

Proof. Firstly, let w € Lip (T") be a solution to the cell problem
H(y,Dw) = H(0) in T". (6.8)

Then, (L +H(0),w) € F,, and L + H(0) € §,. By the definition of the dual cone G,

—H(0) < min J L(y,v)du(y,v).

“6?096

We now prove the converse inequality to conclude by contradiction. Assume otherwise that
there exists ¢ > 0 such that

—H(0)+ ¢ < min f L(y,v)du(y,v). (6.9)
0JTnxB

uePNG/

Since G, is a convex cone with vertex at the origin, we deduce that

inf (u, f) =

0 ifuePngl,
€S

—oo ifueP\g.

Accordingly,

inf (4, L) = 1nf(<u,L>—finf<u,f))

pePngg ueP
= inf sup(u, L — f).

ueP feS%

We again apply Sion’s minimax theorem to interchange the order of infimum and supremum
in the above

inf sup{p, L — ) = sup inf(u, L — f).

HEP feg, feGo M
Combine this with (6.9) to imply that

—H(0)+ ¢ < inf(u,L — ¢)
ueP
for some (¢, u) € F,. Since the Dirac delta measure 6, ,y € P for each (y,v) € T" x B, we
deduce further that
—H)+¢e < L(y,v)—¢(y,v) for all (y,v) € T" x By,.

Thus, for all (y,p) € T" x R",

H(y,p) =sup(p-v—L(y,v)) < sup(p-v—¢(y,v)) —&e =H,(y,p) —¢.

vI<h vI<h
In particular, we infer that

Hy(y,Dw)>e>0>H,(y,Du)  inT"
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By the usual trick of adding a small monotone term, we use the comparison principle to
imply that w > u. By the same steps, we obtain as well that w—C > u for any C > 0, which
gives a contradiction. Hence,

min f L(y,v)du(y,v) = —H(0).
T“xﬁﬁ

M6T096
O
We show that measures in G has a further nice property.
Proposition 6.7. Let u € G;. Then,
J v-DY(y)du(y,v) =0 for all ¢ € C*(T™). (6.10)
Tn XEh

Proof. Fix ¢ € C*(T"). Let ¢(y,v) = v-Dy(y) for (y,v) € T" x B,, then it is clear that
(¢,y) € F,. Itis also clear that (—¢,—) € F, as well. Therefore, £¢ € G, and

(u,£¢) =0,
which gives us the conclusion. O

We will see later on that (6.10) essentially says that u is a holonomic measure. Next we
show that we have stability of measures in the cones 9; , as A—0.

Lemma 6.8. Fixz € T". Let {A;} C (0,00) be a sequence convergent to 0. For each j € N,

pick u; € G, , . Assume that u; — u weakly in the sense of measures for some u € R. Then,
g

u € G,

Proof. Pick any (¢,u) € Fy. Then, (¢ + A;ju,u) € 3”%,, which means that

(uj, @ +A;(w—u(z))) = 0.
Thus,
(u, p) = jlirgo(uj, ¢) = jlirgo Aj{uj,u(z) —u) = 0.

Hence, u € Gj,. O

2.2 Applications

We now use the new representation formulas obtained above to study the vanishing discount
problem, that is, the asymptotic behavior of v* as A — 0. As noted much earlier (see
for example Remark 4.4), in general, for fixed x, € T", we only have that there exists a
subsequence {A;} — 0 such that

Vi —vri(x,) = w uniformly in T",

and w is a solution to the cell problem (6.8). As (6.8) often has many solutions as discussed
in Chapter 4, it is not clear whether we have the convergence of the whole family v*—v*(x,)
as A — 0 or not. This is called a selection problem.

We show that we do have convergence of the whole family of v* (after appropriate normal-
izations) in the convex setting.
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Theorem 6.9. Assume (6.1). For A > 0, let v* € Lip(T") be the unique solution to (6.2).
Then, the family {vA + 7L_1H(0)}l>0 is convergent in C(T") as A — O.

Proof. By subtracting to a constant from H, we assume first without loss of generality that
H(0) = 0. Again, by the reduction step earlier, we may assume further that H satisfies (6.4)
for some h > 0 and L € C(T" x By,).

Since H(0) = 0, we have that
”vA”L‘x’(’JI‘”) + ”DVA”LOO(W) <C.

Let U be the set of accumulation points in C(T™), as A — 0, of {v*},-,. Obviously, U # @.
To complete our theorem, we need to show that U is a singleton. Pick any u, w € U. We aim
at showing that u(z) > w(z) for each z € T". There exist {A4;} — 0 and {6} — 0 such that
vY — u and v — win C(T") as j — oco. By Theorem 6.3, we are able to find a sequence

of measures {u;} C P such that, for j €N, u; € Pn 9;’%, and

Ajv%(z)=f L(y,v)du,(y,v) = min f LGy, v)duly,v).
TnxB, PN, T"xBy,

We may assume by passing to a subsequence of {u;} that u; — u weakly in the sense of
measures for some u € P. By Lemma 6.8, u € §;. Let j — 0o in the above to obtain

%

0=J L(y,v)duly,v) = min,J L(y,v)du(y,v).
TnxB), ne? T"xBy,

Next, we combine (L — & jv51‘, v®) e F,and (L + Aw,w) € "J”Aj with the above identities to
yield
0< (nu‘J L— 6]'1}51) = _61<;u', v6j>:

and
0<(u,L+Aw—2Aw(z))= Aj(v’lf(z) —w(2)) + A (u;, w).

Therefore,
(w,v%) <0 and v (z)—w(z)+ {(uj,w) = 0.

Let j — oo to deduce further that
(u,w) <0 and u(z)—w(z)+ (u,w) =0,

which implies u(z) > w(z). The proof is complete. O

In fact, we are able to characterize the limit of v* + A7'H(0) as A — 0 as well. We provide
here another version of Theorem 6.9 with this characterization, which might be helpful for
further analysis later. Denote by M, the set of all measures u € P N G such that

J ~ L(y,v)du(y,v) =—H(0).
TnXxBy,

We say that M, is the set of minimizing measures corresponding to the cell problem (6.8).
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Theorem 6.10. Assume (6_.1). For A > 0, let v* € Lip(T") be the unique solution to (6.2).
Then, the family {vA + 7L_1H(0)}l>0 is convergent in C(T™) as A — 0 to v°, where

V0 =supv.
vel

Here, € denotes the family of subsolutions v to the cell problem (6.8) such that

(u,v) <0 for all u € M,.

It is quite interesting to notice that although v° is a subsolution to (6.8) by stability of
viscosity solutions, it is not clear at all from the definition whether v° is a solution to (6.8)
or not. This nice and subtle point is included the the proof of this theorem, which shares a
same philosophy as that of Theorem 6.9. We give a complete proof of Theorem 6.10 here
as we believe that it gives another viewpoint of this vanishing discount problem.

Proof. By subtracting to a constant from H, we assume first without loss of generality that
H(0) = 0. Again, by the reduction step earlier, we may assume further that H satisfies (6.4)
for some h > 0 and L € C(T" x By,).

Since H(0) = 0, we have that
”vA”LOO(’]I‘”) + ||DVA||L00(Tn) S C

Let U be the set of accumulation points in C(T"), as A — 0, of {v*},.,. Obviously, U # §.

We aim at showing that U = {v°} to conclude.

Pick any u € U. There exist {A;} — 0 such that vY — u. We first show that u < v°. Indeed,

(L—AvY,v*) € F, for all j € N. For every u € M,, we use the definition of M, to imply
0< (.U’: L— A'jv%) = _)('j<‘u‘> vlj>'

Thus, (u,v*) < 0. Let j — oo to get that (u,u) < 0 for all u € M,. Therefore, u < v°.

Next, we show that u > v° by showing that u > v for any v € €. Fix z € T". By Theorem

6.3, we are able to find a sequence of measures {u;} C P such that, for j €N, u; € Pn 9;’%_,

and

Z,A

Ajv’li(z) = J L(y,v)du;(y,v)= min J L(y,v)du(y,v).
TnXEh ME:P T"XEh

We may assume by passing to a subsequence of {u;} that u; — u, weakly in the sense of
measures for some u, € P. By Lemma 6.8, u, € ;. Let j — oo in the above to obtain

0=f L(y,v)duo(y,v) = min,J L(y,v)du(y,v).
TnxB, TnxB),

uefPﬂSO
Thus, uy € M,. Next, we combine (L +A;v,v) €F », with the above identities to yield
0<(uj,L+A;y—2;v(z)) = Aj(v’lf(z) —v(2)+ A {u;,v).

Therefore,
vi(z) —v(z) + (u;,v) > 0.
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Let j — oo to deduce further that

u(z) = v(z) = (o, v) = v(2).

We use the fact that (uy,v) < 0 in the last inequality above as v € € and u, € M,. Thus,
u > v for any v € €, which gives further that u > v°. The proof is complete. ]

Although Theorem 6.9 and Theorem 6.10 give the same convergence result, they are quite
different their approaches and each has its own advantages. In particular, the proof of
Theorem 6.9 is simpler in a way, and there is no need of using the minimizing measures
M,. The proof of Theorem 6.10 is a bit more complicated (and seemingly ad hoc), but it
gives a nice characterization of the limit v°. In practice, depending on the situations, one
can be flexible in using either one of these two theorems.

2.3 Problems

Exercise 53. Formulate and give a proof for an analogous result to Theorem 6.9 (or Theorem
6.10) for the family {v* —v*(0)},_, in place of {v* + A"'H(0)},__.

3 Cell problems, backward characteristics, and
applications

We recall the cell problems of interests here. For each p € R", let v € Lip (T") be a viscosity
solution to the cell problem (4.10), that is,

H(y,p+Dv(y)) =H(p) in T". (6.11)
Whenever needed, we write v = v, or v = v(-, p) to demonstrate clear dependence on p.
We aim at studying backward characteristics of solutions to (6.11).

In this section, we assume a stronger condition that

{H € C2(T" x R"), 612)

there exists 6 > 0 such that 61, < D;pH(y,p) <071 forall (y,p) € T" x R".

Here, I, is the identity matrix of size n. We say that H is C* and is uniformly convex in p.
Let L = L(y,v) be the usual Lagrangian. Then, L € C*(T" x R") and L is also uniformly
convex in v.

3.1 Backward characteristics

Here is our result on backward characteristics.

Theorem 6.11. Assume (6.12). For a fixed p € R", let v € Lip (T") be a solution to (6.11).
Then, for every x € T", there exists a C' curve £ : (—00,0] — R" such that £(0) = x, and
t

p-&(t) +v(E(t))—p - &E(ty) —v(E(ty)) = f (L(ED), &) +H(p)) dt (6.13)

ty
forall t, < t; <0.

We say that & is a backward characteristic of v starting from x.

177



Proof. For simplicity of notions, let us assume p = 0.

We consider the following Cauchy problem

u,+H(y,Du) =0 in R" x (0, 00),
u(y,0) =v(y) on R".

The unique solution to the above is u(y, t) = v(y) —H(0)t for (y,t) € R" x [0, 00).

We construct § by on [—k, —k + 1] iteratively for k € N as following. Of course, we are given
that £(0) = x. For k € N, by the optimal control formula,

1

u(E(=k+1),1) = inf{f

0

L(r(s),v'(s))ds +v(y(0)) : y € AC([0,1],R"), y(1) = &(—k + 1)}-

Since L is C? and is uniformly convex in v, there exists a C! minimizer n € C*([0,1],R")
with (1) = £(—k+1) to the above. See Appendix for a detailed proof of this point. Denote

by
E(—k+s)=mn(s) forse[0,1].

By this iteration, we get that £ is defined on (—00,0], £(0) = x. It is clear that £ is C!, and
1€’ oo (00,07 < C. Furthermore, by the Dynamic Programming Principle,

1
v(E(=k+1)—H(0) = J LE(P),E'(r)dr+v(E(—k+s))—H(0)s forallk eN,se[0,1].

Thus, forall t, < t; <0,

t

v(&(t,)) —v(E(ty)) = f (L&), () +H(0)) dt.

ty

3.2 Problems

Exercise 54. Give another proof of Theorem 6.11 by constructing optimal paths &, : [—k,0] —
R" with £,(0) = x to the Cauchy problem for k € N. Then, use compactness of {§,} and a
diagonal argument to pass to the limit to get a backward characteristic.

3.3 Large time average of backward characteristics

We are now concerned with the behavior of @ as t = —oo, where & is a backward char-
acteristic of v, solution to (6.11).

Theorem 6.12. Assume (6.12). For a fixed p € R", let v € Lip(T") be a solution to (6.11).
Fix x € T", and let & be a backward characteristic of v starting from x. Then, there exist a
subsequence {t;} — —o0 and a vector q € D”H(p) such that

T E(ty)
im

=qe€ D H(p).
Am = =4 (p)
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We need to do some preparations before proving this theorem. But let us give a quick
comment first. As H satisfies (6.12), we have that H is convex and coercive. Therefore, for
each p € R", D"H(p) # . Of course, if H is differentiable at p, then D~H(p) = {DH(p)},
and we have the following direct consequence of the above theorem.

Corollary 6.13. Assume (6.12). For a fixed p € R", let v € Lip(T") be a solution to (6.11).
Assume further that H is differentiable at p. Fix x € T", and let £ be a backward characteristic
of v starting from x. Then,

£(t)

t——00

The following is an important lemma toward proving Theorem 6.12.

Lemma 6.14. Assume (6.12). For a fixed p € R", let v € Lip (T") be a solution to (6.11). Let
y : (—00,0] — R" be an arbitrary Lipschitz curve. Then, for every T > 0,

f (LOr(0),y' () +H(p)) dt = p- (y(0) = y(=T)) +v(y(0)) = v(y(~T)).

=T
Heuristically, if everything is smooth, then this result is not hard to prove. Indeed,
0

f (L(Y(t),Y’(t))+ﬁ(p))dt=J (L), v () +H (), p + Dv(y (1) dt

=T =T
0
> J r'(0)-(p+Dv(y(t)))dt =p- (y(0) = y(=T)) + v(y(0)) — v(y(=T)).
-T
Of course, as v is only Lipschitz, we need to be careful. As usual, to overcome this difficulty,
we perform a convolution trick to smooth v up.

Proof. Take 7 to be the standard mollifier, that is,
n€ C>(R",[0,00)),  supp(n) C B(0,1), f n(x)dx =1.
Rn

For £ > 0, denote by n,.(x) =¢™n (f) for all x € R". Set

vi(x)=(n.*v)(x) = f

RH

N(x—yv(y)dy = f n.(x—y)W(y)dy forx €R"

B(x,¢)
Then v¢ € C*°(T"), and v¢ — v uniformly in T" as € — 0. As H € C*(T" x R"), by repeating
the proof of Theorem 2.27, we infer that v* satisfies

H(y,p+Dv:(y)) <H(p)+Ce in T".

We can now perform a similar computation as the heuristic one above
0

0
J (L(Y(f),Y/(t))‘Fﬁ(P))dl’Zf (L(y(0), v'(e) + H(y(t),p + Dv(y(t))—Ce) dt

=T -T

0
> —CTe +f Y'(t)-(p+Dve(y(t))dt

= —CTe+p-(1(0) = y(=T)) + v:(r(0)) — v (y(=T)).

Let ¢ — 0 in the above to conclude. O

179



Remark 6.15. In fact, Lemma 6.14 holds if we only require that v € Lip (T") to be a subso-
lution to (6.11) instead of a solution. This can be seen directly from the proof above as we
only use the subsolution property.

We utilize the above lemma to prove Theorem 6.12.

Proof of Theorem 6.12. To make it clear, we write v, to denote a solution to (6.11).
As & is a backward characteristic of v = v, starting from x, for every t <0,

0

p-(8(0) = &(1)) +v,(E(0)) — v, (&E(1)) = J (L(&(5),€'(s)) +H(p)) ds.

t

On the other hand, for any p € R", let v; € Lip (T") be a solution to the corresponding cell
problem with ming. v; = 0. Lemma 6.14 gives that

0

B~ (8(0) = &(1)) +v5(E(0)) —v5(E(0)) < J (L(E(), &' (s +H(P)) ds

t

Thus, for p € B(p, 1),

T(sy_ T N E(t)—&(0) C

H(p)—H(p)Z(p—p)-f—m- (6.14)
Besides, the fact that ||’]| ,eo((—c0 07y < C implies

'w <C forall t <O.
Therefore, there exists a sequence {t,} — —oo such that %") — q € R" as k — oo with
|g] < C. Plug this into (6.14) to yield
H(p)—H(p) = (p—p)-q  forallpeB(p,1),
which means that ¢ € D~H(p).
O

Remark 6.16. Of course, the above proof is a qualitative proof based on a compactness
argument. It is not clear at this moment if H is not differentiable at p, that is, D”"H(p) is not
a singleton, then whether one can find two different sequences {t,} — —oo and {s;} —» —oc0

such that
&) o E(sy)
lim =q, #q, = lim
k—o00 tk k—o00 Sk

or not.

It is surely important to quantify, if possible, the rate of convergence of @ to DH(p) as
t — —o0 in case that H is differentiable at p. In general, this is not a simple question as we
do not have much information about H as discussed earlier in previous chapters.

As H is convex, it is twice differentiable almost everywhere, thanks to Alexandrov’s theo-
rem. It turns out that if H is twice differentiable at p, then we are able to obtain a rate of
convergence O(|t|~/?) of @ to DH(p) as t — —oo. Here is a precise statement.
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Theorem 6.17. Assume (6.12). Fix p € R", and assume H is twice differentiable at this p.
Let v € Lip (T") be a solution to (6.11). Fix x € T", and let & be a backward characteristic of
v starting from x. Then, there exists a constant C = C(p) > 0 depending on H,H, p such that
£(t)

e —DH(p)| <

forall t <O0.

|t|1/2

Proof. This is essentially a quantitative version of Theorem 6.12. It is enough to prove the
result for t < —1. Let

W= w —DH(p).
Recall that we have (6.14), that is, for p € B(p, 1),
H(p)~ () > (6 —p)- S0 S -

Since H is twice differentiable at p, there is a constant C = C(p) > 0 such that, for p €
B(p,1), B B B

H(p) < H(p)+DH(p)- (p—p)+Clp—pl*.
Combine the two inequalities to deduce that, for p € B(p, 1),
E(t)—&(0) = C
SO - DHR) )~ 1

If w = 0, then there is nothing to prove. Else, choose p = p + ltl%,zﬁ to conclude.

Clp—pl2=(—p)- (

Here is an immediate corollary.

Corollary 6.18. Assume (6.12). Fix p € R", and assume H is linear in a neighborhood of p.
Let v € Lip (T") be a solution to (6.11). Fix x € T", and let & be a backward characteristic of
v starting from x. Then, there exists a constant C = C(p) > 0 depending on H,H, p such that
(1)

e —DH(p)

S% forallt <O0.

Proof. It is enough to prove the result for t < —1. Let

HO=E0) e,

Again, for p € B(p, 1),
ED—E0) ©

H(p)—H(p)=(p—p)- - T

Since H is linear in a neighborhood of p, we can find r € (0, 1) so that, for p € B(p, 1),
H(p)—H(p) = DH(p) - (p —p).
Combine the two above to infer that, for p € B(p,r),

g>(p_p).(§(t);§(0)

el

~DH()).

If w = 0, then there is nothing to prove. Otherwise, pick p = p + rﬁ to finish the proof.
O
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4 Optimal rate of convergence in periodic
homogenization theory

We now apply what we just developed to study the rate of convergence problem in periodic
homogenization theory under an additional assumption that H is convex in p. It is enough
to assume (6.1) here. Nevertheless, for simplicity, we assume that H satisfies (6.12) in this
section. Let us recall quickly the homogenization problem.

For each € > 0, we study

(6.15)

uf(x,t)+H (f,Duf(x, t)) =0 in R" x (0, 00),
u®(x,0) =uy(x) on R".

We often assume that the initial data u, € BUC(RR") N Lip (R") unless otherwise specified.
Our goal is to let ¢ — 0+ and quantify the rate of convergence of u® to u, which solves a
(simpler) effective equation

(6.16)

u,+H(Du) =0 in R" x (0, 00),
u(x,0) = uy(x) on R".

4.1 The general case

Here is the main result of this section.

Theorem 6.19. Assume (6.12) and u, € BUC (R")NLip (R"). For &€ > 0, let u® be the viscosity
solution to (6.15). Let u be the viscosity solution to (6.16). Then, there exists a constant C > 0
dependent only on H and ||Dug|| e gy such that the following claims hold.

(i) The lower bound is always optimal, that is,

u®(x,t) > u(x,t)—Ce for all (x,t) € R" x [0, 00). (6.17)

(ii) For fixed (x,t) € R" x (0, 00), if u is differentiable at (x,t) and H is twice differentiable
at p = Du(x, t), then
u®(x,t) <u(x, t)+Cp1/E+ Ce. (6.18)

Here C, > 0 is a constant depending on H,H,p and | Dug|| oo (-

If we further assume that the initial data u, € C*(R") with [[ug||c2gny < 00, then
u®(x,t) <u(x, t)+5pt£+C£. (6.19)
Here 5p is a constant depending on H,H, p and ||u, |l c2(zny.

It is worth noting that if u, € C*(R™) with ||u|| c2rn < 09, then the upper bound in the
theorem is only conditionally optimal. As u is Lipschitz in (x, t), it is differentiable almost
everywhere. Also H is twice differentiable almost everywhere because of the convexity of
H. It is therefore natural to require that u is differentiable or H is twice differentiable at a
particular point. However, it is quite restrictive if we require that u is differentiable at (x, t),
and H is twice differentiable at exactly p = Du(x, t).

Before presenting a proof of the above theorem, let us recall various important facts that
we need in the following.

182



4.1.1 Preparations

By the comparison principle, it is straightforward that

”ui”Loo(lR"x[O,oo)) + ”DugllL"o(R”x[O,oo)) < CO‘

Here C, > 0 is a constant depending only on H and ||Duy||co(gn). Same bound holds for u.
By (6.12), we can make 6 > 0 smaller if needed to have

0 1
ElpIZ—KOSH(y,p)SEIpIZwLKO for all (y,p) € T" x R", (6.20)
for some K, > 1. Then, we also have that
0 2 Fag 1 2 n
Elpl —KOSH(p)S%IpI + K, for all p € R". (6.21)

We use (6.20) and (6.21) to get that, for each v, € Lip (T") solving (6.11),
”Dvp“L‘x’(T“) < C(lp| + Ko).

In particular,
quf'?}xvp_nq}%nvp < Cv/n(lp| +K,) = C(Ip| + Ky). (6.22)

Let L(y,v) and L(v) be the Lagrangians (Legendre transforms) of the Hamiltonians H(y, p)
and H(p), respectively. It is clear that

0 1
Elvl2 —Ky < L(y,v) < %Ivl2 +K, forall(y,v)eT"xR", (6.23)

and 0 .
§|V|2 —K,<L(v) < Elvl2 +K, forallgeR"

For (x,t) € R" x (0, 00), the optimal control formula for the solution to (6.15) implies

ut(x,t) = inf u (em(—e7't)) +e¢
8'[](0):)( —e 1t
neAC([—e1¢,0])

0

L(n(s),n'(s)) dS} : (6.24)

4.1.2 Proof of Theorem 6.19

We divide the proof into two parts. We first derive the lower bound (6.17), which is of
course optimal.

Proof of optimal lower bound (6.17). To get this, we only need u, € BUC(R") N Lip (R").

By scaling and translation, it suffices to prove that (6.17) holds for (x,t) = (0,1). In other
words, we aim at showing
u®(0,1)—u(0,1) > —Ce. (6.25)

Without loss of generality, we may assume that u,(0) = 0 by considering i, = uy, — uy(0).
Hence, the Lipschitz of u, gives

lup(x)| < Clx| for all x € R". (6.26)
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The optimal control formula (6.24) gives us that

1(0)=0
neAC([—e1,0])

0
uf(0,1) = inf {uo (en (—8_1))+8J L(n(t),n’(t))dt}.

—e1

Due to (6.23) and Jensen’s inequality,

° " (G 0
SJ L(n(e),n'(0))dt = eJ (9 1 5 —Ko) dt > E82|n(—e—1)|2—1r<0.

—e1

—&—

Combine this with (6.26) to imply that there exists C > 0 such that minimization in the
formula of u°(0, 1) happens when ¢ |n(—€_1)| < C, that is,

0
u®(0,1) = (iOI)lfO {uo (8’)’) (—8_1)) +£J L(n(t),n’(t))dt}. (6.27)
n)=u, _eg1
e[n(—e"h|=c
Clearly, there exists C; > 0 such that for any |v| < C,
L(v)=sup{p-v—H(p)} = sup {p-v—H(p)}. (6.28)
peER™ Ip|<Cy

This is important as it means that we only need to deal with |p| < C;. For p € R", let
v, € Lip(T") be a viscosity solution to (6.11) such that v,(0) = 0. Then for any Lipschitz
continuous curve 1 : [—&e1,0] —» R", Lemma 6.14 gives

0
J (L@, ' () +HP)) dt = p-1(0)—p -1 (=) +v,(n(0) —v, (n(=7")).

—e1

Therefore, if we assume further that n(0) = 0 and ¢ |’i’)(—8_1)| < C, then we are able to
combine the above with (6.22) and (6.28) to yield

EJ (L(n(t),n'(t))dt = sup {p . (—sn (—8_1)) —H(p)+ ev,(0) —ev, (n (—8_1))}

—e—1 pER™

> sup {p-(—en(=e)) —H() +v,(0) —ev, (n(~¢7))}
pl<Cy
> f(—sn (—8_1)) —Ce.
Plug this into (6.27) to imply

u?(0,1)>  inf  {uo(en(—e))+L(—en(—))}—Ce

n(0)=0,
8|7)(—8_1)|SC
> i L(—y)} —
> inf {uy(y)+L(=y)} —Ce
=u(0,1)—Ce.
The last equality in the above holds thanks to the Hopf-Lax formula for u. ]

We now proceed to prove upper bounds (6.18) and (6.19). Again, this is just a conditionally
optimal upper bound. The following lemma is a key step toward proving (6.18) and (6.19).
Once it is proved, we can combine it with Theorem 6.17 to conclude right away:.
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Lemma 6.20. Fix (x,t) € R" x (0,00). Assume that u is differentiable at (x,t) and H is
differentiable at p for p = Du(x, t). Suppose that there exist a viscosity solution v, € Lip (T")
of (6.11) and a backward characteristic £ : (—00,0] — R" of v, such that, for some given
C,>0and a €(0,1],

_ _ C
M—DH(p) Sﬁ forall s < 0.
s s|e
Then
u(x,t) <u(x,t)+CC,t' "+ Ce. (6.29)

If we further assume that the initial data uy € C*(R™) with M = ||D*ug||¢gny < 00, then the
above bound can be improved to

u(x,t) <ulx,t)+ MCjtz(l_“)eza + Ce. (6.30)

Proof. Note that ||Dul[}eo(gax[o,00)) < [IDUgl| oo (gny- It suffices to prove the above for (x, t) =
(0, t). By the Hopf-Lax formula,

— i T(_41

u(0, £) = min {uo(y) + tL(—t7y)}

= uo(¥o) + tL(—t " y,)
for some y, € R". Then p = Du(0,t) € dL(—t"'y,). The Legendre transform also tells us
that —t 'y, = DH(p), and

tL(=t""yo) =Y, p — tH(p).

Let v, and & be the viscosity solution and its backward characteristic from the assumption.
By periodicity, we may assume that £(0) € Y = [0, 1]". By our assumption,

lyo—e&(—e't) +£(0)| < C,t' %",
and hence
lyo—€&(—e't)| < C,t' ™ %* + Ce.
We use the above and optimal control formula of u®(0, t) to compute that

0

u®(0,t) <u®(e&(0),t)+Ce < u, (85 (—s_lt)) + EJ L(&(s),&'(s))ds+ Ce

=u, (85 (—8_1t)) — tﬁ(p) +p- (—85 (—8_1t)) +p-(££(0))

—ev, (5 (—s_lt)) +¢v,(£(0)) + Ce
<uy(yo) + (=) - p—tH(p) + CCptl_aé‘a +Ce
=u(0,t)+ CC,t'“e* + Ce.

Next we prove (6.30). If uy € C*(R"), then p = Du,(y,). Accordingly, we are able to refine
the above calculation as following
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u®(0,t) < u, (85 (—8_1t)) — tﬁ(p) +p- (—85 (—s_lt)) +p-(££(0))
—ev, (E(=&7"t)) +£v,(E(0)) + Ce
<uy(e&(—&7t)) + Duy(yo) - (—e& (—e7't)) — tH(p) + Ce
< () + Do) (—30) + 5 Lyo — eE(— O = H(p) + Ce
< up(yo) +p - (—yo) — tH(p) + MC2t*" e + Ce
=u(0,t) + Mcjtz(l—“)ez‘* + Ce.
O

Since || Du| oo (rux[0,00)) = [[DUg|| 00 rny and u is differentiable a.e. in R" x (0, 00), by Lemma
6.20 and approximations, we have the following corollary.

Corollary 6.21. Assume that H € C'(R"). Assume further that for every |p| < ||Du,|| Loo(Rn)»

there exist a viscosity solution v, € Lip(T") of (6.11) and a backward characteristic & :

(—00,0] = R" of v, such that, for some C > 0 independent of p,

w —DH(p)| < % foralls <O.

Then
u’(x,t) <u(x,t)+Ce forall (x,t) €R" x[0,00). (6.31)
We are now ready to obtain (6.18) and (6.19).

Proof of upper bounds (6.18) and (6.19). Inequalities (6.18) and (6.19) follow immediately
from Lemma 6.20 and Theorem 6.17. O

4.2 The one dimensional setting

In one dimension, we have unconditional optimal convergence rate O(¢) as in the following
theorem.

Theorem 6.22. Let n = 1. Assume (6.12) and u, € BUC(R) NLip(R). For ¢ > 0, let u® be
the viscosity solution to (6.15). Let u be the viscosity solution to (6.16). Then, there exists a
constant C > 0 dependent only on H and ||Duy|| (g such that

|lu® —ull poo(rx[0,00)) < CE. (6.32)
Proof. Thanks to (6.17), the lower bound is always optimal, that is,
u®(x,t) >u(x,t)—Ce for all (x,t) € R x [0, o).
Here, C > 0 dependent only on H and || Du||co(g)-

We now prove the optimal upper bound. In one dimension, H has an explicit formula. In
particular, we have that H € C1(R) (see Exercise 55 or [20]). Thanks to Corollary 6.21 and
Lemma 6.23 right below, we get the desired conclusion.

O
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As discussed above, H € C!(R). We now show that the assumption in Corollary 6.21 holds.

Lemma 6.23. For p € R, let v be a viscosity solution to
H(y,p+v)=H(p) in T.
Then, for every backward characteristic £ : (—oo,0] — R of v, we have

w_m) L frait<o. (6.33)

el
Proof. Fix p € R. There are two cases to be considered.
CASE 1. H(p) = minH. Then E/(p) =0

Let £ be a backward characteristic of v with £(0) = 0. Since £ cannot intersect itself, we
have either £((—00,0]) € [0,00) or £((—o0,0]) C (—oo,0]. Without loss of generality,
we assume that £((—o0,0]) C [0, 00), that is, £ is nonincreasing on (—oo,0]. It is clear
that we utilize much the one dimensional structure here. Note that, & satisfies

g'(t)=D,H(E(t),p +V'(E(1))) forall t <O0.

We claim that
E((—o0,0]) C[0,1). (6.34)

Assume otherwise that (6.34) does not hold. Then £(T) = 1 for some T < 0, and we deduce
also that v € C1(T). By periodicity, E(mT) = m for all m € N. Therefore,

CEO) 1,
lim T—T#O—H(P);

t—>—00

which is a contradiction with our assumption. Thus, (6.34) holds, which means that & is a
bounded orbit. Surely, (6.33) holds true.

CASE 2. H(p) > minH.

Without loss of generality, we assume ﬁ/(p) > 0. Let £ be a backward characteristic of v
with £(0) = 0. Then &((—00,0]) € (—00,0], v € CY}(T) and

g'(t)=D,H(E(t),p+V'(&(1)) >0 for all t <0.

Then, by changing of variables x = £(s), we imply

° g (S) °
e Jt ’ 5(5) L(t) Fl(x) *

where Fy(x) = D,H(x,p +v'(x)) for x € R. Of course, F, is 1-periodic (or we write F; €
C(T)). Accordingly, for t <0,

t 1 (1 E |
= t d
20 EO] )y B0 (1 E(t)) J X
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where E, is an error term satisfying |E,| < 1 thanks to Lemma 6.24 below. Then

o (1 )]
T_UO FL(x) dx)

The proof is complete and we get in addition that
-1
E/(p) = fl ! dx
0 Fl(x) '

Lemma 6.24. Assume that f € C(T,[0,00)) and L > 0 are given. Then

f fdy—LJ fdy

We can view this lemma as a quantitative version of the ergodic theorem for periodic func-
tions in one dimension. It is also not so hard to see that inequality (6.35) is sharp.

B _ 1
el ™ el

1
< f fdy. (6.35)
0

Proof. For a given real number s € R, denote by [s] its integer part. We have

L 1 [L] L 1
dey—LJ fdy J fdy+J fdy—LJ fdy
0 0 0 [L] 0

= ([L]—L)J fdy+J fdy
0 [L]

1 L 1
Smax{(L—[L])f fdy,J fdy}SJ fdy.
0 [L] 0

We use the fact that f > 0 in the last line above. ]

Remark 6.25. It is worth noting that (6.33) is sharp, and |17| is the best possible bound that
we can obtain. This can been seen rather clearly from the proof of Lemma 6.23.

Besides, the proof of Lemma 6.23 gives us another way to obtain some properties of H in
one dimension.

4.3 The two dimensional setting

Here is our main result in two dimensions.

Theorem 6.26. Let n = 2. Assume (6.12) and g € BUC(R?) N Lip (R?). Assume further that
H is positively homogeneous of degree k in p for some k > 1, that is, H(y, Ap) = A*H(y, p) for
all (A, y,p) €[0,00) x T? x R?. Then,

[uf(x,t)—u(x,t)] < Ce  forall (x,t) € R*> x [0, 00). (6.36)

Here C > 0 is a constant depending only on H and ||Dg||co(g2)-
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Of course, when k = 1, H is positively homogeneous of degree 1, which corresponds to a
front propagation problem that has been discussed few times in the book. This is probably
one of the most physically relevant situations in the homogenization theory.

The proof of Theorem 6.26 is rather involved, and is outside of the scope of this book. As a
matter of fact, one needs to use two dimensional Aubry—Mather theory here. We therefore
skip its proof, and refer the readers to Mitake, Tran, Yu [118] for details.

4.4 Problems

Exercise 55. Let n = 1. Assume (6.12). Show that H € C'(R).

5 Equivalent characterizations of Lipschitz viscosity
subsolutions

5.1 Characterizations of Lipschitz subsolutions

Let us now give characterizations of Lipschitz subsolutions to the cell problems. This is
an upgraded version of Theorem 2.27. We note that the problem can be phrased in a more
general domain (R" or bounded domain U) as well. Similar characterizations hold for static
problems and Cauchy problems (see the exercises below). The problem of interest is (6.11),
that is,

H(y,p+Dv(y)=H(p)  inT"
Theorem 6.27. Assume (6.12). Fix p € R". Let v € Lip(T"). Then, the following claims are
equivalent
(i) v is a viscosity subsolution to (6.11);
(i) v is an a.e. subsolution to (6.11);
(i) for any arbitrary Lipschitz curve y : [—T,0] — T" for some T > O,

f (LOr(0),y' () +H(p)) dt = p- (y(0) = y(=T)) +v(y(0)) = v(y(~T)).

=T

Proof. We note first that (i) and (ii) are equivalent thanks to Theorem 2.27. The new point
here is characterization (iii).

Itis clear that Lemma 6.14 and Remark 6.15 give us that “(i) = (iii)". To finish off the proof,
we need to show that “(iii) = (ii)". Indeed, fix a point x € T" which is a differentiable
point of v. Fix a direction e € R", and denote by

v(s) =x +se foralls <0.
By the hypothesis in (iii), for each T > 0,
0
J (L(x + te,e) +ﬁ(p)) dt>Tp-e+v(x)—v(x—Te).
=T
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Divide both sides of the above by T and let T — 0+ to infer
L(x,e)+H(p)>p-e+Dv(x)-e,

which means that o
e-(p+Dv(x))—L(x,e) < H(p).

Take the supremum of the above over e € R" to conclude that
H(x,p+Dv(x)) <H(p).

The proof is complete. ]

Remark 6.28. Let us recall that if v € C(T") is a subsolution to (6.11), then Lemma 1.28
implies immediately that v € Lip(T"). This is just to show that the assumption that v €
Lip (T™) in the above theorem is not quite needed for viscosity subsolutions. Nevertheless,
it is needed for (ii) and (iii) in the theorem.

5.2 Problems

Exercise 56. Formulate and give a proof for an analogous result to Theorem 6.27 for the
discount problem
MW+ H(y,Dv})=0 in R".

Here, A > 0 is given.

Exercise 57. Formulate and give a proof for an analogous result to Theorem 6.27 for the
Cauchy problem

u,+H(y,Du) =0 in R" x (0, 00),
u(y,0) =ug(y)  onR.
Here, u, € BUC(R") N Lip (R") is given.
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CHAPTER ;

Introduction to weak KAM theory

1 Introduction

In this chapter, we always assume that

{H € C2(T" x R"),
(7.1)

there exists 6 > 0 such that 01, < lepH(y,p) <0671, forall (y,p) € T" x R".

Let L = L(y,v) be the corresponding Lagrangian. By changing 6 > 0 to be smaller if needed,
we may also assume that

2 n n
{L € C2(T" x R), 7.2)

there exists 6 > 0 such that 61, < D? L(y,v) < 07'I, for all (y,v) € T" x R".

Let us give a minimalistic type introduction to this subject. We are concerned with the
following Hamiltonian system

x'(t) = D,H(x(t), p(t)),
p'(t) = =D, H(x(¢), p(t)).

In general, this Hamiltonian system is complicated to be studied deeply, and a natural idea is
to find generating functions and do canonical changes of variables to arrive at an integrable
system, which is solvable. Heuristically, the generating functions and canonical changes
of variables are strongly tied to the cell problems that we discussed in previous chapters.
Recall that, for P € R", our cell problem is

(7.3)

H(x,P + Dv(x,P)) = H(P) in T". (7.4)
Assume for now that both v(x, P) and H(P) are smooth functions. Then, if the relation

X =x + Dpv(x,P),
p=P+D,v(x,P),

defines a smooth and invertible change of variables, then we can transform (7.3) into the
following integrable system

{X’(t) = DH(P(t)), (7.5)

P'(t)=0.
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In terms of mechanics, P is called an action, and X is called an angle or rotation variable.

However, in general, this classical procedure cannot be carried out because of various rea-
sons. First of all, (7.4) does not have smooth solutions v(x, P) in general. In fact, v(:, P) is
often only Lipschitz in x. The dependence of v on P is even worse, and we will see later that
there are cases that this dependence is even discontinuous. Second of all, H is convex be-
cause of the convexity of H in assumption (7.1), but it is not known to be smooth. Of course,
there are examples that H is not C'. To date, very little is known about deep properties of
H as explained in previous chapters. Finally, the canonical transformation (x, p) — (X, P),
even if can be defined locally, is not usually globally defined.

Nevertheless, there is a rich underlying structure in (7.4), and it is extremely important
to come up with weak interpretations of the classical program briefly mentioned above.
Various great works of Aubry [9], Mather [112, 113], Mafié [109], Fathi [58, 59], E [44],
Evans, Gomes [53] show that some solutions of (7.3), which correspond to appropriate
minimizers of the action functionals, see some kind of “integrable structures" within the
full dynamics. Weak KAM theory, which was named by Fathi, is an attempt to bring PDE
techniques to analyze more (7.4) and their underlying dynamics in multi dimensions.

It is important emphasizing that weak KAM is different from conventional KAM theory as
it is not a perturbative theory. Here, our Hamiltonian H is not a perturbation of an inte-
grable Hamiltonian. As already explained, we see that solutions v(x, P) of (7.4) are only
Lipschitz in x, and are not dependent in P in a nice way, and so, we need to be careful with
interpretations and usages of these viscosity (generalized) solutions.

One final point is that in dimension three or higher, the minimizing trajectories might occupy
just a small part of the torus, and hence, might not give us much information.

There are often two kinds of approaches to study weak KAM: the Lagrangian (dynamical sys-
tem) methods, and the nonlinear PDE methods. Let us go first into the Lagrangian method.

2 Lagrangian methods in weak KAM theory

This section is inspired by the book of Fathi [59]. Many of the results are taken from there.
Some are presented in a different way that are more of my personal taste.

2.1 The weak KAM theorem

Given y € AC([0, T],T") for some T > 0, we define the action functional corresponding to
Y to be

Arly]= J L(y(s),Y'(s)) ds.

Definition 7.1. Let £ € AC([0, T],T") for some given T > 0. We say that & is a minimizer of
Arl-1if
Ar[E] <Ar[y]

forall y € AC([0, T], T") with v(0) = £(0), y(T) = &(T).
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Lemma 7.2. Assume (7.1). Let £ € AC([0, T],T") be a minimizer of A;[-]. Then, there exists
Cr > 0 such that
max]Ig’(t)I < Cy.

te[0,T
Proof. It is clear that & satisfies an Euler-Lagrange equation
d / /
— (DL(E®),E()) =D, LEE(0), (1) forall t €[0,T].
Denote by x(t) = &(t), and p(t) = D,L(&(t),&’(t)) for t € [0, T]. Then (x,p) solves the
following Hamiltonian system
x'(t) = D,H(x(t), p(t)),
p'(¢) = =D, H(x(t), p(t)),

As H € C*(T" x R"), we get that x € C%([0, T]), which means & € C%([0, T]).

fort €[0,T].

Furthermore, it is worth noting here that we have conservation of energy, that is, t —
H(x(t),p(t)) is constant on [0, T ]. This can be easily checked as

%H(X(t),p(t)) = D, H(x(t),p(t)) - x'(¢) + D,H(x(t), p(t)) - p'(t) = 0.

In particular, this allows us to get that H(x(t), p(t)) < C;, which implies |p(t)| < C;, and
also |£(t)| < Cy forall t € [0, T]. ]

For given u, € C(T"), we consider the usual Cauchy problem

u,+H(x,Du) =0 in R" x (0, 00),
u(x,0) = uy(x) on R".

The optimal control formula for u gives, for (x,t) € T" x [0, c0),

U(x,t)=inf{J L(y(s),y'(s)) ds +uo(y(0)) : YEAC([O,t],T”),Y(t)=X}
0

= inf{A[y]+uo(y(0)) : y € AC([0, ], T"), y(t) = x}.

Definition 7.3. We define

t

T up(x) =u(x,t) = inf{f L(y(s),7'(s))ds + uy(y(0)) : y € AC([0, t],T™),y(t) = x} .

0

We call {T; } 5, the Lax—Oleinik semigroup.

As shown in Section 2 in Appendix, u(x,t) = T, uy(x) admits a minimizer in the formula,
that is, there exists £ € AC([O0, t], T") such that £(t) = x, and

u(x, t) =T, up(x) = J L(&(s), €'(s)) ds +ue(£(0)).
0

As we have developed the theory for viscosity solutions of Cauchy problem, various proper-
ties of the Lax-Oleinik semigroup {T; },», hold accordingly. Let us record them here.
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Lemma 7.4 (Properties of the Lax—Oleinik semigroup). Assume (7.1). Then, the following
properties hold.

o {T};>o is a semigroup, thatis, T, =T, oT, forall t,s > 0.

Forv,we C(T")withv <w, T, v < T, wforall t > 0.

ForveC(T")andc€R, T, (v+c)=T,v+cforall t > 0.

For v € C(T"), lim,_,o, T, v =v in C(T").

n . :
For v € C(T"), t = T, v is uniformly continuous.

Here is the weak KAM theorem that was done by Fathi [ 59] via the method of finding a fixed
point for the Lax—Oleinik semigroup.

Theorem 7.5 (Weak KAM theorem). Assume (7.1). There exists a function v_ € C(T") and
a constant ¢ € R such that

T v_+ct=v_ forall t > 0.

In fact, this theorem can be derived quickly from the cell problems, and it already appears
in previous chapters (in the proof of Theorem 6.11 for example). Let us recall it here for
clarity.

Proof. Let P =0, and v = v(x,0) € Lip (T") be a solution of the corresponding cell problem
(7.4), that is,

H(x,Dv(x)) =H(0) in T".
Then, u(x,t) = T, v(x) = v(x) — H(0)t for all (x,t) € T" x [0, 00). The proof is complete
with v_ = v and ¢ = H(0). O

Let us now proceed to understand further about properties of v. Recall the backward char-
acteristics of v that we develop in the previous chapter. By Theorem 6.11, for every x € T",
there exists a C! backward characteristic £ : (—o0, 0] — T" such that £(0) = x, and

ty

v(&(t;)) = v(E(ty)) = J (L(E(t), () +H(0)) dt (7.6)

ty
for all t, < t; < 0. We show that v is differentiable at £(t) for t < 0.

Theorem 7.6. Assume (7.1). Let P = 0, and v = v(x,0) € Lip(T") be a solution of the
corresponding cell problem (7.4). For x € T", let £ be a backward characteristic of v starting
from x. Then, v is differentiable at £(t) for all t < 0, and

Dv(&(t)) = D,L(&(t), E()).

Proof. Fix z € T", and let £ be a backward characteristic of v starting from z. Fix t < 0O,
and denote by y = £(t). We aim at showing that v is differentiable at y, and Dv(y) =

D,L(&(t), (1))
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For every x € T", define &, : [2t,t] — T" as

2t

t_s(x—y) fors e[2¢,t].

Ex(s)=2¢&(s)+

Then we have that £, (2t) = £(2t), and &,(t) = &(t) + (x —y) = x. Set

¢(X)=V(£(2t))+f L(E(s), & (s))ds

2t
t

— v(E(20)+ J L (5(s)+

2

2t

-0 - ) ds

It is clear that ¢ is smooth, and by Lemma 6.14, ¢ > v, and ¢ (y) = v(y). In other words,
¢ touches v from above at y. By computations and the Euler-Lagrange equations, we see
that

DH(y) = f (* DL 6D - {DLEE)E G ) d
2t

t 2 i d / 1 /
:Lt( t SE(DVL(i(S),g(s)))—?DvL(g(s),g(s))) ds

t

= f t % ((2-2)P.2(E6).E6)) ds = D,LEW, E©).

Next, for x € T", define £, : [t,0] —» T" as
Es)=E6)+2(x—y)  forse[t,0]

By abuse of notions, we still use &, here. Note that £,(t) = x, and &£,(0) = £(0). Set
0
P(x) =v(&(0)) —f L(&,(s), & (s))ds

0
= v(£(0)) —ft L(E0+ -+ ds

Again, we see that 1) is smooth, and by Lemma 6.14, ¢ < v, and ¢(y) = v(y). In other
words, 1 touches v from below at y. A similar computation to the above gives

Dy(y) = D,L(&(¢),&'(t)).
Thus, v is differentiable at y and Dv(y) = D,L(&(t), &’(t)). O

Remark 7.7. It is important to see that v is differentiable £(t) for t < 0. Of course, we
want to study further the properties of these backward characteristics £(t) as t — —o00.
By Theorem 6.12 and Corollary 6.13, we know that if H is differentiable at P, then for a
backward characteristic v of (7.4),
t _
lim 29 _ DH(P).

t—o>—00

197



If H is not differentiable at P, then we only have that there exists a sequence {t,} — —00

so that
t _
—g(t D _ g e HEP).
k

lim
k— o0
There are several weaknesses here. First, we do not know precisely what is g in general.
Second, we do not know if different subsequences of @ converge to different limits yet.
Finally, a natural question to ask is that if we are given a vector V € R", then is there any &
such that
) t
lim 20 _

t——00 t

v?

However, in general, the answer to this question is negative. This is shown by a famous
example of Hedlund [79]. See also Bangert [12], E [44], Mitake, Tran, Yu [118]. We will
discuss this matter later.

Therefore, this is a strong need to relax this question a bit to study further. In the following,
we introduce one such relaxation.

2.2 Flow invariance and another characterization of H(0)

Let us now consider the initial-value problem for the Euler-Lagrange equation

{% (D, L(x(t), x'(£))) = D L(x(¢), x(¢)), 7.7

x(0)=x,x'(0)=v.
Let v(t) = x’(t) for t € R. Define the flow map {®,},z as
®,(x,v)=(x(t),v(t)) forall t € R.

Definition 7.8. A Radon probability measure u € P(T" x R") is said to be flow invariant if

J ,Lp(q)t(xJ V))d‘uz(x, V) = J w(x: V)d,U/(X, V)

for every bounded continuous function 1.
Here is another characterization of H(0).

Theorem 7.9. Assume (7.1). Then,
H(0)= —inf{J L(x,v)du(x,v) : u€ P(T" x R") is flow invariant} . (7.8)
TnxRn

This result is of course quite similar to Theorem 6.6 in the previous chapter. We will go back
to this point later.

Proof. Take v_ to be a solution to (7.4) with P = 0. Or in other words, v_ is taken from
Theorem 7.5. By Lemma 6.14, for x(-) solves (7.7),

1

v_(x(1))—v_(x(0)) < J (L(x(s),x'(s)) + H(0)) ds.

0
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Integrate this inequality with respect to u € P(T" x R") which is flow invariant to imply

0=f (v_(x(1)) = v_(x))) du(x,v) <f f (LCx(s), x'(s)) + H(0)) dpu(x,v)ds,
TnxRn" T xR

which yields further that
—H(0) < J L(x,v)du(x,v).
TnxRn"
Take infimum over all such u to get
—H(0) < inf{f L(x,v)du(x,v) : u€P(T" x R") is flow invariant} .
TnxRn?

We now prove the converse. Fix x € T", and take £ to be a backward characteristic of v_
starting from x. We have that, for t <0,

0

v_(£(0)) —v_(&(1)) = J (L(E(s),&'(s)) + H(0)) ds

t

Define u, € P(T" x R") as

(ue, Y J Y(E(s), E(s)) ds

el

for every bounded continuous function . It is very important noting that spt(u,) € T" x
B(0,C) for C > 0 sufficiently large because of the fact that ||| co((_c0,0p < C. Then,

v_(x) —v_(&(1))

It] = (U, L) +ﬁ(0)-

By compactness, we are able to find a sequence {t,} — oo such that u, — u € P(T" x R")
weakly in the sense of measures, and spt(u) € T" x B(0, C). The above equality infers that

—H(0) = {(u,L) :J L(x,v)du(x,v).

We only need to verify that u is flow invariant to complete the proof. Indeed, for each
bounded continuous function ¢ and each t > 0,

f Y(2.(x,v))dplx,v) = lim —f Yo @, (E(s),E (s))ds

oo |ty

oo |ty ]

= 11rn —J PY(EG+1),E(s+1t))ds

typ+t

= lim —(J YP(E(s), € (S))dS+J Y(E(s), E(s))ds — Y(E(s), 5’(3))ds)

|tk| Lk

= lim —J P(E(s), E(s)) ds —f Y(x,v)dulx,v).

oo |ty ]
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Remark 7.10. In the later part of the above proof, we construct minimizing measure u
as a large time average (via a subsequence) of the uniform distribution on the trajectory
{(&(s),&'(s)) : s € (—o0,0]}. Automatically, spt(u) is a subset of the a-limit set of this tra-
jectory.

3 Mather measures and Mather set

We are now ready to define Mather measures and Mather set based on the minimization
problem (7.8).

Definition 7.11. Each measure u that minimizes (7.8) is called a Mather measure. Denote
the Mather set by

MO = U Spt(‘u’)ﬁ
u

where the union above is over all minimizing measures. Let 7t be the natural projection from
T" x R" to T", that is, w(x,v) = x for all (x,v) € T" x R". Then, the projected Mather set is
defined as .

M, = mt(M,).

We have the following property of ﬁo.

Lemma 7.12. Assume (7.1). Let u € Lip (T™) be a subsolution to (7.4) for P = 0. Pick
(x,v) € M. Then, foreach t < t’,

/

t

u(m(®,(x,v))) —u(m(®.(x, v))) =J (L(@,(x,v)) +H(0)) ds.

t

Proof. Let (x,v) € spt(u) for a minimizing measure u. Firstly, by Remark 6.15,

/

t

u(mt(®,.(x,v)))—u(n(®,(x,v))) < J (L(<I>5(x,v)) +ﬁ(0)) ds. (7.9)

t

Integrate the above over du(x,v), use the invariant property and the minimizing measure
property to infer

0= J uomdu —f uomndy = J (u(n(@,(x,v))) —u(n(®,(x,v)))) du(x,v)

< f f (L(<I>s(x,v)) +ﬁ(0)) du(x,v)ds =0.
t TnxRn?

Thus, the above inequality (7.9) must be an equality, which concludes our proof. ]
It is not hard to see that in fact ﬁo lies in the energy level H(0) of the Hamiltonian.

Lemma 7.13. Assume (7.1). Then,
M, c {(x,v) € T" x R" : H(x,D,L(x,v)) = H(0)}.
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Proof. Let u € Lip(T") be a solution to (7.4) with P = 0. We use Lemma 7.12 and repeat
Theorem 7.6 to see that, for (x,v) € M,, u is differentiable at x, and Du(x) = D, L(x,v).
Therefore,

H(x,Du(x)) = H(x,D,L(x,v)) = H(0).

]

Let us now show that M, serves as a uniqueness set for the cell problem (7.4) with P = 0.
Note again that (7.4) may have infinitely many solutions (see Chapter 4, and Le, Mitake,
Tran [100, Chapter 6] for such examples), and it is therefore important to obtain that M,
is a uniqueness set for (7.4) with P = 0.

Theorem 7.14 (Uniqueness set for (7.4) with P = 0). Assume (7.1). Let u;,u, € Lip (T") be
two solutions to (7.4) with P = 0. Assume that u; =u, on M,. Then u; = u,.

Proof. Fix x € T". Let & be a backward characteristic of u; starting from x. Then, for any

t <O,
0

uy () —u, (E(1)) = f (L(E(s),&'(s)) + H(0)) ds,

t

and
0

Uy (x) —uy(E(1)) < f (L(5(5),&(s)) + H(0)) ds.

t

Combine these two to infer that

Uy(x) —uq () S uy(E(t)) —uy(E(L)) forall t <O0.

Let us now use the construction in the later part of the proof of Theorem 7.9 to construct a
Mather measure u to conclude. By the construction, for each u, € P(T" x R") for t < 0, it
is clear that

0
uy(x) —uy () < (e, (U —wy) o 1) = % J (uy —uy)(wo (§(s), E'(s))) ds.

As u, — p weakly in the sense of measures as k — o0, and u is a Mather measure, we
deduce that

Uy (x) —uy (x) < (u, (uy —uy) o) = J (uy —uy)(x)dulx,v) =0,

TrxRn

by our hypothesis. Thus, u,(x) < u,(x). By a symmetric argument, u;(x) < u,(x), and
hence, u,(x) = u,(x). ]

3.1 Lipschitz graph theorem

Theorem 7.15. Assume (7.1). Let u € Lip(T") be a subsolution to (7.4) for P = 0. There
exists C > 0 depending only on H such that, for all x € M, and h € R",

lu(x +h) + u(x —h) — 2u(x)| < C|h|*.
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Proof. Let (x,v) € ﬁo. For t € R, write ®,(x,v) = (x(t),x’(t)) for clarity. Of course,
x(0) = x. By Lemma 7.12,

1

u(x(1)) —u(x(0)) = J (L(x(s),x'(s)) + H(0)) ds, (7.10)

0

and
0

u(x(0)) —u(x(-1)) = J (L(x(s),x'(s)) + H(0)) ds. (7.11)

-1

Let us obtain first the lower bound. By Lemma 6.14,

1

u(x(1))—u(x(0)+h) < J (L(x(s) +(1—s)h,x'(s)—h) + E(O)) ds,

0

and
1

u(x(1))—u(x(0)—h) < f (L(x(s) —(1—=5)h,x'(s)+h)+ H(O)) ds.

0
Combine these two inequalities with (7.10) to get

u(x +h)+u(x—h)—2u(x)

v

1
f (2L(x(s), x'(s))—L(x(s)+ (1 —s)h,x'(s)—h)—L(x(s)— (1 —s)h, x'(s) + h)) ds

0
> —CJ|h|%. (7.12)

On the other hand, use Lemma 6.14 again to yield

0
u(x(0)+h)—u(x(—1)) < f (L(x(s) +(1+s)h,x'(s)+h)+ H(O)) ds,

-1

and
0

u(x(0)—h)—u(x(-1)) < f (L(x(s) —(1+5)h,x'(s)—h)+ H(O)) ds.

-1
The above two inequalities, together with (7.11), imply
u(x +h)+u(x —h)—2u(x)
< fl (L(x(s) +(1+s)h,x'(s)+h)—L(x(s)— (1 +s)h,x'(s)—h) —2L(x(s), x’(s))) ds
< C|0h|2. (7.13)
The lower bound (7.12) and the upper bound (7.13) give us the desired result. O

The following Lipschitz graph theorem is due to Mather.

Theorem 7.16. Assume (7.1). Let u € Lip(T") be a subsolution to (7.4) for P = 0. Then,
there exists C > 0 depending only on H such that

202



() forall x e Myand y € T,

|u(y) —u(x) —Du(x) - (y —x)| < Cly —x[*;

(ii) For all x,y € M,,

|Du(x) —Du(y)| < Clx —yl.

Proof. Let (x,v) e ﬁo. Note that u is differentiable at x and Du(x) = D, L(x,v). We utilize
various inequalities and identities in the above proof to prove (i) first. Fix h € T". On one

hand,

u(x+h)—u(x) >

=

— J 4 (D,L(x(s),x'(s)) - (s — 1)h) ds — C|h|?

1
J (L(x(s), x'(s))—L(x(s)+ (1 —s)h,x'(s)— h)) ds

0

1
J (DXL(x(s), x'(s))-(s—1)h+D,L(x(s),x'(s)) - h) ds —C|h|?
0

J (% (D,L(x(s),x'(s))) - (s — 1)h + D, L(x(s), x(s)) - h) ds — C|h|?

ds

= D,L(x(0),x’(0))-h—C|h|* = Du(x)-h—C|h|*

On the other hand,

u(x+h)—u(x) <

Jf'o (L(x(s) +(1+5)h,x'(s) +h)— L(x(s), x’(s))) ds

-1

[ (DXL(x(s),x'(s)) -(s+1)h+D,L(x(s),x'(s))- h) ds+ C|h|?

J(‘_Ol ]

1B (a (DVL(x(s), x’(s))) -(s+1)h+D,L(x(s),x'(s))- h) ds+ C|h|?
o d

] = (D,L(x(s),x'(s)) - (s + 1)h) ds + C|h|?

= D,L(x(0),x’(0))-h+ C|h|* = Du(x)-h+ C|h|*

Thus,

lu(x +h) —u(x)—Du(x)-h| < C|h|?,

which completes part (i). For part (ii), note that, for x, y € M,,

and

|u(y) —u(x) —Du(x) - (y —x)| < Cly —x?,

lu(x)—u(y)—Du(y) - (x —y)| < Cly —x|*.

Combine these two and use triangle inequality to conclude. ]

From the above theorem, we see that the map 7|5 : M, — M, is injective, and its inverse

is Lipschitz.

203



3.2 A relaxed problem

A disadvantage of the flow invariant property (Definition 7.8) is that it is a nonlinear con-
straint that depends on L (and hence H). For this reason, Maiié [109] proposed a relaxed
problem as following

minf L(x,v)dv(x,v),
T xR

veF

where

F= {ve P(T™ x R™) : v-Dp(x)dv(x,v) =0 for every ¢ € Cl(’]I‘”)} .

TnxRn?

Measures belonging to J are called holonomic measures. Of course, the constraint in F is a
linear constraint, and it is independent of L and H. We first show that F is a bigger class
than flow invariant probability measures.

Lemma 7.17. Assume (7.1). Then, if u € P(T" x R") is a flow invariant measure, u € .

Proof. Let u € P(T"xR") be a flow invariant measure. Fix ¢ € C'(T"). By the flow invariant
property,

J tp(m@t(x,V))du(x,V)=f w(x)du(x,v).
TnxRn? TnxRn
Thus,

L1 emoaemydutz =0

T xR

Note that %cp(x(t)) =Dy (x(t)) - x'(t). Let t = 0 in the above relation to deduce

f v-Dp(x)du(x,v) =0,
T xR

which implies that u € J. [

We now show that although J is bigger than the class of flow invariant probability measures,
we still have the same result in the minimization problem as in Theorem 7.9

Theorem 7.18. Assume (7.1). Then,

H(0)= —migJ L(x,v)dv(x,v). (7.14)

TrxRn
Roughly speaking, this is very close to Theorem 6.6 in the previous chapter.

Proof. Let u € Lip(T") be a solution to (7.4) with P = 0. Let 1 be a standard mollifier, and
for e >0, let n,(x)=¢"n (f) for x € R". Denote by

u®(x)=(n, *u)(x) for x e T".
Then, u® € C*°(T"), u® — u uniformly in T" as ¢ — 0, and u® satisfies

H(x,Du®(x)) <H(0)+Ce in T".
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By the Legendre transform,
v-Du®(x)— L(x,v) < H(x,Du*(x)) < H(0) + Ce for all x € T",v € R".

Integrate this with respect to d v for any v € J to get

J L(x,v)dv(x,v)>—H(0)—Ce.

Let ¢ — 0 to imply first that

minf L(x,v)dv(x,v) > —H(0).

veF

The reverse inequality follows immediately from the later part of the proof of Theorem 7.9
as JF is bigger than the class of flow invariant probability measures. Nevertheless, let us still
repeat the construction here as it is quite important and natural. Fix x € T", and take & to
be a backward characteristic of u starting from x. We have that, for t <0,

0

u(€(0)) —u(&(t)) = J (L(E(5),&'(s)) + H(0)) ds

t

Define u, € P(T" x R") as

(o) = % f D(E(), E()) ds

for every bounded continuous function . It is very important noting that spt(u,) € T" x
B(0,C) for C > 0 sufficiently large because of the fact that ||| o ((—c0,0py < C. Then,

u(x) —u(&(t))

|t

= (Au’t’ L) + H(O)

By compactness, we are able to find a sequence {t,} — oo such that u, — u € P(T" x R")
weakly in the sense of measures, and spt(u) € T" x B(0, C). The above equality infers that

—H(0) = {(u,L) = f L(x,v)du(x,v).
TnxRn

Let us verify quickly that u € F. For ¢ € C'(T"), let ¢(x,v) = v - Dp(x), and note that

J v-Do(x)du(x,v) = lim —J E'(s)- Dyp(&(s)) ds

oo [ty

= (p(£(0)) —p(&(t))) =

|tk|
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Theorem 7.19. Assume (7.1). Let v € F be such that
H(0) =—f L(x,v)dv(x,v).
TnxRn

Then, v is a Mather measure.

The proof of this is actually quite complicated. Let us give here an outline of the proof. We
need the following results.

Lemma 7.20. Assume (7.1). Let v € F. Then, for each f € C*(T™),

t— f(n(®,(x,v))dv(x,v) is constant.
T xR

Proof. We note that

L (@00 iy = 5 O o = DF (x(0) ¥'(0) = DF () v

As v € F, we get the desired conclusion. O

Theorem 7.21. Assume the settings in Theorem 7.19. Let u € Lip (T™) be a solution to (7.15).
Then, for (x,v) € spt(v), we have u is differentiable at x and Du(x) = D,L(x,v). Moreover, v
is supported on a Lipschitz graph in T" x R".

Proof. By using Lemma 7.20 and approximations, we see that it stills hold for f € C(T"),
and in particular,

t— u(m(®,(x,v))dv(x,v) is constant.
TnxRn?

Let (x,v) € spt(v), then we use the above to imply that Lemma 7.12 holds for (x, v). Then,
repeat Theorem 7.6 to deduce further that u is differentiable at x, and Du(x) = D,L(x,v),
which means v = D,H(x, Du(x)). By abuse of notions, we write v(x) = D,H(x, Du(x)) for
(x,v) € spt(v).

Next, repeating the results in Section 3.1, we obtain that v is also supported on a Lipschitz
graph. Indeed, for (x,v(x)), (y,v(y)) € spt(v),

|Du(x) —Du(y)| < Clx —yl,

which also means that
|IDv(x)—Dv(y)| < Clx—y|.

O

We are now ready to prove that v is a Mather measure thanks to the graph theorem above.
This proof is taken from Evans [52].

Sketch of proof of Theorem 7.19. Let u € Lip (T") be a solution to (7.15).
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So far, we have been working with configuration space of (x, v)-variables. For this proof, it
is simpler to work with state space of (x, p)-variables. Let u € P(T" x R") be such that

J Y(x,v)dv(x,v) =J Y(x,D,H(x,p))du(x, p)

for all bounded continuous functions 1. We need to show that u is flow invariant, that is,

f {,H}du(x,p) =0

for all smooth bounded functions . Here, {1, H} denotes the Poisson bracket between
and H, that is,

{y,H} =D,(x,p) - D,H(x,p) —Dy)(x,p) - D,H(x, p).

Let ¢(x) = ¢(x,Du(x)). Then, ¢ is Lipschitz on the support of u. Let us assume ¢ is C*
for simplicity (else, do the usual convolution trick). As we are only concerned with ¢ and
its first-order derivative on spt(u), everything is fine.

We have D¢(x) = D, + DplpDzu. Besides, as H(x,Du(x)) = H(0), one gets further that
D,H + D,HD?u = 0. Thus,

0= J D,H(x,p) D¢ du(x,p) = J D,H - (D4 + D,y D*u) du(x, p)

T xR

_ J (D,H - D, — Dy - DH) dya(x, p).
Tn xR

The proof is complete.

4 Nonlinear PDE methods in weak KAM theory

One key point that we see from weak KAM theory is the appearance of Mather measures.
We show now that, at least heuristically, Mather measures give rise to a new PDE, which is
coupled with our usual cell problem. Recall the cell problem (7.4) at P =0

H(x,Du(x)) = H(0) in T". (7.15)

Letu € Lip (T™) be a solution to the above. Let u € P(T" xR") be a Mather measure, and o =
T o U, its projection to T". Of course, u € F. For (x, v) € spt(u), we know from the previous
section that u is differentiable at x, and Du(x) = D, L(x,v). Thus, v = D,H(x, Du(x)), and
for any test function ¢ € C*(T"),

O=f v-Doy(x)du(x,v)
TnxR?

:J D,H(x,Du(x))-Dp(x)du(x,v) :J D,H(x,Du(x))- Dp(x)do(x).

Tn
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This means that the measure o is a weak solution of the following transport type equation
—div(D,H(x, Du(x))o) =0 in T". (7.16)

Therefore, to think about weak KAM theory, a correct way is to think of a system of two
equations (7.15) and (7.16). Moreover, let us point out here that this is closely related
to the nonlinear adjoint method. Indeed, assuming that u is smooth, then the linearized
operator of (7.15) around u is

L[¢1(x) =D,H(x,Du(x))- D¢ (x) for all ¢ € CH(T™).

Then, (7.16) is nothing but the adjoint equation to this linearized operator £. Surely, we
need to be extremely careful with smoothness issues when handling and interpreting this
system, but this important viewpoint, observed by Evans, Gomes [53], allows us to introduce
nonlinear PDE methods to weak KAM theory to read off more information.

There have been many different ways to approximate (7.15) and (7.16) and pass to the
limits to obtain Mather measures rigorously. We will employ the nonlinear adjoint method
here to introduce few such approximations. As this is an introductory chapter, we only
introduce some approaches here and do not go too deeply into further aspects of weak KAM
theory.

4.1 Vanishing viscosity approximations

Here, we aim at approximating (7.15) by adding a small viscosity term. For each € > 0, we
consider
—
H(x,Du®(x)) =¢Au®+H (0) in T". (7.17)

In the equation above, the pair of unknown is (us,ﬁe(o)) e C(T") x R.
Theorem 7.22. Assume (7.1). For every € > 0, there exists a unique constant 178(0) eR

such that (7.17) has a solution u® € C(T"). In fact, u® is smooth, and is unique up to additive
constants. Furthermore, as € — 0,

111%?(0) = H(0),
E—
and there exists a subsequence {&,} — 0 such that

u’* —minu®* — u in C(T"),
’]I'Yl

for some u € C(T"), which solves (7.15).

Proof. The existence and uniqueness of ﬁg(O) are similar to those of H(0). Let us present
only the existence of H (0) here as its uniqueness proof follows exactly the same lines of
that for H(0).

Fix € > 0. For A > 0, we consider
Av* + H(x, Dv*) = eAv? in T".

It is clear that the above has a unique smooth solution v*, and the comparison principle
gives
A
—[H(, 0l oo (pny £ Av* < JIH(, 0]l oo (my.-
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[Dv*|?
2

Let us now obtain bound for Dv* via the classical Bernstein method. Let w* = , then

w’ satisfies
2Aw* + D,H(x, Dv*)-Dw* + D _H(x,Dv*)- Dv* = e Aw” — ¢|D?v*|2.
Pick x, € T" such that w*(x,) = max. w”* > 0. Then, by the maximum principle, at x,,
2Aw* + | D2V + D H - Dv* <0.

1

For ¢ < n™, note that

1
el D22 > (eAV*)? = (AWv* + H(x, Dv*))? > EH(X,DVA)z —C.
Combine the above two inequalities to yield, at x,
1 22 2
EH(XO,DV )*+D,H-Dv*<C.

Employ (7.1) to imply that [Dv*(x,)| < C. Thus,
||A'VA||L°°(']I‘") + ||DVA||L00(Tn) S C

By the Arzela—Ascoli theorem, we obtain a sequence {A,} — 0 and u® € Lip (T") such that,
as k — oo,

v —y*(0) — u in C(T"),
Akvlk(O) — —c €R.

By stability of viscosity solutions, u® solves
H(x,Du®) =¢eAu® +c in T".

As explained, we get further that c is unique, and we denote by 178(0) = c¢. Of course, u®
. . .. =€

is smooth, unique up to additive constants, and moreovet, ||Du®|| oo(n) < C. For H (0), we
have a clear bound

—H(, O)ll oo grny < H (0) < [IH (-, 0)| oo -

Let us now let € — O to get the second part of the theorem. By the Arzela—Ascoli theorem
again, we obtain a sequence {¢,} — 0 and u € Lip (T") such that, as k — oo,

u®* —ming, u®* — u in C(T"),
EE(O) — —c €R.

Use stability of viscosity solutions again to yield that u solves
H(x,Du)=c in T".

Thus, ¢ = H(0), which is unique. This means that H (0) — H(0) as ¢ — 0 for a full
sequence. O
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The linearized operator of (7.17) around u°® is
L°[¢]1=D,H(x,Du’)-D¢ —eA¢p for all ¢ € C*(T").

This allows us to consider the adjoint equation to this linearized operator as
(£°)[of]=—div(D,H(x,Du’)o*) —eAc® =0 in T". (7.18)

It is quite clear that O is the principal eigenvalue of (£°)*, and so, (7.18) admits a unique
nonnegative solution o with
f of(x)dx =1.
Tn

Denote by u® € P(T" x R") the unique measure such that

J Y(x,p)duf(x,p) = J Y(x,Duf)of dx

for all bounded continuous functions 1. Note that it is more convenient here for us to work
with measures on phase space of (x, p)-variables. Our goal is to let ¢ — O to obtain Mather
measures. Since ||Du’||jeo(mmy < C, we get spt(u®) € T" x B(0,C). So, by compactness,
there exists a sequence {¢;} — 0 such that u®* — u € P(T" x R") weakly in the sense of
measures. Of course, spt(u) € T" x B(0,C). To switch from state space of (x, p)-variables
to configuration space of (x,v)-variables, we let v € P(T" x R") be such that

J Y(x,p)du(x,p) = f Y(x,D,L(x,v))dv(x,v)

for all bounded continuous functions 1.

Theorem 7.23. Assume (7.1). Let v € P(T" x R") be defined as in the procedure above. Then,
v is a Mather measure.

Proof. We first show that v € F. Multiply (7.18) by a test function ¢p € C*(T") and integrate
to have

EJ Apofdx = J D,H(x,Du®)-D¢(x)o*(x)dx = f D,H(x,p)-D¢(x)du*(x,p).
Tn T T xR
Let ¢ = g, and k — o0 to yield further that
0=J DpH(X,p)'qu(X)du(x,p):J v-Dp(x)dv(x,v).
TnxRn Tn xR

By approximations, we get that the above holds for all ¢ € C*(T™). Thus, v € F. We show
next that

f L(x,v)dv(x,v) =—H(0).

Multiply (7.18) by u® and integrate to have

SJ Aufofdx = f D,H(x,Du®)-Du‘c*(x)dx = J D,H(x,p)-pdu‘(x,p).
Tn T

TnxR"?
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Next, multiply (7.17) by o¢ and integrate

EE(O) = J (H(x,Du®)—eAu®)of(x)dx = J

TnxRn?

H(x,p)du®(x,p)— J eAuof(x)dx.
'ﬂ‘n

Combine the two above to imply
f (D,H(x,p)-p—H(x,p))du‘(x,p) =—H (0).
TnxRn?
Note that 178(0) — H(0) as € — 0. By letting ¢ = ¢, and k — 0o, we deduce that

—17(0)=f (DpH(x,p)-p—H(x,p))du(x,p)=f L(x,v)dv(x,v).
TnxRn

T xR

O

We have furthermore the following estimate. This is a L* version of the Lipschitz graph
theorem.

Lemma 7.24. Assume (7.1). Then, there exists C > 0 independent of ¢ such that
J |D*uf|*ofdx < C.
Tn

Proof. For each 1 <i < n, differentiate (7.17) with respect to x; twice to get

D,H-Du, +H, , u, u, +H,. +2H, u’ =¢eAu

XX PiPt 7 xpx; X1 X; XiPk X X; xix;®

By the uniform convexity of H in p (assumption (7.1)), we simplify the above as

Lf[ut

XX

0
1+ E|Du;|2 <C.

Multiply this inequality with o and integrate over T" to deduce

0
—J |Dut [*o®dx < C.
2 | i

Sum this overi = 1,2,...,n to conclude. O

4.2 Large time average approximations and applications

We present here another way to obtain Mather measures and give an application.

Let u € Lip(T") be a solution to (7.15). Our aim is to use large time average of solutions to
derive Mather measures. Consider

Lpt‘-l_I_I(‘x'7D()0) :O inTnX(0,00),
¢(x,0) =u(x) on T".
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Then, ¢(x,t) = u(x)—H(0)t is the unique solution to the above. Instead of letting t — co
directly in the above, we rescale the problem as w(x,t) = p(x, ﬁ) for (x,t) € T" x [0, 00)
and € > 0. Then, w solves

w(x,0) =u(x) on T". (7.19)

{ewt+H(x,DW) =0 in T" x (0, 00),
It is clear that w(x, t) = u(x)— @ for (x,t) € T" x [0, 00). Our goal is to let ¢ — 0 to see
the large time average of ¢ to get Mather measures. For simplicity, let us normalize to have
H(0) = 0 always in this section. Then, w(x, t) = u(x) for (x,t) € T" x [0, 00).
As u is not smooth, we first smooth it up as usual. Let p € C°(R", [0, 00)) be a standard
mollifier. For § > 0, let p%(x) = 6 "p(5'x) for all x € R". Denote by u® = p? xu. Then,

lu® = ull oo (rny < C8,

and

Let us consider the following Cauchy problems

ew; +H(x,Dw) = e*aw’  inT" x(0,1), (7.20)
WE(X, 0) = Ut (X) on ’]I'n,

and
ed: +H(x,Dp*) = 'A¢® inT"x(0,1), (7.21)
¢5(x,0):u(x) on T".

Here, u®" is u® with § = &*. As ||u‘94 —ul| ooy < C g?, it is straightforward that
llw® — ¢8||L°°(']I‘"><[0,1]) < Ce*.
The next result concerns gradient bound of w®.
Lemma 7.25. Assume (7.1). There is a constant C > 0 independent of € > 0 such that
ellwill oo craxgopy + IDWE | oo pnxpoy < C-
Proof. Denote by
+ € C n
- (x,t)=w(x,0)£ —t forall (x,t) e T" x[0,1].
€
Then, ¢, p* are, respectively, a subsolution, and a supersolution to (7.20). Hence, by the
comparison principle,

3 . . . Cs
W set = W)W Ol <

Note next that both w® and w*(-,- +s) solve (7.20) with initial data w®(-,0) and w*(,s),
respectively. By the comparison principle,
£ & < & £ O < CS & < C
Iwe (s +8) = w0 < NlWF(,8) =W (-, 0)] o0 < - = ellwill oy < C.
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|Dw" 2

To prove the spatial gradient bound, we use the usual Bernstein method. Let(x, t) = =

Then 1 satisfies
ey, +D,H-Dy + D, H - Dw* = ¢*Ayp — e*|D*w*|*.

Assume that maxya, (o 17 = Y (X, to). If ty = 0, then we are done. If t, > 0, then by the
maximum principle,
D.H-Dw’ +&*|D*wf|> <0 at (x,,t,).

For ¢ < n™ !, we have
1
412 2 4 2 _ 2 2
e*|D*wf|* = (e"Aw)* = (ew] + H(x, Dw*))" = EH(X,DWE) —C.

Therefore,

1

EH(x,Dwf)2 +D.H-Dw* < C at(x,to),
which, together with (7.1), yields the desired result. O

Lemma 7.26. Assume (7.1). Normalize so that H(0) = 0. We have

W —ull oo (rnxoay) + 1197 — tll poo(anxpoyy < Ce-

The proof of this is similar to that of Theorem 1.38. As we have not presented such proofs
for Cauchy problems, let us give it here.

Proof. We only need to show that ||[w® —ul| ce(paxo,17) < Ce. Let us first get an upper bound
for w® —u. Define an auxiliary function

O(x,y,t)=w(x,t)—u(y)— —Ket  for (x,y,t)eT" xT" x[0,1],

where K > 0 is to be chosen. Pick (x,,y,,t,) € T" x T" x [0, 1] so that

d(x,,y,.,t. )= max .
(e, Ye, £ TrxTnx[0,1]

If &(x,,y,,t,) <0, then we are done as
we(x,t)—u(x) =®(x,x,t)+ Ket <Ke.

Therefore, we can assume ®(x,, y,, t,) > 0. This gives that w®(x,, t,) > u(y,).
Let us consider first the case that t, > 0. Since w® and u are Lipschitz in space with constant
C, by comparing ®(x,, y,, t,) with ®(y,, y,, t.), we deduce first that

X, —y.| < Ce.
By the viscosity subsolution and supersolution tests, we have

n
< e*— =ne?,

82

K82+H(x€, xe_ys)

82

and




Combine these two inequalities, and use (7.1) to imply

X, — X, —
K€23n82+H(y8,£—2y8)—H(x6, £ Zy*?)
& €

<ne*+Cly,—x,| <(C+n)e.
By picking K = C + n + 1, we conclude that t, cannot be positive. Thus, t, =0, and
P(xe, Yoo t) S (x,) —uly,) < Ce* +Clx, — .| < Ce™,
Then, for (x,t) € T" x[0,1],
we(x, t)—u(x) =d(x,x,t)+Ket < Ce?+Ke < Ce.

To get the other bound, we need to get an upper bound of u —w?®. This can be done by
repeating the above steps carefully for another auxiliary function

2
U(x,y,t)=u(x)—w(y,t)— |X2 3/| —Ket  for (x,y,t)eT" xT" x [0,1],
€
where K > 0 is to be chosen. We omit the proof of this part here. O

Remark 7.27. All the above steps are mainly to show that instead of working with (7.19)
directly, we can work with (7.20), which has the unique smooth solution w* for each £ > 0.
The fact that w® stays close to u means that there is no complication here, and as we let
¢ — 0, we are able to obtain Mather measures for (7.15) via the nonlinear adjoint method
described below.

The linearized operator of (7.20) about the solution w* is
Lf[p]=¢€¢p,+ D,H(x,Dw*)-D¢p — e*Ag.
The corresponding adjoint equation is

—eof —div(D,H(x,Dw®)o¢) = ¢*Ac? inT" x (0,1),
{ e —div(D,H( )o) (0,1) 7.22)

of(x,1)=6,,.

Here, &, is the Dirac delta measure at x, € T". It is clear that 0° > 0in T" x (0, 1). Basically,
o? is the fundamental solution to the above backward parabolic equation in T" x (0, 1).

Lemma 7.28. The following holds
J of(x,t)dx =1 forall t €(0,1).
']I‘n
Proof. For t € (0, 1), integrate (7.22) on T" to yield
d . 4
e— | ofdx= —div(D,H(x,w®,Dw®)c®) —e"Ac®dx =0,
dt ), I

which gives the result. ]
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For each o?, there exists a unique measure y® € P(T" x R") satisfying

1
J J Y(x,Du’)c’(x,t)dxdt = J Y(x,p)du(x,p)
0 T TnxRn

for all bounded continuous functions 1. By a priori estimates, spt(u®) ¢ T" x B(0, C).
We are able to pick a subsequence {g;} — 0 such that u® — u as j — oo weakly in the

sense of measures. Surely, u € P(T" x R") and spt(u) € T" x B(0, C). Then, as above, let
vy € P(T" x R") be such that

J Y(x,p)du(x, p) =f Y(x,D,L(x,v))dv(x,v)
Tn xR T xR"

for all bounded continuous functions 1.

Theorem 7.29. Assume (7.1). Normalize so that H(0) = 0. Let v be constructed as above.
Then, v is a Mather measure.

Proof. The proof is quite similar to that of Theorem 7.23. First, we prove v € F. Multiply
(7.22) with ¢ € C*(T") and integrate to imply

SJ ¢(x)08(x,0)dx—e¢(x0)+f f D,H(x,Dw*®)-D¢(x)o*(x,t)dxdt
" 0 Tn
1
:e4f f A¢(x)of(x,t)dxdt.
0 T

Let ¢ = ¢; and j — 00, then

O=f DpH(x,p)-Dd)(x)du(x,p):f v-Do(x)dv(x,v).
TnxRn T

n xRN

We then use usual approximations to get that the above holds for all ¢ € C'(T"), and so,
veJ.

Next, multiply (7.20) by o, multiply (7.22) by w*, combine them and integrate to infer
ew(xg,1)—¢ J wf(x,0)c(x,0)dx
’]Trl
1
= f f (D,H(x,Dw®) - Dw® —H(x,Dw*))o*(x, t)dxdt.
o Jrn
Again, let ¢ = ¢; and j — 00, then

OZJ (DpH(x:p)p_H(x;p))d.Uf(X;P):f L(X,V)dV(X,V).
TnxR

TnxRn
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We see that Mather measures were constructed quite naturally through the above two differ-
ent viewpoints. It is surely the case that one needs to handle approximations carefully and
rigorously, but other than that, the nonlinear adjoint method gives Mather measures quite
straightforwardly in the limits. Since this chapter is of introductory type, we will not go
deeper to study further properties of approximated solutions and corresponding measures.
Instead, we present here a quick application of this PDE approach.

Theorem 7.30. Assume (7.1). Normalize so that H(0) = 0. Let u, i € Lip (T") be two solu-
tions to (7.15). Assume further that

J ﬁdv(x,v)SJ udv(x,v)
T xR TnxR"

for all Mather measures v. Then, ii < u.

This theorem is a variant of Theorem 7.14. As we see right away in the proof below, the
approach here is quite different. This uniqueness result is taken from Mitake, Tran [117].

Proof. Consider (7.20) and (7.22) as above with solutions w® and o, respectively. Let w®
be the solution to (7.20) with initial data w®(x,0) = TR Compare w*® with w® and use
convexity of H to get that

LE[w® —wf] <0.

Multiply this by ¢ and integrate to yield

d
1 an(WE —w)ofdx <0.
Thus,
1
(W —w)(xy,1) < f f (w® —w)ofdxdt.
0o Jm
Let ¢ = ¢; and j — 00, we obtain

u(xy) —u(xy) SJ (@—u)dv(x,v) <O0.

T xR

Hence, @i(x,) < u(x,). As x, is arbitrary, i < u. O

5 The projected Aubry set

5.1 The PDE viewpoint

We now use the maximal subsolutions to define the projected Aubry set and study its prop-
erties. Maximal subsolutions were already studied in Section 7 of Chapter 2 in the general
convex setting in R". We here focus on the periodic setting, that is, our equations and
maximal subsolutions are considered in T".

Let us recall the cell problem (7.4) at P =0

H(x,Du(x)) = H(0) in T". (7.23)
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For x,y € T", denote by
S(x,y) =sup{v(x)—v(y) : v € Lip(T") is a subsolution to (7.23)}.

We use S here instead of m,, earlier. In our notations, we use the second slot in S(-,-) as a
fixed vertex, and geometrically, x — S(x, y) looks like a bending upward cone with vertex
y for x close to y. Of course, x — S(x, y) does not look like a global cone as it is periodic
in x. Sometimes, people would reverse the order of x and y in the literature.

Let us recall the results in Theorem 2.39.

Theorem 7.31. Assume (7.1). The following properties hold.

(i) Foreach y € T", x — S(x,y) is Lipschitz and is the maximal solution to

H(x, Du(x)) = H(0) in T"\ {y}, 7.24)
u(y)=0.
In particular, S(y,y)=0.
(ii)) For x,y,z € T",
S(x,y)+S(y,z) = S(x,2). (7.25)

Of course, we have also discussed that x — S(x, y) needs not be a solution to (7.23) and
it might fail the viscosity supersolution test at the vertex y. This leads us to the following
definition.

Definition 7.32 (Projected Aubry set). Denote by
A={yeT": x— S(x,y) is a solution to (7.23)}.
We say that A is the projected Aubry set corresponding to P = 0.

Roughly speaking, A contains all the good vertices y at which the viscosity supersolution
test for S(x, y) holds. We first need to show that A is not empty.

Proposition 7.33. Assume (7.1). Then, A # 0.
We use some ideas of the Perron method in the proof.

Proof. Assume by contradiction that A = (. Then, for each y € T", the viscosity supersolu-
tion test for S(x, y) fails at x = y. This means that we can find a smooth test function ¢
with ¢(y) =0, x — S(x, y) — ¢ (x) has a strict minimum at y, and

H(y,D¢(y)) <H(0).

There exist r, &, > 0 sufficiently small such that

P(x) <S(x,y)—e, for all x € dB(y,r),
H(x,D¢(x)) <E(O)—ey for all x € B(y,r).
Denote by
(x) = maX{S(x,y),qb(x)+8y} for all x € B(y,r),
W X)) = S(x,y) for all x € T"\ B(y,r)
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Clearly, ¢, € Lip(T"), v, is a subsolution to (7.23), and there exists r,, € (0, r) such that
H(x,Dy,(x)) < H(0)— gy for all x € B(y, ). (7.26)

Of course,

T" C U B(y,ry).

yeTm

By the compactness of T", we are able to find y;,...,y; € T" such that

k
T" C UB(yl-, ry)-
i=1

We then set

1< 1
¢=E;¢yi, 8=%mins

1<i<k 71

In light of (7.26) and the convexity of H in p, we have that
H(x,Dy(x)) <H(0)—¢ in T",

which gives a contradiction to the representation formula of H(0) in Theorem 4.10. We
therefore conclude that A # 0. O

Remark 7.34. We give some comments about the proof of Proposition 7.33. One can see
the ideas of the Perron method used in the construction of ¢, for y € T" above quite clearly.
We then use the compactness of T" crucially in the next step.

In term of assumptions on H, we actually do not need to assume (7.1) fully. We only need
that H € C(T" x R"), and p — H(x, p) is convex, and coercive uniformly for x € T".

Theorem 7.35. Assume (7.1). Then, A is a nonempty, compact subset of T".

Proof. By Proposition 7.33, we already have that A is not empty.

To finish off, we only need to show that A is closed, which is a rather straightforward from
the stability of viscosity solutions. Indeed, pick a sequence {y,} € A C T". There exists a
subsequence { ykj} of {y,} that converges to some y € T". We have that S(-, ykj) is a viscosity
solution of (7.23) and S( Yi,» ykj) = 0. By the coercivity of H, we can find a constant C > 0
independent of j € N such that

ISC, yi Moo (rmy + IDSC, yie Ml poo(rny < C.

By the usual Arzela-Ascoli theorem, by passing to another subsequence if necessary, we
might assume that S(-, ykj) converges to some w € Lip (T") uniformly as j — oo. It is clear
that w(y) = 0 and w is a viscosity solution of (7.23). Moreover, as

S(xzykj) = S(X:J’)_S(J’kj,J’),

we let j — oo to deduce that w(x) > S(x, y) for all x € T". By the definitions of S(:,y)
and the projected Aubry set, we see that w = S(-, y) and also that y € A. The proof is
complete. ]
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Let us now give one example in which we know precisely what is the projected Aubry set.
Example 7.1. Assume that

H(x,p) =Ip|—V(x) for all (x,p) € T" x R",
where V € C(T") is given such that ming. V = 0. This Hamiltonian does not satisfy (7.1), but

it is enough here as p — H(x, p) is convex, and coercive uniformly for x € T".

We have shown that H(0) = 0. By Proposition 2.37, S(-,y) is a viscosity solution of (7.23) if
and only if V(y) = 0. It is therefore clear that

Az{ye’]l‘” : V(y)zn%anO}.
We have another characterization of A as following.

Proposition 7.36. Assume (7.1). Then, for y € T", y ¢ A if and only if there exists a
subsolution w € Lip (T") to (7.23) which is strict at y, that is, there exists ¢ € D"w(y) such
that H(y,q) < H(0).

Proof. Firstly, if y ¢ A, then by the first part of the proof of Proposition 7.33, we letw =),
to conclude.

Let us now assume that there is a subsolution w € Lip (T") to (7.23) which is strict at y
for some given y € T". Then, there exists ¢ € D"w(y) such that H(y,q) < H(0). By the
definition of S(-, y), we see that

S(x,y)=w(x)—w(y) forall y € T",

which yields that ¢ € D™S(y,y). This means that S(-, y) is not a solution to (7.23), and
therefore, y ¢ A. O

Next, we show that we are able to construct a subsolution to (7.23) which is strict outside
of the projected Aubry set.

Proposition 7.37. Assume (7.1). Then, there exists a subsolution w € Lip(T") to (7.23)
which is strict in T" \ A. More precisely, for each open set U such that U cC T"\ A, there exists
€y > 0 such that

H(x,Dw(x)) <H(0)—¢y in U.

Proof. Part of the proof here was already done in the proof of Proposition 7.33. For each
Yy € T"\ A, there are v, € Lip(T") and r,, e, > 0 such that v, is a subsolution to (7.23),
and B(y,r,) c T"\ A, and

H(x, Dy, (x)) <ﬁ(0)—8y for all x € B(y, ).
Since

T"\ A C U B(y,ry),

yeTn\A

we are able to find a sequence {y;}reny € T" \ A such that
T\ Ac| JB(y,r))-
i=1
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Set

w(x) = Z2‘i1/)yi(x) for x € T™.
i=1

It is straightforward that w € Lip (T") is a viscosity subsolution to (7.23) which is strict in
T\ A. O

We are now ready to present another comparison result for solutions to (7.23). In a way,
this is quite similar to Theorems 7.14 and 7.30.

Theorem 7.38. Assume (7.1). Let uy,u, € Lip(T") be a subsolution and a supersolution to
(7.23), respectively. Assume further that u; < u, on A. Then, u; < u,.

Proof. To obtain the result, we show that u; <u,+ 6 for each given 6 > 0.
Let i, = u, + 0, and w be as in Proposition 7.37. Since u; < u, on A, there exists an open
set U such that U cc T" \ A such that
Uy Su2+§:ﬁ2—§
4 4
For s € (0,1), denote by &i; = su; + (1 —s)w. For s quite close to 1, we have that

onT"\ U.

i <i,— g on T"\ U. (7.27)
Besides,
H(x,Diiy(x)) < sH(x,Du,(x))+ (1 —s)H(x, Dw(x)) < H(0)— (1 —s)ey inU. (7.28)
Thanks to (7.27) and (7.28), we can find A > 0 sufficiently small such that
Aily + H(x,Dily) < Ml + H(x,Dii,)  in T™

equation. Let s = 1 and 6 — O in this order to conclude. O

Thus, @, < i, in light of the usual comparison principle for this static Hamilton-Jacobi

5.2 A representation formula for solutions to (7.23)

We have shown in Theorem 7.38 that A is a uniqueness set for (7.23). Let us now proceed
further to give a new representation formula to solutions to (7.23) based on data on A.

Theorem 7.39. Let u € Lip (T") be a solution to (7.23). Then, for every x € T",
u(x) = min(u(y) +S(x,y)).
yeA

Proof. Letv(x)=min,c4 (u(y)+S(x,y)) for x € T". As x — u(y)+S(x, y) is a solution to
(7.23) for each y € A, we imply that v is also a solution to (7.23) thanks to Corollary 2.31.

Moreover, by the definition of S(x, y), we see that
u(x)—uly) <S(x,y),

which means
u(x) < rgg (u(y)+S(x,y)) = v(x).

In particular, for x € A, as u(x) + S(x, x) = u(x), we deduce that u(x) = v(x). Thus,
u=v on A.

By Theorem 7.38, we conclude that u = v. ]
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5.3 The Lagrangian viewpoint

We use the representation formula for S(x, y) studied in Section 7 of Chapter 2 to discuss the
Lagrangian viewpoint of the projected Aubry set A. Let L be the Lagrangian corresponding
to this H. Here is the formula of S(x, y) thanks to Theorem 2.41.

Theorem 7.40. Assume (7.1). For x,y € T",

S(x,y)

= inf{f (L(y(s), Y'(s)) +E(O)) ds : y € AC([0,t],T") for t > 0,y(0) =y, y(t) = x} .
’ (7.29)

In the weak KAM theory literature, S is also called the critical Mafié potential. We give the
following equivalent characterization of points in the Aubry set. This characterization is
rather important geometrically.

Theorem 7.41. Assume (7.1). Then, y € A if and only if

inf{J (L(y(s), Y'(s)) + E(O)) ds : y € AC([0,t],T") for t > 6,y(0) =y(t) = y} =0
0

(7.30)
for any fixed & > 0.

Proof. This proof is rather long and we divide it into two steps.

STEP 1. We first assume that (7.30) holds for each 6 > 0 and show that y € A. Assume by
contradiction that y ¢ A. Then by the first part of the proof of Proposition 7.33, there are
Y, € Lip(T") and r,, e, > 0 such that v, is a subsolution to (7.23), and B(y,r,) C T" \ A,
and

H(x, Dy, (x)) <E(O)—8y for all x € B(y,r,).

Fix & = 1. For each € > 0, there exist T > 1 and £ € AC([0, T ], T") such that

inf{J (L(y(s),7'(s)) + H(0)) ds : y € AC([0, T],T"),7(0) = y(T) =y}
- J (L(E(s), €'(s)) + H(0)) ds < e.

By Theorem A.9 in Appendix, we see that £ € C?([0, T],T") and there exists C > 0 inde-
pendent of T > 1 such that ||£’||;« < C. In particular,

E(s)eB(y,ry) for alls € [0,r,/C]. (7.31)

In the following computations, we assume 1), is smooth enough for simplicity. To make
things rigorous, we just need to do the usual trick of convolution with the standard mollifier.
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We use (7.31) to compute that

€> f (L(i(s), &'(s)) +E(O)) ds

T

= f (L(E(5),&'(s)) + H(0)) ds +f (L(&(s),€(s)) +H(0)) ds
0

y

C

Zf (L), E'(s)) + H(E(s), DYy, (E(s))) + ¢, ) ds
0

T
+ f (L(E(s), &'(s)) + H(E(s), DY, (E(s)))) ds

Ty

:J (L(&(5),"(s)) + H(E(s), DY, (E()))) ds—l—%

E,r

Zf E'(s)- D, (E(s)))ds + gycry =, (E(T)—,(£(0)) + gycry _ yCy.
0

We then get a contradiction by simply choosing € = % Thus, y € A, and the proof of the
first claim is complete.

STEP 2. Next, we assume that y € A. We need to show that (7.30) holds for each 6 > 0.
Assume by contradiction that (7.30) fails for some 6 > 0. Take y(s) = y foralls € [0,6 +1],
we see that L(y,0) + H(0) > 0. By the Legendre transform, this gives

lr)rel]gan(y,p) < H(0).

Thus, there is ¢ € R" such that H(y,q) < H(0). Then, there exist two constants C,r > 0
such that

S(x,y)<1 for all x € B(y,r),
H(x,q) <H(0) forall x € B(y,r), (7.32)
L(x,v)<C for all (x,v) € B(y,r) x B(0,r).

Let r; € (0,r) be a radius to be fixed later. Pick x € B(y,r;) \ {¥}. Pick a path y €
AC([0,t],T™") such that y(0) =y, y(t) = x, and

f (L(y(s),Y'(s)) +H(0)) ds < 1.
0

By using the fact that L(x,v) > %Ivl2 — C, we deduce

J lY/(s)|*ds < C(1+1t).
0

Then, by the usual Cauchy-Schwarz inequality;,

t t 1/2 t 1/2
J ly'(s)|ds < (J Iy’(s)lzds) (J 1 ds) < CtY?(1+ )2, (7.33)
0 0 0
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Let 0 = r?/C. Thanks to (7.33), if t < o, then y(s) € B(y, r) for all s € [0, t]. By adjusting
o, we might assume that 6 = ko for some k € N. Note then that

kinf{J (L(y(s), Y'(s)) + ﬁ(O)) ds : y € AC([0,T],T"), T = 0,y(0) =v(T) = y}

T
> inf{J (L(y(s), Y'(s)) + E(O)) ds : y€AC([0,T],T"), T = 6,y(0) =vy(T) = y} >0,
0
we see that there exists a > 0 such that
inf{J (L(y(s), Y'(s)) +E(O)) ds : y€AC([0,T],T"), T = 0,y(0)=7v(T) = y} > a.
0

We now consider two cases. The first case is when t < 0. Then, as noted above, y(s) €
B(y,r) for alls € [0, t], and

t

f (L(r(s),v'(s)) +H(0)) ds Zf (L(r(s), Y/ (s +H(y(5), 9)) ds
0

0
Zf Y'(s)-qds=q-(x—y).
0

The second case is when t > 0. We use y to create a loop starting from y as following. Let
1 :[0,t +|x—y|/r] — T" be such that

o(s) = {y(s) for s € [0, t],

X+(—trpg=; forselt,t+lx—yl/rl.

Then,

t+x—y|/r
a< f L(n(s), 1'(s)) +E(O)) ds

t+|x—yl|/r

(1(rerrg =) +F0)) o

(L(r(s),v'()) + H(0)) ds + f

t

Clx—yl

<

f L(y(s),7'(s)) + H(0)) ds +
J

(MNQJ@D+EmD@+??

We now choose r; such that ﬁ < 5 to deduce that

N[

t
f (L(r(s),7(s)) + H(0)) ds =

0

Combining the two cases, we yield that, for x € B(y,r;) \ {y},
S(x,y) = min{q-(x—y),%}. (7.34)

Thanks to (7.34), we have that g € D=S(y, y). However, as H(y,q) < H(0), the supersolu-
tion test for S(x, y) fails at the vertex x = y. This gives that y ¢ A, which is absurd. O
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Remark 7.42. One important point in the second step of the proof above is if & = ko for
some k € N, then

kinf{f (L(y(s),Y'(s)) +H(0)) ds : y € AC([0,T], T"), T = 0, 7(0) =y(T) = y}

> inf{f (L(y(s), Y'(s)) +E(O)) ds : yeAC([0,T],T"), T = 6,y(0) =y(T) = y} .

This is quite clear to see as for any given path y in the admissible class of the left hand side
above, we let ¥ be the curve y with multiplicity k, then y is in the admissible class of the
right hand side above.

Thus, we see that (7.30) holds for all 6 > 0 if and only if (7.30) holds for some 6 > 0.
We are now ready to give an equivalent definition of the projected Aubry set.

Definition 7.43 (An equivalent definition of the projected Aubry set). For y € T", we say
that y e A if

inf{J (L(y(s), Y'(s))+ ﬁ(O)) ds : y € AC([0,t],T") for t > 6,y(0) =y(t) = y} =0
’ (7.35)
for some fixed 6 > 0.

Roughly speaking, this definition gives a nice geometric interpretation of points in the pro-
jected Aubry set as following. Fix 6 > 0. Then, a point y € T" is in the projected Aubry
set if one is able to find loops containing y with length at least & such that it costs almost
nothing (with the precise cost functional in (7.35)) to travel on these loops.

We next show that the projected Mather set is a subset of the projected Aubry set. Again,
we always fix P = 0 here.

Theorem 7.44. Assume (7.1). Then
M, Cc A.
Proof. We use some ideas in the proof of Theorem 7.9 and Remark 7.10.

Let u € Lip(T") be a solution to (7.23) and y € M,. Let & be a backward characteristic
of u starting from y. Then, as y € M,, y is in the a-limit set of the trajectory {&(s) : s €
(—o00,0]}. In other words, there exists a sequence {s,} — —oo such that £(s;) — y, and

0
u(y) —u(€(s)) = J (L(E(5),&'(s)) + H(0)) ds

We use & to create a loop starting from y as following. For each k € N, denote by 7, :
[sx —1&(sp) — y|,0] = T™ the following curve

(5) = E(s) for s € [s4,0],
TETZ Y + =5+ 186D —yDES fors €[5, — 18G50 — 1,5,
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It is then clear that

k=00 slEG-y

0
lim J (L(nk(s), n,(s)) + ﬁ(O)) ds =0,

which gives us that y € A. O

In the following, we show that if y € A, then S(x, y) is differentiable at y.

Proposition 7.45. Assume (7.1) and y € A. Then, x — S(x, y) is differentiable at y.

Proof. As y € A, we are able to find a sequence of C2 curves y, : [0, t,] — T" such that

O = t = ;tn OO, ! Rl SC’
{Yn( )=71a(ty) =y, t, = 00, Iy oo, )) (7.36)

[ (Lrals), Y4(s)) + H(0)) ds — 0.

Note that v, is an orbit of the Euler-Lagrange flow for each n € N. By extracting a subse-
quence if necessary, we may assume that {y,} converges to y : [0,00) — T" locally uni-
formly in the C! topology.

Fix t € (0,00). For n € N sufficiently large such that t, > t, let d, = |y, (t) — v(t)|.
Similar to the construction of 7, in the proof of Theorem 7.44 above, we construct a curve
¥o:[t—d,, t,] = T" from y(t) to y by joining together a unit speed line segment from y(t)
to v, (t) with v, on [¢, t,]. It is clear that

tn t

S(y,r() Sﬁ d L(Fa(s), 7,(s))ds < Cdn+Jt nL(Yn(s), 1.(s))ds.
Hence, n
S(y,y(t) + J(: (L(ya(s), 7.(s)) + H(0)) ds < Cd,, + Jotn L(y,(s), 7;,(s)) ds.
Let n — oo and use (7.36) to yield that
S(y,v(0)) + Jo | (L&) v/ () +H(0)) ds <. (7.37)
On the other hand,
S(r(t),y) < Jot (L(r(s),Y'(s)) + H(0)) ds. (7.38)

Combine the two inequalities above to imply

0=5(y,y)<S(y,y(t))+S(y(t),y)<0

Thus, equalities in (7.37) and (7.38) must happen. In a similar way, we can construct
y:(—00,0] > T".
We therefore have y : (—oo, 00) — T" with y(0) = y, and, for t € R,

t

S(Y(t),y)=—5(y,Y(t))=J (Z(y(s),Y'()) + H(0)) ds. (7.39)

0
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By Theorem 7.6, S(-, y) is differentiable at y(t) for all t € R, and

DS(y(t),y)=D,L(y(t),y'(t)).

In particular, S(+, y) is differentiable at x = y. O

Remark 7.46. In the above proof, we have actually shown that for each y € A, there is a
two-sided minimizer y : (—o0, 00) — T" with y(0) = y satisfying (7.39). In the literature,
y is also called a calibrated curve on R.

In fact, for any subsolution u € Lip (T") of (7.23), we have

u(y)—u(y(6)) <S(y,y(t))  and  u(y(0))—u(y) <S(y(0),y).

Thus, (7.37) and (7.38) can be changed to

t

u(y) —u(y(t)) +f (L(r(s),v'(s)) +H(0)) ds < 0.

0

On the other hand,

t

u(y(t))—u(y) < f (L(y(s),Y'(s)) + H(0)) ds.

0

This means that we also must have equalities happen in the two above. In particular, for
each t € R,

t

u(r () —uly) = J (LG/(5), () + () ds.

0

By Theorem 7.6, u is differentiable at y, and

Du(y)=DS(y,y) = D,L(y(0),Y'(0)).

6 References

1.

For further developments in weak KAM theory, see Fathi’s book [59]. We do not cover
many topics here such as the Peierls barrier, large time behaviors of solutions to Cauchy
problems. See also the books of Gomes [75], Sorrentino [129].

. There are many excellent survey papers and lecture notes in this area: see Evans

[51, 52], Ishii [85], Kaloshin [95], and the references therein.

. We only cover basic aspects of the projected Aubry set here. For further aspects and de-

velopments (e.g., existence of C! subsolutions), see Fathi’s book [59], Fathi, Siconolfi
[60, 61], Bernard [21], and Ishii [86]. As mentioned, the maximal subsolution S is
also called the critical Mafié potential in the weak KAM theory literature (see Mafié
[110]).

We do not cover the two dimensional Aubry—Mather theory here.
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5. We only deal with the convex case here. Nonconvex Aubry—Mather theory was studied
by using the vanishing viscosity approximations addressed above by Cagnetti, Gomes,
Tran [24].

6. The PDE approach via nonlinear adjoint method here has an advantage that it works
well for general viscous Hamilton-Jacobi equations. We do not cover the viscous cases
here. See Gomes [71], Cagnetti, Mitake, Gomes, Tran [23], Mitake, Tran [116, 117],
Ishii, Mitake, Tran [87, 88].

7. For various examples on non-uniqueness of solutions to the cell problems, see Chapter
4, and Le, Mitake, Tran [100, Chapter 6].
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CHAPTER 8

Further properties of the effective
Hamiltonians in the convex setting

In this chapter, we aim at studying further properties of H in case that H = H(x, p) is convex
in p. As mentioned repeatedly in previous chapters, not so much of deep properties of H
is known at the moment. Nevertheless, with the developments of weak KAM theory in the
previous chapter, we are able to understand a bit more about H. We will address appropriate
assumptions that we need in each section below. The results in the sections in this chapter
are rather disjoint.

1 Strict convexity of the effective Hamiltonian in certain
directions

In this section, we always assume that

{H € C2(T" x R"),
(8.1)

there exists 6 > 0 such that 0, < D2 H(x,p) < 07'I, for all (x,p) € T" x R".

Let L = L(y,v) be the corresponding Lagrangian. By changing 6 > 0 to be smaller if needed,
we may also assume that

8.2
there exists 6 > 0 such that 61, < D? L(x,v) < 7', for all (x,v) € T" x R". 8.2)

{L € C2(T" x R),
v
Here is the main result in this section.

Theorem 8.1. Assume (8.1). Then, there exists a positive constant C such that for each R € R",
we have

— — — 1/2
R-B.R-O<C (litngf H(P +tR) +H(t1:— tR)—2H(P)) ’

for some Q,Q € D"H(P). In particular, if H is twice differentiable at P, then
IDH(P)-R| < C(R- D*H(P)R)"/?
for each R € R™.
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This result is taken from Evans, Gomes [53]. We also follow their approach to give a proof
here.

Proof. Fix R € R". Denote by
it=u(-,P+tR) and i =u(-,P—tR)

solutions to the cell problems at P + tR and P — tR, respectively. As ii, (i are not smooth, we
smooth them up as usual. Let p € C°(R",[0, 00)) be a standard mollifier. For 6 > 0, let
p%(x)=6"p(671x) for all x € R". Denote by

i°=p°xii and @°=p°xiL.
Then, of course, @i?, 1% € C*=°(T"), it° — i, &° — @i in C(T") as § — 0. Moreover,

{H(x,P+tR+Da5) <H(P+tR)+C5, -
m .

H(x,P—tR+Du’) <H(P—tR)+C§,

We simply write u = u(+, P) as a solution to the cell problem at P. Let u be a Mather measure
corresponding to u, and o = 7 o yu, its projection to T". By the Lipschitz graph theorem
(Theorem 7.16), u is supported on a Lipschitz graph, and for x € spt(o), u is differentiable
at x, and

H(x,P + tR+ Dii®(x)) + H(x, P — tR + Di°(x)) — 2H(x, P + Du(x))
<H(P+tR)+H(P—tR)—2H(P)+C5.

By the uniform convexity of H,
H(x,P + tR + Dii®(x))—H(x, P + Du(x))
> D,H(x,P + Du(x)) - (tR + (D’ (x) — Du(x))) + %ItR + (Dt (x) — Du(x))|?,
and
H(x,P —tR+ Dt°(x))—H(x, P + Du(x))
> D,H(x,P + Du(x)) - (—tR+ (D4’ (x) — Du(x))) + §| — tR+ (D% (x) — Du(x))|%.
Combine the two inequalities above to imply
H(x,P + tR+ Dii®(x)) + H(x, P — tR+ D°(x)) — 2H(x, P + Du(x))
> D,H(x,P + Du(x)) - D(@° + 4° —2u) + gltR + D(@° —u)(x) > + %| — tR+D(11° —u)(x))?.

Note that
J D,H(x,P +Du(x))-D(@° + 4° —2u) do(x) = 0.
TTI

Therefore,

J (ItR+D@@° —w)*+ | — tR+ D(2° —u)|*) do < C (H(P + tR) + H(P — tR) — 2H(P) + C&5).
TTI
(8.3)
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On the other hand,

H(P)—H(P+tR) < f (H(x,P+ Du)—H(x,P + tR+Dit°))do +C§
']I‘n

1/2
SC(J |—tR+D(u—ﬂ5)|2da) +C9, (8.4)
Tn
and

H(P)—H(P—tR) < J (H(x,P + Du)—H(x,P —tR+Di°))do + C§

1/2
SCU |tR+D(u—ﬁ5)|2d0) +C56. (8.5)
’]I‘n

Combine (8.3)—(8.5) and let 6§ — 0 to observe that

{H(p) —H(P +tR) < C (H(P + tR) + H(P — tR) — 2H(P))"*,

H(P)—H(P—tR) < C (H(P + tR)+ H(P — tR)— 2H(P))""*.
Thus, for any Q(t) € D"H(P + tR), and Q(t) € D"H(P — tR),
—tG(t)-R, tO(t)-R < C (H(P + tR) + H(P — tR)— 2H(P))"*.

Hence, we can find a sequence {t,} — 0+ so that Q(t,) — Q, Q(t,) — Q with @, € D"H(P)
such that

T 7 — 1/2
% R-G H(P H(P—tR)—2H(P
—R'Q,R-QSC(litngf (P+tR)+ (tz tR) ()) ’

Of course, if H is twice differentiable at P, we have last claim in the theorem automatically.
O

Remark 8.2. By the above theorem, we see that if H is differentiable at P, then it is strictly
convex in each direction R which is not tangent to the level set {H =H (P)}.

For H(P) > ming. H, then 0 ¢ D"H(P). This implies that there is an open convex cone of
directions R in which H is strictly convex at P. In particular, we conclude that H can only
have flat parts at its minimum value. Of course, we have seen earlier in some examples that
H indeed has a flat part there at ming, H, and this theorem confirms that this is the only
possible flat part.

2 Asymptotic expansion at infinity

We assume here that
1 2 n n
H(x,p)=§|p| +V(x) for (x,p) € T" x R".
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Here, we consider a very simple setting where the potential energy V € C(T") is a trigono-
metric polynomial, that is, V satisfies that

{V(x):’“o+z;’;1ujef2“kfx+ Ty, .6

where A, € R, {Aj};.”zl c Cand {kj};.”=1 c Z" \ {0} are given.

Recall that A_] is the complex conjugate of A; for 1 < j < m. Our aim, of course, is to

understand H better. It turns out that we are able to read off certain information of H(p)
as |p| — oo.

2.1 The method of asymptotic expansion at infinity

Let us explain first what is this method heuristically. For a given vector Q # 0 and & > 0, set
p= %. The cell problem for this vector p is

L O L o W——
2‘JE+DV +V(x)—H(‘/E) in T".

Here, v¢ € C(T") is a solution to the above. Multiply both sides by ¢ to yield

1 12 1T 2 _.g¢ : n
2|Q+ VeDve| +8V(X)—8H(ﬁ) =:H (Q) in T". (8.7)

To understand the asymptotic behavior of H in the direction Q at infinity (more precisely,
. . . . . —=€ ;

at % as ¢ — 0), we aim at finding asymptotic expansion of H (Q). Let us first use a formal

asymptotic expansion to do computations. We use an ansatz as following

VEvE(x) = evy(x) + e2vy(x) + e3v3(x) + -,
H (Q)=ay+¢a; + £%a, + e3as + - .

Plug these into (8.7) to imply
1 2 2 ¢ 2 : n
§|Q+8DV1+8 Dvy,+---|°+eV=H (Q)=ay,+¢€a; +e“a, +--- in T".
We first compare the O(1) terms in both sides of the above equality to get
1o
a, = =|QJ*.
0= 5 Q|

By using O(¢), we get
Q-Dv;+V =q in T".

Hence, a; = fw Vdx = A, and

& : — k.
Dv, = —Z(Ajelz"ki"‘ + Aje_ﬂ”kf'x)—k' -]Q’ (8.8)
=1 j

provided that we do not divide by zero. Next, using O(&?),
1 2 : n
5|Dv1| +Q-Dv,=a, in T",
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we achieve that

L (8.9)
Plug this back to get an equation for v, as

1 2
Q-Dv,=a,— §|DV1|
1 AENEK; K
2 :Ekj:tkﬁéo (k] : Q)(kl ' Q)

i2m(+k;Ek;)-x

Here for convenience, for 1 < j < m, we denote by

AT=2A. and AT =A.
J J J

]

Thus,
+q+
A']' A’l kj kl i2m(Ek;+k;)-x :tkj + kl

D ! >

Vy=—= g, _EGER

i 2 k; £k, £0 (k; - Q)(k; - Q) (ki £k)-Q

Let us now switch to a symbolic way of writing to keep track with all terms. We write Y.

to mean that it is a good sum where all terms are well-defined, that is, all denominators of
the fractions in the sum are not zero. We have

+9+
Dv, = _lz Ajlljzkjl ' kfz oi2m (k) £kj, )-x ikh + kiz _ (8.10)
2 44 (k;, - Q)(k;, - Q) (k;, £k;,)-Q
Next, O(g*) gives us the following relation
Q * DV3 = a3 _DV]_ * sz'
Hence,
as = J Dv, -Dv,dx,
T)’l
and
E - =
Dy, = _1 Z kjlz’jzlb(kh ’ ka)(:tkjl + ka) ) kja <
3 2 G (kjl ‘Q)(ka 'Q)(kj3 'Q)(:l:kj1 + ka) : Q
x i2m(Ekj £kj, kj )-x ikh =+ ka + kfa . (8.11)
The O(&*) term yields
1
Dv,-Dv; + 5|Dv2|2 +Q-Dv, =a,.
Integrate to get
1
a,= —f |Dv,|*dx + J Dv, - Dvydx.
2 ). o
Of course, v, satisfies
1
Q-Dv,=a,—Dv, 'DV3_§|DV2|2- (8.12)
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It can be seen that although we have formulas for a; and a,, they are already quite compli-
cated to be written down explicitly in general. By computing in an iterative way, we can get
formulas of a; and v; for all [ € N. Clearly, these formulas are extremely involved and hard
to be use. Nevertheless, they do contain important information about how V influences
ﬁe(Q). It is necessary to come up with correct ways to read off the information.

2.2 Rigorous expansion

It turns out that the above formal asymptotic expansion of Eg(Q) holds true rigorously. As
we stop at a,, let us verify the result up to five terms in the asymptotic expansion.

Theorem 8.3. Assume that H(x,p) = %|p|2 + V(x) for all (x,p) € T" x R", where V satisfies

(8.6). Let H be the effective Hamiltonian corresponding to H. Let Q # 0 be a vector in R"
such that Q is not perpendicular to each nongero vector of k; , +k; +k; , *k; £k; +k;,, and
:l:kh + sz + k]s + k]4 fOT' 1 S jl:jZJ j37j4 S m.

For ¢ > 0, set ﬁg(Q) =¢H, (%) Then we have that, as € — 0,

— 1

H(@Q= Elle +ea; + €%a, + a5 + £%a, + 0O(g°),
where a;,a,,as,a, are the constants derived in the previous section. Here, the error term
satisfies |0(e”)| < Ke® for some K depending only on Q, {Aj};.“:l and {kj};”:l.

The proof of this turns out to be quite simple. We just need to use the viscosity solution

. . . . . 77¢
techniques to show that our expansion, which is smooth, approximates pretty well H (Q).
It is worth mentioning that the error term O(&”) does depend on the position of Q.

Proof. Let v, v,,V3,v, be solutions to (8.8), (8.10), (8.11), (8.12), respectively. Let ¢ =
evy + €2v, + £%v; + €*v,. Then ¢ is of course smooth, and ¢ satisfies

1 1
ElQ +D¢|P+eV = Elle +ea, + £%a, + £3a; + e*a, + 0(&”) in T".

Here, the error term O(e>) can be seen explicitly in the computations as

8|DV4|2

1
o(e’)=¢ (Dv1 -Dv, + Dv, -Dvg) +£° (sz -Dv, + §|Dv3|2) + ¢’ (Dv3 . Dv4) +€ 2
It is clear that |O(&”)| < K¢ for some K depending only on Q, {Aj};”zl and {kj};.":l.

Recall that w = ﬁvf is a solution to (8.7). We now use ¢, which is smooth, as a test
function for (8.7). By looking at the places where w— ¢ attains its maximum and minimum
in T" and using the definition of viscosity subsolutions and supersolutions, respectively, we
arrive at the conclusion that

_ 1
H(Q)= §|Q|2 +ea; + €%a, + %a; + £%a, + O(&°).
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Remark 8.4. Let t = ¢ /2. Then, from the above theorem, we get that

HtQ 1, ., 1 (1) 1 ., 1 (1)
=—|Q*+=a,+0( = |==IQ*+= | Vdx+0|—=],
") Sl + S o) =5+ . ”

which tells us that at infinity, we see the average of V as the next order term after %|Q|2.
This is quite interesting as this term is independent of Q. The next term in the expansion

1 @ = 1 < |Aj|2|kj|2
—a,=— -2 7
t4 t4 = |k] Q|2

is clearly dependent on Q.

3 The classical Hedlund example

In dimensions three or higher (n > 3), it is quite hard to understand deeply about H. We
discuss now a classical and famous example pointed out by Hedlund [79]. See Bangert [12,
Section 5] and E [44] for more modern accounts of this example.

Let us consider the simplest case in three dimensions (n = 3) with Hamiltonian
1

Ip| for all (y,p) € R® x R?, (8.13)
a(y)

H(y,p) =

where a : R® — [5,1+ §] is a smooth Z>-periodic function satisfying
(i) a > 1 outside Uz(£L) and mings a = 6;
(i) a(y)=46 ifand onlyif y € L.

Here,

3

i=1
where [; = R x {0} x {0}, [, = {0} x R x {3} and I; = {3} x {3} x R are straight lines
in R3. The constant 6 € (0,1072) is fixed, and Uj is the Euclidean 5-neighborhood of £,
which is basically the union of tubes. For 1 < i < 3, each [; is a minimizing geodesic for

. . . 3 I .
the Riemannian metric ds* = a(y)? Zi:l dy?. It is important noting that the tubes around
[; for 1 <i < 3 stay away from each other.

Of course, we can think of H as H € C(T® x R®). It is clear here that H is convex, but
not uniformly convex in p, and it corresponds to a front propagation problem, which is
extremely important in practice. This Hamiltonian is often called a metric Hamiltonian in
the literature. It turns out that in this case, we have an explicit formula for H as following.

Theorem 8.5. Assume that H is of the form (8.13). Let H be its corresponding effective Hamil-
tonian. Then,

_ 1
H(p) = gmax{lpll, Ipal, Ipsl}  for p=(py,pa,ps) €R.
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Figure 8.1: Shape of Us(£)

Theorem 8.5 was proved by Bangert [12] in the dual form of the stable norm. We give here
a purely PDE proof.

Proof. By the inf-sup (or inf-max) formula, we have, for p € R3,

— 1
H(p)= inf max——|p+D .
(p)= inf  max ) lp+Do(y)l

It is clear that H is positively 1-homogeneous. Fix p € R® with |p| > 1. Without loss of
generality, let us assume |p,| > |p,|, |ps|. For each ¢ € C(T®), on [, y; — ¢(y;,0,0) has a
minimum at some y = (¥;,0,0) € T°. This implies

1 1 o1
max a(y)lp +Dop(y)| = Ty)lp +Dop(y)| = glpll-

Thus,

— 1
H(p)= gmax{lpll, Ipal, |psl} -

To prove the converse, we construct a corresponding subsolution ¢ € C*(T?) so that

—(P2Y2+ PsY3) for y € Us(1;) N'T?,

o(y) = —(p1»1 +Pf(}’3 - %)) 1 for y e Us(1) N T3,
—(p1(y1—3)tpa(yo—3)) forye Us(13) N T3,
0 for y e T2\ Uys(l, UL, U Ly),

and |[Dy| < C in T®. This is possible as |¢(y)| < C6 for y € Us(l; Ul, Ul;) NT3. Then, it is
quite straightforward to check that

1 1 _
——|p+Dy(y)l < —max{|p;l,|p.l,psl} in T°.
a(y) o

In fact, the above inequality is strict for all y € T®\ (I; Ul, Ul;). The proof is complete. []
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Remark 8.6. Let us discuss more about the Hedlund example here. As

— 1
H(p) = N max {|p1], |p,|, |ps} for p = (p1, Py, p3) € R?,

it is clear that H is only Lipschitz, not differentiable in R"’Land its level sets are concentric
cubes in R®. Moreover, if H is differentiable at p, then DH(p) € {%, 2,%}. If DH(p) = %
for some 1 < i < 3, then a corresponding backward characteristic is [;. It is not hard to

show that [; is the unique trajectory of the projected Mather set at p.

Although we do not discuss in deep the projected Aubry set here, the above proof also gives
that the projected Aubry set at each p € R® can contain at most [, Ul,Ul;. And as the Aubry
set is bigger than the projected Mather set, this also means that the projected Mather set is
always a subset of [, Ul, Ul;. Thus, classically, to obtain rotation vectors from backward
characteristics, we are only able to get three rotation vectors {%, 22 } This gives a detailed
explanation for Remark 7.7.

This Hedlund example also explains a weakness of weak KAM theory in dimensions three
and higher, where the projected Aubry and projected Mather sets might only occupy a tiny
part of T", and do not give us much information. Notice that a solution u € Lip (T") to our
cell problem is differentiable almost everywhere, and thus, the set of differentiable points
of u is much richer than Aubry and projected Mather sets in this situation.

4 A generalization of the classical Hedlund example

In this section, we assume that n > 3, and we provide a generalization of the classical
Hedlund example as following.

Theorem 8.7. Assume that n > 3. Let P C R" be a centrally symmetric polytope with ra-
tional vertices and nonempty interior. Then, we are able to construct explicitly a function
a € C(T",(0,00)) such that, for H(y,p) = ly) Ip| for (y,p) € T" x R", then the correspond-

ing H is
H(p) = maxp-q  forallp €R".
qe
We present here a proof following Jing, Tran, Yu [93], which is quite simple and has similar

flavors as that of Theorem 8.5. This result was also presented in Babenko, Balacheff [10],
Jotz [94] in the equivalent form of stable norms.

Proof. Assume that the vertices of P are +q,, £q,, ..., £q,,, which are rational vectors in R".
Denote by L; = {tq; : t € R} for 1 <i < m. Since P is convex and has nonempty interior,
41,9, - - - » 4, are mutually non-parallel and

span{q;,qs,--.,q,,} = R".

As a result,
6 = min max |p - q;| > 0.
Ip|=11<i<m p-qi

As usual, we divide the proof into several steps for clarity.
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STEP 1. Construction of a,. Let y; = 0. For k < m — 1, choose inductively that
k
Yi+1 € (0, 1)”\U {yitsq +tq; +Z": s,t €R}.
i=1
Then for such selected points y,, y,,..., ¥, € (0,1)", we have that for i # j,
i+ L +Z)Nn(y; +L;+2") = 0. (8.14)

Due to the fact that {q;} are rational vectors, the projection of {y; + L; +Z"} to the flat torus
T" is a closed orbit for each 1 < i < m. As a result, we can choose a sufficiently small
number & € (0,1/3) so that, for i # j,

U5,i N U5,j = 0,

where
Us;, ={y €R" : dist(y,y; + L, + Z") < 6}.

Choose a smooth Z"-periodic function a, : R" — (0, o) such that

o) =57  ony+L+Z'for1<i<m,
e <a()<1 onUsforl<i<m,
ay(y)=1 on R\ J", Us ..

Here, A> 0 is a large positive constant to be determined later.

Next, for every unit vector |p| =1 and 1 <i < m, write

L (p 'ql‘)
|q;]2

i i

which is the projection of p onto the (n — 1)-dimensional Euclidean subspace of R" that is
perpendicular to q;. Apparently, we can construct a smooth Z"-periodic function ¢ satisfying
that

D¢(y)=-p}  inUs,forall1<i<m,

and
ID@ |l < Cs,

for a constant C5 > 0 depending only on 6, and q4,q,,--.,q,,- We now pick A such that

{ 1+Cs 1 }
A > max , — .
0 ming <<, |¢;]

STEP 2. Characterization of the effective Hamiltonian. Let H, be the effective Hamilto-
nian corresponding to the Hamiltonian a,(y)|p|. We claim that

EA(p) =A1r£1‘eix Ip - q;l for all p € R". (8.15)
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We only need to prove this claim for unit vectors |p| = 1. Let us fix such a p. Firstly, by
using ¢ and the choice of A above, it is clear that

H,(p) < max !
P —yeR a,(y)

< -d. = ..
_maX{Alrgiglp ql|,1+C5} A@i’;lp q;l-

lp+Do(y)l

Secondly, let v = v, be a solution of the corresponding ergodic problem

Ip+Dv(y)| = H,(p) in T".
a(y)

For simplicity, we assume v € C!(T") (to make this rigorous, one needs to do convolution
with a standard mollifier, but we omit it here as this was done in various earlier proofs
already). Then, for each 1 <i <m,

Alg;l-lp+Dv(y)|=Hu(p)  fory €y, +L;+2Z"

Denote by u(y) =p -y +v(y) for y € R". Choose m € Z such that mq; € Z". Thanks to the
periodicity of v,

u(y; + mq;) —u(y;) =mp - q;.
Since |u(y; + mq;) —u(y;)| < m|q;|max, ¢, ;. [Du(y)|, we deduce that

H,(p) = Alp - q;l.

Therefore, (8.15) holds true.

STEP 3. Construction of a. Let a(y) = Aa,(y) for y € R". Then by scaling the result of
Step 2, the effective Hamiltonian H(p) is

EA (p)
A

H(p) = = max |[p-q;|=  max p-qzrcrllez})xp-q, for all p € R".

1<i<m qe{xqy,,£qn}

This completes the proof. Basically, it means that H is a convex, positively 1-homogeneous
function with the support set P. ]

Remark 8.8. From the constructions in the above proof, we observe two following simple
but important points.

e This kind of construction does not work in two dimensions. Indeed, in two dimen-
sions, there is no room for us in order to have that (8.14) holds.

e By properly choosing the rational vectors {q;}<;<,, and 8, it is not hard to construct
a sequence {a,,(-)} € C°°(T") such that

0<a,<1, lim a,,(y)=0 fora.e. y €T,
m—0Q

and o
lim H,(p) = |pl locally uniformly in R".

Here, H,, is the effective Hamiltonian corresponding to the Hamiltonian a,,(y)|p|.
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5 References

1.

Strict convexity of the effective Hamiltonian in certain directions is taken from Evans,
Gomes [53].

Asymptotic expansion at infinity is taken from Luo, Tran, Yu [107]. See also Jing,
Tran, Yu [92], and Tran, Yu [132]. The method of asymptotic expansion at infinity
was used in [107, 92, 132] to study inverse problems on how V affects H. This can
be seen also from the above expansion of H.

. The classical Hedlund example was studied by Hedlund [79]. Then, Bangert [12] and

E [44] give connections of this example to Aubry—Mather theory and weak KAM theory.
Still, optimal rate of convergence of homogenization holds for this Hamiltonian (see
Mitake, Tran, Yu [118]).

The proof of Theorem 8.7 is taken from Jing, Tran, Yu [93]. This result was also
presented in Babenko, Balacheff [10], Jotz [94] in the equivalent form of stable norms
with more complicated proofs.
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Appendix

In Appendix, we cover some important results that we need in the book.

1 Sion’s minimax theorem

Here is the statement of the theorem.

Theorem A.1 (Sion’s minimax theorem). Let X be a compact convex subset of a linear topo-
logical space, and Y be a convex subset of a linear topological space. Let f : X xY — R be a
function such that

() f(x,-) is upper semicontinuous and quasiconcave on Y for each x € X;

(i) f(-,y) is lower semicontinuous and quasiconvex on X foreach y €Y.

Then,
minsup f (x, y) = supmin f (x, ).

yeEY yey X&X

We always assume the settings of Theorem A.1 in this section. We follow here a proof by
Komiya [97], which is quite elementary. Here are two preparatory lemmas.

Lemma A.2. Assume that there are y,,y, €Y and a € R such that

a< r;ggmax{f(x,yl),f(x,yz)}-

Then, there exists y, € Y such that
a <min f(x, ¥o)-
Proof. Assume by contradiction that a > min .y f(x,y) for all y € Y. Pick b € R such that
a<b< r)glei)t{lmax{f(x,yl),f(X,h)}-
Denote by [y;, ¥, ] the line segment connecting y; and y,. For each z € [y;, y,], set
C,={xe€eX : f(x,2)<a} and D,={xeX : f(x,2)<b}.
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LetA=D, and B=D,,. Itis clear that C,, D,,A, B are all nonempty, convex closed sets in X
because of the lower semicontinuity and quasiconvexity of f(-,z). In particular, C,, D,,A, B
are all connected sets. Moreover, by our hypothesis, AN B = {.

On the other hand, the quasiconcavity of f(x,-) gives, for z € [y;, ¥, ],
f(x,2) =2 min{f (x, y1), f (x, y2)},
which yields D, € AUB. The connectedness of D, yields that
C,cD,CA or C,CD,CB.
Denote by
I={z€ly,y,]: C,cA} and J={z€[y;,y,]:C,CB}

Then, of course, I,J # 0, INJ =0, and IUJ = [y,,y,]. As [y;,Y,] is connected, we will
show that I,J are both closed to arrive at a contradiction. It is enough to show that I is
closed. Take a sequence {z,} C I such that 2, — z € [y;,¥,] as k — oo. Pick x € C,, then
f(x,2) < a. By the upper semicontinuity of f(x,-),

limsup f(x,2.) < f(x,2) <a.

k— o0

Hence, we can find k € N sufficiently large such that f(x,2,) < b, which means that x
D, C Aby the fact that {z,} C I. Thus, C, CA, and z € I. The proof is complete. O

We apply induction to the above lemma to have the following.

Lemma A.3. Assume that there are y,, y,,...,Y, €Y and a € R such that
a <minmax{f(x,y;) : 1 <i<n}.
x€X
Then, there exists y, € Y such that
a <min f(x, yo)-

Proof. We prove by induction. There is nothing to prove if n = 1. Assume that the lemma
holds for n = m — 1 for m > 2. We show that it holds for n = m. Let

X'={xeX: f(x,y,) <a}.

If X’ = 0, then choose y, = y,, to conclude. Otherwise, X’ is a nonempty, convex, compact
set. Of course, we have

a <minmax{f(x,y;) : 1<i<m-—1}.
xeX’

By the induction hypothesis, there exists y, € Y such that min,. f(x,y;) > a, which
implies
a < minmax{ (x, y5), £ (x, )b

Apply Lemma A.2 to conclude. ]
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We are now ready to prove Sion’s minimax theorem.

Proof of Theorem A.1. It is always the case that

sup mmf(x y) < mmsupf(x ¥).
yey X er

To complete, we need to prove the converse. Pick an arbitrary a € R such that

a< m1nsupf(x ¥).
er

ForyeY,letX, ={x €X : f(x,y) < a}. Then ﬂer , = 0, and the compactness of X
infers that there are y,,...,y, € Y such that ﬂile y, = = (). Therefore,

a <minmax{f(x,y;) : 1 <i<n}.
xe€X
By Lemma A.3, we find that there is y, € Y so that a < min ., f (x, ¥,), which yields

supmmf(x y)=>a.
yey X

Hence,
sup rnmf(x y)=> mlnsupf(x ¥).

yey X yEY

2 Existence and regularity of minimizers for action
functionals

In this section, we study the existence and regularity of minimizers for action functionals.

Let L = L(y,v): T" x R" — R be the usual Lagrangian. For our purpose, we only consider

the spatial variable y in the flat n-dimensional torus instead of R". We always assume in
this section the following

L € C3(T" x R"), A1)
there exists 6 > 0 such that 61, < D? L(y,v) < 07'I, for all (y,v) € T" x R". '

It is straightforward to see that (A.1) gives us nice bounds of L and D, L as following. Firstly,
it is clear that there exists C > 0 such that

|ID,L(y,v)| < C(1+|v]) for all (y,v) € T" x R".
Secondly, by making 6 > 0 smaller if needed, we have
0 1
§|v|2—KOSL(y,v)S %|v|2+KO for all (y,v) € T" x R",

for some K, > 0.

Let g € Lip(T") be a given function. Fix T > 0 and x; € T". Consider the following
variational problem

T
U(Xl,T)=inf{J L(y(s),y'(s))ds +g(y(0)) : y €AC([0,T], T"), y(T) =X1}~ (A.2)
0
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2.1 Existence of minimizers
Here is our theorem on existence of minimizers for the above action functional.
Theorem A.4. Assume (A.1). Then (A.2) admits a minimizer vy € AC([0, T], T").

We need various preparations before proving this result. Firstly, we need the following
result, which is a classical result in Calculus of Variations on the existence of a minimizer
with fixed endpoints.

Lemma A.5. Fix x, € T". Define

V(xo) =inf{f L(y(s),y'(s))ds : y € AC([0,T],T"), Y(0)=X0,Y(T)=X1}-
0

Then there is a minimizer for V(x,).

We note first that V is surely always bounded. Fix x, € T". On one hand, as L(y,v) = —K,
for all (y,v) € T" x R", V(x,) = —K,T. On the other hand, for vy, : [0, T] — T" such that
Yo(s) = xo + F(x; —x) for 0 <s < T, we have

W&QSJ Mn@L%@D&S(Bl:&E+KJTS(
0

+K )T <c.
20T2 0

20T?
Next is a key point to prove Lemma A.5 and Theorem A.4.

Lemma A.6. Let {y,} € AC([0, T],T") with v(T) = x; for all k € N. Assume that there is a
constant C > 0 such that

T
J L(y(s), 7. (s))ds < C for all k € N.
0

Then, there exist a subsequence {ij} of {yx} and y € AC([0, T], T") such that
T, =Y uniformly on [0, T,

as j — oo, and
T

T
J L(y(s),v'(s))ds < liminf f L(y(s), v (s)) ds.
0

0
Basically, this is a result on compactness and lower semicontinuity of the action functional.
We postpone the proof of Lemma A.6 for later. Let us now use it to prove Lemma A.5 and
Theorem A.4 first.

Proof of Lemma A.5. Fix x, € T". As explained earlier, V(x,) is bounded. Pick a minimizing
sequence {y,} C AC([0, T],T") for V(x,) with y,(0) = x,, yx(T) = x; such that

T
1
f L(yi(s), y;{(s)) ds < V(xy)+ x <C+1 for all k € N.
0

Thanks to Lemma A.6, we find a subsequence {ij} Cc AC([0,T],T") and y € AC([0,T],T")
such that
Te, =Y uniformly on [0, T],
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as j — 0o, and

T

f L(y(s),y'(s))ds < likrgglff L(ri(s), 7 (s))ds < V(o).
0

0

The uniform convergence of {ij} to y on [0, T] also gives that y(0) = x, and y(T) = x;.
Thus, v is a minimizer for V(x,). O

We have in addition that V is lower semicontinuous in T".

Lemma A.7. The function V is lower semicontinuous in T".
Proof. Pick a sequence {y,} C T" that converges to x, € T". We aim at showing

V(xy) < likmian(yk).

For each k € N, we can find y, € AC([0, T], T") such that y,(0) = y;, yx(T) = x;, and

J L(ri(s) vi(s))ds =V (y) < C.
0

We use Lemma A.6 again to find a subsequence {ij} Cc AC([0,T],T")andy € AC([0, T],T")
such that

Te, Y uniformly on [0, T],
as j — 0o, and

T

f L(Y(s),r’(s))dsslikngigff L(Yk(s),m(s))ds=likrg<i>gfv(yk)-
0

0

As y(0) = x, and y(T) = x;, we conclude that

T

V(xo) < J L(y(s),y'(s))ds < li]ggcigfj L(r(s), v;(s))ds = liminf V().
0 0

Proof of Theorem A.4. Recall that, by definition of u(x;, T) in (A.2), we have
u(x;, T) = inf (V(x) +g(x)).

As V + g is lower semicontinuous in T", it attains its minimum at a point x, € T". By Lemma
A.5, there is a minimizer y for V(x,), and therefore, y is also a minimizer for u(x,, T). [

Let us now proceed to prove Lemma A.6.

Lemma A.8. Assume the settings in Lemma A.6. Then, the sequence {y,} is equi-absolutely
continuous on [0, T ].
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Proof. By our assumption (A.1) on L, for all k € N,

T T
o ,
J §|Yk(5)|2 ds < J (L(re(s), 7,(s)) +K,)ds <C+K,T <C.
0 0

Thus, for any Borel set B C [0, T] and any k € N,

1/2
f [y .(s)lds < (J |yk(s)|2d5) (f 1ds) < C|B|">.

Here, |B| denotes the Lebesgue measure of B. The above implies the conclusion. ]

Proof of Lemma A.6. By Lemma A.8, we are able to find a subsequence {ij} of {y.} and
y € AC([0,T], T") such that

~— vy uniformly on [0, T],
{ij Y y on [0,T] A3)

v, — v  weakly in L*([0, T]).

Note that, the convexity of L yields

T T
f L(yy,(s), 74 (5)) ds > J (L0 ), 76D + D, Lrig (), 7)) (1 (5) = 7'(s))) ds
0 0

By using the bounds on L, D,L and (A.3), we obtain

fim J L, (). 7)) ds = J L), 7/(5))ds,

0

and .
lim J D,L(ri, (), ¥/ (5)) - (1 (5) = ¥'(s))ds = 0
0
The proof is complete. ]

For more complicated situations about existence of minimizers, see Cannarsa, Sinestrari
[26], Evans [49], Ishii [85].

2.2 Regularity of minimizers

Theorem A.9. Assume (A.1). Let vy € AC([0,T],T") be a minimizer in (A.2). Then y €
c*([o, TD.

Sketch of proof. By the calculus of variation theory, y solves the following Euler-Lagrange
equation

L (D160, ¥ (0) =DLGO. Y (W) onl0,T]

Denote by X(t) = y(t), and P(t) = D,L(y(t),y’(t)) for t € [0, T]. Then (X, P) solves the
following Hamiltonian system

{X’(t) = D,H(X(t),P(1)),

P(t) = —D H(X(t), P(t)), fort €[0,T].
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As H € C*(T" x R"), we get that X € C%([0, T]), which means y € C*([0, T]).

Furthermore, it is worth noting here that we have conservation of energy, that is, t —
H(X(t),P(t)) is constant. This can be easily checked as

%H(X(t),P(t)) = D,H(X(t),P(t))-X'(t)+D,H(X(t),P(t))-P'(t)=0.

In particular, this allows us to get that |P(t)| < C, and also |y’(t)| < C forall t € [0, T]. O

3 Characterization of the Legendre transform

This is taken from the paper of Artstein-Avidan, Milman [8]. Let us first provide the setting.

Denote the class of lower semi-continuous convex functions ¢ : R" — R U {00} by
Cvx (R"). Clearly, the only function in Cvx (R") that attains the value —oo is the constant
—oo function. Recall that, for ¢ € Cvx(RR"), its Legendre transform ¢* is defined as

¢*(x) = sup (y - x — p(y)).

YER?

And moreover, (¢*)" = ¢. It is straightforward from these that the Legendre transform has
two basic properties

For ¢ € Cvx(R"), (¢*)" = ¢,
For ¢, € Cvx(R") so that ¢ > v, then ¢* < Y*.

In the following, we show that if a transformation from Cvx (R") to Cvx (R") that respects
the above two properties is essentially the Legendre transform.

Theorem A.10. Assume that T : Cvx(R") — Cvx(RR") is a transformation satisfying
e T(T¢)=¢,
o ¢ =1 implies T¢p < Tp.

Then, T is essentially the Legendre transformation, that is, there exist ¢, € R, v, € R", and an
invertible symmetric matrix B of size n such that

(TP)(x)= " (Bx+vy)+vy:x+cq.
Let us now proceed to prove this main theorem, which was obtained by Artstein-Avidan,
Milman [8]. We always assume the settings of Theorem A.10 in this section. For a family

{foalaen € Cvx(R"), we have that sup, f, € Cvx(R"). It is not always the case that inf, f, is
convex. We denote by inf, f, the convex envelope of inf,, f,,.
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3.1 Preliminaries

We have the following preparatory results.

Lemma A.11. Fix a family {f,},cq C Cvx(R") The following identities hold.
T(inf,f)=supT(f,) and inf,T(f,)=T(supf,).

Proof. We only prove the first identity as the second one follows in an analogous way. First
of all, it is clear that T(inf,f,) > T(f,) for each a € A. Therefore,

T(inf,f,) > sup T(f,).

On the other hand, as T is surjective, there is g € Cvx (R") such that sup, T(f,) = Tg. Then,
§ < fyforall a € A, and as a result, g < inf,f,. By the definition of convex envelopes,
g <inf,f,. Hence,

sup T(f,) = Tg > T(inf,f,).
]

Next, we see that it is enough to understand the analysis for affine and delta type functions
in order to get the conclusion. For z € R", denote by

0 for x =z,
+o0o for x # 2.

Of course D, + ¢ € Cvx(R") for all z € R" and ¢ € R. Besides, for any function f, we can
always express that

flx)= yigﬂ{n (Dy(x) + f(y)) for x e R".

Lemma A.12. Assume that there exist c, € R,c; > 0, an invertible matrix B of size n, and
Vo, V1 € R" such that

T(D,+c)(x)=(Bz+Vv) x+Vvy-2—ciC+p.
Then, for all ¢ € Cvx(R"),
(TP)(x)=c,0*(Bx +V,)+ v, - x +c,.
Here, B=B"/c,, and vy = v,/c;.
Proof. Fix ¢ € Cvx(R"). Recall that
()= inf (D,(x)+$(y)) = inf,er (D, () + $ ().
Therefore,

(T¢)(x) = sup (By +v;)-x +vy-y —c19(y) +co)

YER

= Sung (By +vi)-x+vy -y —c19(y)+cp)
yeRn

= suﬂg (y -(BTx +v0)—cl¢(y)) + v, X+ ¢
yeRn

= c1<;b*(§x +Vo)+ vy x +cp.
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Next, we conclude that we must have B is symmetric, ¢; = 1, and v, = v;.

Lemma A.13. Assume that there exist c, € R,c; > 0, an invertible matrix B of size n, and
Vo, V1 € R" such that

T(D,+c)(x)=(Bz+v;) x+vy:-2—ciCc+co.
Then, B is symmetric, ¢; = 1, and v, = v;. Moreover, for all ¢ € Cvx(R"),
(TP)x)= " (Bx+vy)+vy-x+co.

Proof. By the previous lemma, we already have, for all ¢ € Cvx(R"),

(T)(x)=c10*(Bx + V) + vy - X + ¢y, (A.4)
where B =BT /c,, and v, = v,/c;.
We note that for ¢ = C, we have ¢* = D, — C. Plug this into (A.4) carefully to derive that

T =D_(gry1,, +co—Cecy— vy - (BT) ).

Then, by the fact that T(T ¢ ) = ¢, we deduce

C=(—BB ) 'vg+v) - x+v- (=B ) ) —¢ (Co —Ccy—vy- ((BT)_lvo)) + ¢
= (=BB") vy + 1) x + (cv; — o) - (=(B") vp) +co(1—¢p) + Ccf.

Since the above holds true for all C € R and x € R", we yield that ¢; = 1, and v; =
B(B") 'v,. Thus, (A.4) is simplified as, for ¢ € Cvx(R"),

(TP)(x) = $*(Bx +vo) + (B(B") ) - X +¢q.
Use the identity T(T¢) = ¢ once more to deduce that (B")™'B = I, which gives us that

B=B". [

3.2 Affine functions and delta type functions

By the preliminaries, in order to prove Theorem A.10, we just need to verify that there exist
co € R,cq > 0, an invertible matrix B of size n, and v,, v; € R" such that

T(D,+c)(x)=(Bz+v)) - x+Vvy-2—cic+¢ for all z € R". (A.5)

This is a much simpler task since we only need to interact with affine and delta type func-
tions.

Proposition A.14. Assume the settings in Theorem A.10. Then, there exist ¢, € R,c; > 0, an
invertible matrix B of size n, and v,, v; € R" such that (A.5) holds.

To make the proof clear, we break it into various parts.

Lemma A.15. The map T maps delta type functions to affine functions, and affine functions
to delta type functions.
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Proof. First, fix z € R" and ¢ € R. Let ¢ € Cvx(R") so that T¢p = D, + c. We need to show
that ¢ is affine, that is,
¢(x)=a-x+b

for some a € R", b € R. Assume by contradiction that ¢ is not affine, then we are able to
find two affine functions ¢, for i = 1,2 such that

¢i(x)=a;-x+b,,

¢; < ¢, and furthermore a, # a,. Then, T¢; > T¢ = D, +c. This means that T¢; = D, +¢;
for some constants ¢; € R fori = 1,2, and ¢, # c,. Without loss of generality, assume c¢; > c,.
Then,

T(max(¢q, ¢,)) = T(¢,) =D, +cy,
which is absurd as max(¢;, ¢,) # ¢s.

Next, let ¢ be an affine function. We need to show that T ¢ is a delta type function. Assume
again by contradiction that T ¢ is not a delta type function. Then, there exist y,z € R" with
y # gz such that T(¢)(y), T(¢)(z) < ¢ < +00 for some ¢ € R. Let ¢;,3, € Cvx(R") be
such that Ty, =D, +c, Ty, = D, +c. Then, as T¢ < T, Tp,, we infer that 1,v, < ¢.
This means that both v;, 1, are affine functions, and their graphs are parallel to that of ¢.
Without loss of generality, assume then that v; < ),. This yields that

T, =D, +c =T, =D, +c,

which is a contradiction.

As the conditions on T and T~! are the same, we get right away the desired result. Note
moreover that the correspondence between delta type functions and affine functions of T
is one-to-one and onto. O

Remark A.16. From the above proof, we get furthermore that, for z € R",
T{D,+c:ceR}={TD,+c : ceR}.
Besides, for a € R", denote by [,(x) = a - x for x € R", then
T{l,+s:ceR}={Tl,+s : ceR}.
Next, we define G,, G, : R"*! — R"*! as following. For G,, denote by
G,(z,¢c) =(a,s) provided that T(D, +c) =1, +s.

For G,, set
G,(a,s) =(z,¢) provided that T(l, +s) =D, +c.

Lemma A.17. For i = 1,2, G, maps an interval in R"*! to an interval in R™**.

Proof. It is enough to show the proof for G;. Fix z;,2, € R" and ¢;,c, € R. Assume that
G,(21,¢1) = (ay,s,) and G,(2,,¢,) = (a,,s,). Let L be the interval joining (2, c;) and (25, c,),
that is,

L={A(z1,c1)+ (1 —A)(2,,¢,) : A€[0,1]}.
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We aim at showing that
T(L) = {ully, +5) + (1 =)L, +55) : p[0,11}.
Indeed, we have that
T(mvin(DZl +¢1,D,, +¢y)) = max{l, +sq,1,, +55}-

Here, mvin(DZl +¢1,D,, + ¢,) is convex, which is linear on L, and +00 elsewhere. Fix A €
[0,1], and let (z,c) = A(2,¢;)+(1—A)(2,,¢,). Itis clear that D, +c > mvin(DZ1 +¢,D,,+cy),
and so,

T(D, +c)=1,+s <max{l, +s1,l,, +5,}.
For the affine function [, +s to lie below [, +s; and [,, +s,, we need to have thata € [a;,a,],
that is,

az

a=ua; +(1—pa,
for some u € [0,1]. If the graph of [, +s touches the graph of max{l, +s;,l,, +s,}, then
we are done. Otherwise, there is 6; > 0 such that

T(D,+c)+0,=1,+s+6; <max{l, +s,l, +5,}.
Then, one is able to find 6, > 0 so that
D,+c—6,> mvin(DZl +¢1,D,, + ¢3),
which is absurd. The proof is complete. ]

Clearly, G,,G, map straight lines to straight lines in R"*! from this result. The following
result is the fundamental fact of affine geometry.

Lemma A.18. Let m > 2, and G : R™ — R™ be an injective map which maps all straight lines
to straight lines. Then, G is affine, that is,

G(x)= G(0) + Bx forall x e R™,
for some invertible matrix B of size m.

We will not give a proof of this result. See [8] for some discussions and references there.
We are ready to prove Proposition A.14, which in turns gives the conclusion of Theorem
A.10 right away.

Proof of Proposition A.14. By the above, G, G, are affine. We can write
Gl(Z,C) :BI(ZJC)+V1 and GZ(a’S):BZ(a55)+V25
where B,, B, are invertible matrices of size n+ 1 and V;,V, € R"*!,

By Remark A.16, B,,B, have zeros in all the entries of their last columns except for the
(n+1)-entry. Let B be the first n x n block of B;, and (v,,—c;) € R" X R be its (n+ 1)-th row.
Of course B is invertible itself. Write V; = (v;,¢;) € R" x R. Then,

G,(z,¢) =(Bz,vy - 2—c1¢) +(v1,¢0) = (B2 + v,V -2 —CiC +¢g)-

This implies that
T(D,+c)(x)=(Bz+v;) - x+Vy:-2—ciCc+co.

Since ¢ — T(D, + c) is strictly decreasing, we deduce that ¢; > 0. Therefore, (A.5) holds,
and our proof is complete.
O
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4 Boundary value problems

Let us only focus on static (time-independent) problems here. Throughout this book, we
only deal with equations in the whole R", or equations in the periodic setting, which can be
formulated as equations on T" = R"/Z". We here give some basic and brief discussions on
boundary value problems for first-order equations and present some examples.

Let U C R" be an open, bounded domain with smooth boundary. In a general form, the
boundary value problem reads

(A.6)

F(x,u,Du)=0 inU,
B(x,u,Du)=0 ondU.

Here, F : U xR xR" - R and B : dU x R x R" — R are given continuous functions.
The unknown in (A.6) is u. Of course, the second equality in (A.6) represents a general
boundary condition. We give first a general definition of viscosity solutions to (A.6).

Definition A.19 (viscosity solutions of (A.6)). Letue C U).

(a) We say that u is a viscosity subsolution to (A.6) if for any test function ¢ € C Y(U) such
that u— ¢ has a strict maximum x, € U, then

F(xg,u(xy),Dp(xg)) <0 if xo €U,

or
min {F (x,, u(x,), Dp(x,)), B(xg,u(xg), D¢(x))} <0 if xo€0U.

(b) We say that u is a viscosity supersolution to (A.6) if for any test function ¢ € C Y(U) such
that u— ¢ has a strict minimum x, € U, then

F(xg,u(x0), Dip(x0)) =0 ifxoeU,

or
max {F (x,, u(x,), Dy (x,)), B(xq,u(xg), Dp(x0))} = 0 if xo € 0U.

(c) We say that u is a viscosity solution to (A.6) if it is both a viscosity subsolution and a
viscosity supersolution to (A.6).

It is clear from the definition above that boundary conditions in the viscosity sense do not
hold in the classical way. This definition arises naturally from the usual vanishing viscosity
process, but we omit this discussion here. Based on the definition, u is a viscosity solution
to (A.6) if it satisfies in the viscosity sense

F(x,u,Du)=0 in U,
min {F(x,u,Du),B(x,u,Du)} <0 ondU, (A.7)
max {F(x,u,Du),B(x,u,Du)} >0 ondU.

This equation makes clearer the meaning of being a viscosity solution in the boundary value
problem. We now discuss further some specific situations.
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4.1 State-constraint problems

A state-constraint boundary problem has the following form

F(x,u,Du)<0 inU,
(A.8)

F(x,u,Du)>0 onU.

This equation can be written in an equivalent way as

F(x,u,Du)=0 1inU,
F(x,u,Du)>0 ondU.

One can see that this equation is of a special form of (A.7) but it is clearly simpler. As a
matter of fact, we only require the supersolution property F(x,u, Du) > 0 on the boundary
of U. We give here an example for problems of this type.

Example A.1. Assume that n=1, U = (—1,1), and
F(x,z,p)=z+|p—1|—1 forall (x,z,p)e[—1,1] xR x R.

The corresponding state-constraint problem becomes

(A.9)

u(x)+|u'(x)—1]—1<0 in(-1,1),
u(x)+|u'(x)—1|—1=0 on[-1,1].

Firstly, it is clear that v = 0 on [—1, 1] solves the equation
v(x)+|v'(x)—1]—1=0 in (—1,1).

We now argue that v however is not a solution to (A.9) as it does not satisfy the state-constraint
boundary condition. Indeed, let ¢(x) = x — 1 for all x € [—1,1]. Then v — ¢ has a strict
minimum at 1 on [—1, 1], but

v(1)+]p'(1)—1|—1=—-1<0.

This shows that the state-constraint boundary condition plays an essential role in the problem.
Secondly, denote by
u(x)=e"t for x € [—1,1].

We claim that u is a solution to (A.9). It is clear that u satisfies the equation for x € (—1,1)
in the classical sense, and we only need to verify the boundary condition. Let us only check the
supersolution condition at x, = 1 as the supersolution condition at x, = —1 can be checked in
a similar manner. Let ¢ € C'([—1,1]) be a test function such that u— ¢ has a strict minimum
at x, = 1, and u(1) = ¢(1). Then, ¢’(1) = u’(1) = 1, which means that

u()+ () =1 —=1=1+(¢(1)—=1)—1= (1) —1>0.

It turns out that this u is the unique viscosity solution to (A.9).

We do not discuss further about well-posedness of solutions to (A.8) here. Let us give a
representation formula of the solution in the convex setting.
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Theorem A.20. Assume that
F(x,z,p) =2+ H(x,p) for all (x,z,p) €U x R x R",
where H € CY(U x R") satisfies that p — H(x, p) is convex for x € U, and

lim (minM) = +00.

lpl—»oo \xet ||

Let L be the corresponding Legendre transform of H. Then, the unique viscosity solution u to
(A.8) has the following representation formula

u(x) = inf{J e_SL(}/(s),—y'(s)) ds : y(0) = x,y([0,00)) C U,y € AC([0, 00), ]R")} .
0

A key feature of the above representation formula is that all admissible paths are running
on U, which explains intuitively the keyword “state-constraint". For further discussions on
state-constraint problems, see Soner [127, 128], Capuzzo-Dolcetta, Lions [28].

4.2 Dirichlet problems

A Dirichlet boundary problem has the following form

F(x,u,Du)=0 inU,
(A.10)

u=g on dU.

Here, g € C(AU) is given. This is of course a special case of (A.6) where B(x,z,p) = z—g(x).
As discussed earlier, u is a viscosity solution to (A.10) if it satisfies in the viscosity sense

F(x,u,Du) =0 inU,
min {F(x,u,Du),u—g(x)} <0 ondU,
max {F(x,u,Du),u—g(x)} >0 ondU.

Let us give a simple example to show that this Dirichlet boundary condition does not hold
in the classical sense.

Example A.2. Assume that n=1, U = (0, 1), and
F(x,z,p)=p—1 forall (x,z,p)€[0,1] xR x R.

Assume further that g = 0 on [0, 1]. The corresponding Dirichlet problem is

{u/(x) —1=0 in (0, 1): (A 11)

u(0)=u(1)=0.

On the first hand, it is quite straightforward to see that (A.11) does not admit any classical
solution with u(0) = u(1) = 0. On the other hand, we claim that

u(x)=x for x €[0,1]
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is a viscosity solution to (A.11). Of course, u satisfies the equation for x € (0, 1) in the classical
sense, and we only need to verify the Dirichlet boundary condition. The Dirichlet boundary
condition at x, = 0 satisfies classically, so there is nothing to check. At x, = 1, the supersolution
test holds automatically as u(1) = 1 > 0. To check the subsolution property, take ¢ € C*([0,1])
such that u— ¢ has a strict maximum at x, = 1, and u(1) = ¢(1). Then, ¢'(1) < u'(1) =1,
and therefore,
¢'(1)—1<0.

We do not discuss further about well-posedness of solutions to (A.10) here. It is important
pointing out that, in general, it is still an open problem to determine in which parts of the
boundary of U that one has u = g in the classical sense. This of course has a strong relation
to the method of characteristics. Let us give a representation formula of the solution in the
convex setting.

Theorem A.21. Assume that
F(x,z,p)=z+H(x,p) for all (x,z,p) €U x R x R",
where H € C'(U x R") satisfies that p — H(x, p) is convex for x € U, and

H
lim (minM) = +00.

lplooo \ xeT  |P]

Let L be the corresponding Legendre transform of H. Then, the unique viscosity solution u to
(A.10) has the following representation formula

u(x)= inf{J ) e_sL()/(s), —}f’(s)) ds+e " g(y(t,)) : v(0)=x,y € AC([O, oo),ﬁ)} .

Here,
T, =T, (y)=min{t >0 : y(t) € U},

which is the first exit time from U of the path y. Of course, in case {t > 0 : y(t) € dU} is
empty, T, = o0 and e “*g(y(t,))=0.

4.3 Neumann problems

A Neumann boundary problem has the following form

{F(x, u,Du) =0 in U, (A.12)

Du(x)-y(x)=g(x) ondU.
Here, g € C(dU) is given, and vy € C(dU,R") is a given vector field such that
n(x)-y(x)>0 forx € U,

where n(x) denotes the outer unit normal vector to U at x. This is again a special case of
(A.6) where B(x,2,p) = p - y(x) — g(x). The boundary condition in (A.12) is called the
inhomogeneous linear Neumann boundary condition. We note that for ¢ € C'(U), we can

e 8¢ B (x +57(x)— ()
) x+sy(x))—o¢(x
D (x)-y(x) = Z~(x) = lim
Y s—0 S
Let us also give a simple example demonstrating that the Neumann boundary condition

does not satisfy in the classical sense.

for x € dU.
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Example A.3. Assume that n=1, U =(0, 1), and
F(x,z,p)=2z+p—x—1 forall (x,z,p)€[0,1] xR xR.

Assume further that g = 0 on [0, 1]. The Neumann problem of interests is

{u(x)+u’(x)—x—1:0 in (0,1), (A13)

u'(0)=u'(1)=0.

We claim that
u(x)=x+e~ forall x €[0,1]

is a viscosity solution to (A.13). By direct computations, we see that u € C*([0, 1]) satisfies
the equation in (0, 1) classically. Besides, u’(0) = 0, which means that the Neumann boundary
condition holds classically at O.

However, u'(1) = 1 —e™! > 0, which means that the subsolution property at x, = 1 does not
hold in the strong sense. Take ¢ € C*([0,1]) such that u— ¢ has a strict maximum at x, = 1,
and u(1) = ¢(1). Then, ¢’(1) <u’(1) = 1—e™!, which means that

uD)+¢'()—-2<u(l)+dv'(1)—2=0,
and hence, the subsolution test holds true at x, = 1.

There is also an analog of Theorems A.20 and A.21 for (A.12), but it is slightly more com-
plicated, and we omit it here.

5 Sup-convolutions

Sup-convolutions and inf-convolutions are basic and very important tools to regularize vis-
cosity solutions. These approximations were first realized by Jensen [91]. We give here
some properties of sup-convolutions.

Definition A.22. Let u : R" — R be a given bounded function, and &€ > 0 be a parameter. The
sup-convolution u® : R" — R and inf-convolution u, : R" — R are defined as

2
u®(x) = sup (u(y) — ly — x| ) for x e R",
yeRn 2¢€

and

ly —x|?
2

u(x)= yingn (u(y) + ) for x € R".

It is worth noting that, for x € R",

2
1, (o) = — sup (—u(y)— =] ) - (wr(x).

yERn 2¢€

This relation allows us to interpret properties of sup-convolutions into the corresponding
ones of inf-convolutions automatically and vice versa. Here is a main result on the properties
of sup-convolution u®.
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Proposition A.23. Assume that u is upper semicontinuous in R". Assume further that there
exists M > 0 such that |[u| e (gey < M. Then, the following properties hold.

(i) We have
—M <u(x)<u’(x)<M for all x € R".

2
(ii) The function x — u®(x) + % is convex in R".

(iii) If p € D™ u®(x) for some x € R", then

M
Ipl <2\ — and p € D*u(x + ep).
£

Proof. Claim (i) is quite clear as

u*(x) = sup (u(y)— y —x|2) <supu(y) <M,

yeRn 2¢ yeRn
and if we choose y = x in the above formula,
u®(x)>u(x)>—M.
To prove claim (ii), we rewrite the formula of u®(x) as
uf(x)+ % = ysglg (u(y)— % + %) .

The right hand side above is the supremum of a family of affine functions in x, which is
surely a convex function in x.

Let us now prove assertion (iii). Assume that p € D*u®(x) for some X € R". By Theorem
1.4, there exists a function ¢ € C'(R") such that D¢ (x) = p, and u® — ¢ has a global strict
maximum at X. Besides, as u is upper semicontinuous, we can find y € R" such that

_Zp2 - o2
W (%) = sup (u(y)— u) —up)— =

yeRn 2¢ 2¢e
In particular,
— x|
2¢
Consider an auxiliary function ® : R" x R" — R as

=u(y)—u’(x) <2M. (A.14)

ly —x|?
-9 ().

It is clear that ® has a global maximum at (X, ¥). In particular, x — ®(x, ¥) has a global

maximum at X, and y — ®(x, y) has a global maximum at y. These allow us to imply that

(x,y) = @(x,y)=u(y)—

y—% y—%

and € D*u(y).

p=D¢(x)=

Thus, y = X + ¢p, and in light of (A.14),

M
Ip| <2\ — and p € D*u(x + ¢p).
£
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In this book, we have not used sup-convolutions and inf-convolutions to regularize and
analyze viscosity solutions (more generally, subsolutions and supersolutions) as we typically
deal with nice enough solutions already. Let us give here a prototypical example of their
usage.

Example A.4. Let H € C(R" x R") be a given Hamiltonian. Let u : R™ — R be a bounded
and upper semicontinuous function. Pick M > 0 such that ||u|| e gy < M. Assume that u is a

viscosity subsolution to
H(x,Du(x))<0 in R". (A.15)

For each € > 0, let u® be the sup-convolution of u. Let & = 24/ Me¢. By Proposition A.23, we see
that u® is a viscosity subsolution to both

H(x + eDu®(x),Du’(x)) <0 in R", (A.16)

and 5
|Du’(x)| < — in R".
€

Thus, u® is Lipschitz in R" with Lipschitz constant & /¢. Define H : R" x R" — R as
fI(x,p)=|Irlli%1 H(x +2z,p) forall (x,p) € R" x R".
z|<
Then, thanks to (A.16), we see that u® is a viscosity subsolution to

H(x,Du’(x)) <0 in R™.

We now argue that the inf-convolution u, is actually quite a familiar object. Indeed, consider
the following Cauchy problem

2

[Dv[> _ : n

+ =0 R 0,00

Vt m X ( > ); (A17)
v(x,0)=u(x) onR"

Let us not worry much about the regularity of initial data u here. By the Hopf-Lax formula,
we have, for (x,t) € R" x (0, 00),

. ly —x[?
,t) = inf + .
v(x,t) jnf (u(y) T
Consequently, for t = ¢, we see that
u(x) =v(x,¢) for all x € R".

This shows that Cauchy problem (A.17) has a natural regularizing effect. In fact, this reg-
ularizing effect holds for solutions of Cauchy problems with general convex, superlinear
Hamiltonians.

Remark A.24. It is important pointing out that we can do inf-sup convolutions to regularize
more a given function. Indeed, for ¢,a > 0, it is quite clear that w = (u®**), is both
semiconvex and semiconcave, and hence, w € CL}(R"). We refer to Lasry, Lions [99] for
some applications on this.
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6 Notations

We list here notations that are used in the book.

6.1

Notation for sets and spaces

n € N is often used to denote the dimensions.
R" = n-dimensional real Euclidean space; R = R*.

e; is the i-th vector in the canonical basis of R" for 1 <i < n, that is,
e; =(0,...,0,1,0,...,0),
where 1 occurs in the i-th position.

A typical point in R" is often denoted by x = (x,...,x,). Depending on different
situations, we might regard x as a row vector or a column vector.

For x,y € R" with x = (x1,...,X,), Y = (¥1,.-.,¥,), write

n n
x-y=inyi and x| = +/x-x =1 lez
i=1 i=1

A typical point in R" x [0, 00) is often denoted by (x, t) = (x4,..., Xx,, t), where t often
stands for the time variable.

For a given real number s € R, denote by [s] its integer part.

T" = R"/Z" is the usual n-dimensional flat torus. When there is no confusion, we
identify T" with the unit cell Y = [0, 1]" with periodic boundary condition on Y.

For an open set U C R", we write dU to denote its boundary, and U = U U U to
denote its closure.

For U,V open sets in R", we write
UccV

if Uc U cV,and U is compact, and say that U is compactly supported in V.

For x € R" and r > 0, we denote by B(x, r) the open ball in R" with center x, radius
r, that is,
B(x,r)={yeR": |y—x|<r}.

Denote by B(x, r) or B(x, ) the closed ball with center x, radius r, that is,
B(x,r)=B(x,r)={y €R": |y —x| <r}.

We also write B(x,r), E__i(x, r) as B,(x), B,(x), respectively. When x = 0, we simply
write B, = B.(0), B, = B,(0).
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6.2 Notation for functions

Let u : R" — R be a smooth function. We have some basic notions as following.

o Du(x) = Vu(x) = (Z(x),..., £ (x)).

2%u
ax2( ) axlaxz(x) T axlax ( )

e D?u(x) = Hessian of u at x =

52u aZu'
axnaxl(x) axnaxz(x) T 8x2( )

n

e The Laplacian Au(x) = tr(D*u(x)) =2, 5= 2(x) is the trace of D?u(x).

In this book, we use the notion Du(x) instead of Vu(x). We usually write u, for g—x

When u is not smooth, we have the following definition for subdifferential and superdiffer-
ential of u at x.

e The subdifferential of u at x is denoted by D~ u(x), where

D u(x) = {p e R : liminf =W =P-y=x) | o}.
i y—x

e The superdifferential of u at x is denoted by D*u(x), where

D*u(x) = {p €R" : limsup u(y) zuGx)=p - (y = x) < O}.
yox |J/'—.X|

If u is differentiable at x then
D u(x) = D%u(x) = {Du(x)}.
For u : R" x [0, 00) — R smooth, we write
e Du(x,t)=D,u(x,t)and u,(x,t) = %(x, t).
e D%u(x,t) = D?u(x,t), and Au(x, t) = A,u(x, t).
Besides, we use the following for a given function u : R* — R.
e Set ut = max{u,0}, and u~ = —min{u, 0}. Surely, u =u"—u", and |u|=u* +u".
e If u is compactly supported, then the support of u is denoted by spt(u).

e If u is Z"-periodic, then we can think of u as a function from T" to R as well, and vice
versa. In the book, we switch freely between the two interpretations.

For a smooth path y : R = R" and t € R, we write
, d
t)=—r(t
Y€)= ()
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In many occasions, we use a modulus of continuity w. By this, we mean w : [0,00) —
[0, 00) is a continuous function such that w(0) = 0 = lim,_,, w(r).

The following convolution trick is used quite often throughout the book. Take 7 to be the
standard mollifier, that is,

n € C(R", [0, 00)), supp(n) € B(0,1), f n(x)dx =1.
-

For ¢ > 0, denote by n,(x) = ¢ (f) for all x € R". Let u : R — R be a continuous
function. Set

u'(x)=(n,*u)(x)= f

Rn

N(x—yu(y)dy = f n.(x—yu(y)dy forx €R"

B(x,¢)

Then u® € C*°(R"), and u® — u locally uniformly as ¢ — 0. If needed, one can assume
further that 1) is symmetric or radially symmetric.

6.3 Notation for function spaces
e C(R")={u:R"—> R : uis continuous}.
e B(R")={u:R"—> R : u is bounded}.
e BC(R") ={u:R"—> R : uis bounded, and continuous}.
e BUC(R") = {u € C(R") : uis bounded, and uniformly continuous}.
e For ke N, CK(R") = {u:R"— R : u is k-times continuously differentiable}.

o C®°(R") = {u:R"— R : uis infinitely differentiable}. For u € C*°(R"), we say that
u is smooth.

. CC"(R“), C>°(R") denote the space of functions in CK(RM), C*(R") that have compact
supports, respectively.

e Lip(R")={ue C(R") : 3 C > 0sothat |u(x)—u(y)| < C|x—y| for all x,y € R"}.

We write
: . lu(x) —u(y)|
Lip[u]= sup ———,
x,y€R" |X —}’|
x#y

and say that Lip[u] is the Lipschitz constant of u.

e For a € (0,1], we say that u € C(R") is Holder continuous with exponent a if there
exists C > 0 such that

lu(x) —u(y)| < Clx—y|* for all x,y € R".
In this case, the a-th Holder seminorm of u is

lu(x) —u(y)|
[u]coagny = SUp ————.
CO2(R") Xy R |x_y|a
x#y
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6.4

If we have in addition that u is bounded, then we define the a-th Holder norm of u to
be

||u||c0:a(Rn) = ”u”C(]R”) + [u]co«x(Rn)-
Then, the Holder space C%*(R") is defined as

CO(R") = {u € C(R™ : Ilullgoany < +00}.

L®°(R") = {u :R" — R : u is Lebesgue measurable and |[[u|| oo (gny < +oo}, where

||l oo gy = €SS sUP u].
Rn

It is clear that C*'(R™) = L°°(R") N Lip (R"), and Lip [u] = [u]coagn).-
In a same way, one can define C*%(R") for k € N and a € (0, 1].
USC(R™) = {u:R" — R : u is upper semicontinuous}.

LSC(R") ={u : R" — R : u is lower semicontinuous}.

For a function u : R" — R that is bounded, we denote by

u*(x) =limsupu(y) for all x € R",

y—x

and
u,(x) =liminfu(y) for all x € R".
y—x

It is clear that u* € USC(R"), u, € LSC(R"). We say that u*, u, are the upper semi-
continuous envelope, and the lower semicontinuous envelope of u, respectively. One
has that u is continuous in R" if and only if u* = u,.

Let U C R" be a given open set. All above function spaces can be defined in U and U
in place of R" in a similar way.

For given T > 0, AC([0, T],R") denotes the space of all absolutely continuous curves
from [0, T] to R".

Cvx (R") denotes the class of lower semi-continuous convex functions ¢ : R" - RU

{£o0}.

Notation for estimates

The constants in the estimates are often denoted by C (and C;, C,, etc.), which might
change from line to line in a given computation. This makes our presentation clearer
without keeping track with various factors in each step. Of course, we specify clearly
the dependence of these constants on specific parameters.

(Big-oh notation) For two given functions f,h, we write f = O(h) as x — y if there
exists C > 0 such that

|f (x)] < Clh(x)| for all x sufficiently close to y.
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o (Little-oh notation) For two given functions f, h, we write f = o(h) as x — y if

el
ol 0

lim
X—Yy

In particular, when h = 1, we have the notions of O(1) and o(1), respectively.
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Solutions to some exercises

Solutions to some exercises in the book were provided to me by Son Tu.

Exercise 1. Consider the eikonal problem in one dimension

{ /()] =1 in(-1,1),

u(l)=u(-1) =o. (A.18)

(a) Show that there is no C! solution.

(b) Show that all continuous a.e. solutions with finitely many gradient jumps are mutually
viscosity subsolutions.

Proof of Exercise 1.

(a) Assume that there exists a C! solution u : [—1,1] — R satisfies (A.18), then x — u/(x)
must be continuous. By the mean value theorem, there exists some ¢ € (—1,1) such
that 0 = u(1) —u(—1) = 2u’(¢c), and thus, u’(c) = 0. This is a contradiction since one
should have |u’(c)| = 1. Therefore, (A.18) has no C* solution.

(b) Generally, a continuous a.e. solution with finitely many gradient jumps must have the
form as in figure A.2.

It is clear that a graph of such a solution is a combination of line segments with slope 1
or —1. As we can see, u’(x) exists a.e., so we only need to check if they are subsolution
at points where u’(x) is not well defined (at the vertices).

— If x is the vertex of the shape \/, then there is no C! function ¢ that can touch u
from above at x (in the sense that u — ¢ has a strict max at x). That means the
condition |u’(x)| < 1 in the viscosity sense holds true automatically.

— If x is the vertex of the shape /\, then any C! function ¢ that can touch u from
above at x (in the sense that u — ¢ has a strict max at x) must have ¢p’(x) €
[—1,1]. That means the condition |u’(x)| < 1 in the viscosity sense holds true.

]

Exercise 3. Prove that in the above definition of viscosity solutions of (1.1), we can equiva-
lently require the test functions p,y € C*(R" x (0,00)). Same holds when we require that
¢, € C=(R" x (0, 00)).
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Figure A.2: Typical continuous a.e. solutions with finitely many gradient jumps.

Proof of Exercise 3 . Recall the definition of viscosity solution for first-order equations:

{ut(x, t)+H(Du(x,t)) =0 inR" x (0, 00), (A.19)

u(x,0) = uy(x) onR".
In Definition 1.1, let us modify a little bit. A function is a

e viscosity solution with C! test functions if it satisfies Definition 1.1 with C* test func-
tions,

e viscosity solution with C? test functions if it satisfies Definition 1.1 with C? test func-
tions.

It is clear that a viscosity solution with C? test functions is also a viscosity solution with C?
test functions. For the converse, assume that u is a viscosity subsolution of (A.19) with C?
test functions, then u(x,0) < uy(x). Let ¢ € C'(R" x (0, T)) such that u(x,, ty) = @ (x,, to)
and u — ¢ has a strict max at (x,, t,) € R" x (0, T), we need to prove that

¢ (x0,to) + H(D@(xo, t,)) < 0. (A.20)

For simplicity, let us extend ¢ to R" x R so that it has compact support. Let {n,},-o C
C*°(R™*!) be the standard mollifiers, thatis, n,(x) = e "1y (8_13(') where n € C*°(B(0, 1))
with

0<n<l, supp ) C B(0,1), and J n(x)dx =1.
Rn+1

For ¢ > 0 we let p°(x,t) = (’ng * <p)(x,t), then it is clear that ¢* — ¢, 7 — ¢,, and
Dy® — Dy locally uniformly on R" x (0, T). Also by stability of viscosity solutions (see
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Lemma 1.8), we can choose a decreasing subsequence {¢;} \, 0 such that (xgi, tsi) — (X0, tp)
asi— oo and u— ¢*® has a local max at (xgi, tgl_), thus

(pfi (in’ tgi) +H (Dﬁpgi (Xgi’ tfi)) = 0.

Let ¢; — 0 and using the facts that (xsi, tgl,) — (xo,t0), H is continuous, and ¢; — ¢,
Dy® — Dy locally uniformly, we obtain (A.20). Thus u is a viscosity subsolution with C*
test functions. The argument for supersolution test is similar. O

Exercise 10. Let u, ¢ be two given continuous functions on R"x[0, T ] for some T > 0 such that
u— ¢ has a strict max over R" x [0, T] at (x,, T). For each € >0, let ¢ (x,t) = @(x,t)+ 7=
for all (x,t) € R" x[0,T]. Show that for € > 0 small enough, u— ¢, has a local max at
(x,,t,) €R"x (0, T), and (x,,t,) — (x,y, T) up to a subsequence.

Proof of Exercise 10. Without loss of generality, we assume that u(x,, T) = ¢(x,, T).

FixO0<r < Tandlet Q. =B,(x,) x[T—rT), we have u— ¢ < 0 for all (x,t) € Q,. Itis
clear that .
u(x,t)— . (x,t) < S <O0. (A.21)

We claim that u — ¢, has a local max over B,(x,) x [T —r,T) at (x,, t,). Indeed, let { =
supmx[T_r’T)(u—cpg) and (x;,t;) € Q, such that u(x;, t;)—¢.(x;, t;) = a. By compactness
we have (x;,t;) — (X,t) € Q. up to subsequence. If T = T then from (A.21) we have
a = —o0, which is a contradiction.

We show that for r > 0, there exists € = ¢(r) > 0 small enough so that (x,, t,) € int(£2,),

which implies that u — ¢, has a local max at (x,, t,). Since t, < T for all € > 0, it is suffices
to consider (we do not have to worry about the top of the cylinder)

o0, = (B(xo,r) x {T — r}) U (aB(xo,r) x(T—r, T))

~ J g
-~

~
bottom of the cylinder the surface between the bottom and the top

Let a = sup,q (u—¢)(x,t) <O0. There exists 0 < 6 < r such that |(u— ¢)(xo,s)| < —3 for
allse [T —6,T], thus

(u=p)x, 1) < 5 +(u=¢)(x0, T —5)

for all (x,t) € 99,. Therefore

&

—— < (U= ), T—=8) + 5 —=
2 r

a

— <(u— T—6)+——

(=) < (W= ¢)xo T —8) + 5 —

for all (x,t) € dQ,. Choose ¢ such that ¢ (% — %) < —3, we obtain
(u—p)(x, t) <(u—p)(xo, T —6)

for all (x, t) € 9Q,. Thus the maximum point (x,, t,) of u — ¢, cannot belong to 9€2,. Our

-1
claim is proven with &(r) = —% (5% — %) . Now let r = % we obtain a sequence ¢, — 0
and thus (xgn, tgn) — (xy, T) since Q, shrinks to (x,, T) as r — O. O
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Exercise 11. Let H = H(x,p) : R" x R" — R be a Hamiltonian satisfying that, there exists
C > 0 such that, for all x,y,p,q € R",

|H(x,p)—H(x,q)] < Clp—ql,
|H(x,p)—H(y,q)| < C(A+I[pDlx—yl
For i =1,2, let u' be the viscosity solution to
{+H(x,Du') = 0 in R" x (0, 00),
u, +H(x, Du’) | (0,00) (A.22)
u'(x,0) = g'(x) onRY

where gt € BUC(R") is given. Use the comparison principle for (A.22) to show the following
L°° contraction property: For any t > 0,

sup [u' (x, £) —u*(x, t)] < sup |g"(x) — g*(x)|.

XERN X€Rn
Proof of Exercise 11. Denote C = ||g" — g2|| co(gn) = SUPyepn 18" (x) — g%(x)I.

o Let {(x,t) =u?(x,t)+C, then it is a viscosity supersolution of (A.22) with the initial
data g'(x), since:

- If p € C}(R" x (0, T)) such that { — ¢ has a local min at (x,, t,) then u*>— ¢ also
has a local min at (x, t,), hence ¢,(x,t)+ H(x,D¢(x,t)) = 0.

- {(x,0)=u?(x,0)+C = g?*(x)+ C > g'(x).

By comparison principle for (A.22), {(x,t) > ul(x, t), that is, u®(x, t) + C > u*(x, t)
for (x,t) € R" x (0, c0).

e Let 6(x,t) = u?(x,t)— C, then it is a viscosity subsolution of (A.22) with the initial
data g'(x), since:

- If ¢ € CY(R" x (0, T)) such that 5 — ¢ has a local max at (x,, t,) then u?>— ¢ also
has a local max at (x,, t,), hence ¢,(x,t) + H(x,Dp(x,t)) < 0.

- 5(x,0)=u?(x,0)—C = g%(x)—C < g}(x).

By comparison principle for (A.22), §(x,t) < ul(x,t), that is, u?(x, t)— C < u'(x,t)
for (x,t) € R" x (0, c0).

Therefore u?(x,t)— C < u'(x, t) < u?(x, t) + C, which yields that

lul(x, t) —u?(x, t)| < C for all (x,t) € R" x (0, 00).

Exercise 12. Let H = H(x,p) : R" x R" — R be a C? Hamiltonian satisfying

H,D,H € BUC(R" x B(0,R)) for each R > 0,

A.23
lim inf (%H(x,p)2 + D, H(x,p) -p) =400, ( )

|p|— o0 x€RM
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For € > 0, consider the following static viscous Hamilton-Jacobi equation
u® +H(x,Du®) =eAu’ in R". (A.24)

Let u® be the unique solution to the above. Use the Bernstein method to show that there exists
a constant C > 0 independent of € such that ||Du®|| o (gny < C.

Proof of Exercise 13. For k =1,2,...,n, differentiate (A.24) with respect to x;, we have
ufck +H,, (x,Du’)+ D,H(x,Du’)- Dufck = 8Auf€k.
Multiplying two sides by ufck and taking the sum over k =1,2,...,n, we imply
n 5 n n
Z (uik) + D,H(x,Du’)- Du® + D,H(x, Du*) - Z Duikuik =€ Z Auikuik. (A.25)
k=1 k=1 k=1

Using these equations, (A.25) becomes

n 2 1 n 9 1 n ) , )
> (w2, ) +DH(x, Du®)-Dut+D,H(x, Du*)-D (5 () ):gA (5 (u) )—8|D wl.

k=1 k=1
€ 1 n £ 2 1 €12

Set Ye(x,t) =35>0, (uxk) = 3|Du®|* > 0. Then,
(29° + D,H(x, Du®) - Dyp* — eAvp*) + D,H(x, Du?) - Dut +¢ | D?ue|” = 0. (A.26)

If e < %, then

n n 2
€ |D2u£|2 > 82 (uf{ixi)z > % (Z uqui) = %(Au‘s)2 > (eAue)Z = (uE +H(x,Du€))2.

i=1 i=1

Assume u® achieves its maximum and minimum at x; and x,, respectively, then Du®(x;) =
Du®(x,) =0 and Au®(x;) <0 < Au®(x,). Thus,

—C < —H(x,,0) < u®(x,) <uf(x) <u’(x;) <—H(x;,0)<C = [u*(x)|<C

2
for all x € R" and ¢ > 0. In particular, (ua + H(x,DuE)) > %H(x,Du‘s)2 — C for some
constant C independent of €. Now, using this fact in (A.26), we have:

1
(24° + D, (x, Du®) - Dy — e Ay®) + 5 H(x, DY +D.H(x,Du) - Du < C.  (A27)
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Now, let us assume that v ¢ achieves its max on R" at x,, then Dy *(x,) = 0 and Ay ®(x,) <0,
at x,. Plug these into (A.27) to yield

%H(xg, Duf(xg))2 +D.H (xs, Due(xg)) -Du’(x,) < C.

This is true for all € > 0, by coercivity assumption we must have |Du®(x,)| < C for all € > 0.
It follows that

|Du(x)| < [Duf(x,)[ < C
for all x € R" since ¢Y°(x) = %lDug(x)Iz. Thus |Du®| < C for all € > 0 small enough. ]

Exercise 19. Assume that the cost function satisfies

{f e C(R"x V), If(x,v)]<C  fordl(x,v)eR"xV.
If (¥1,v) = f (y2, V)| < Lip(b)ly; — ¥al.

Assume that b(-,v) is Lipschitz in the first variable for all v, i.e.,
|b(y1,v) = b(¥2, V)| < Cly, — yal

forall y,,y, € R"and v € V. Set Aq = ||D,b(:,)l| eoraxv) i.€., the best constant Lip(b) in
the above inequality is A,. Prove that

(a) If > A, then u € COY(R") = Lip(R") = WL>°(R").
(b) If A = A, then u € CO*(R") forany 0 < a < 1.
(© IfO< A< Ay, then u € C%% (R™).

Proof of Exercise 21. Let v(+) be a control, and y,(-) and y,(-) be solutions to

{y;(s) =b( )l Ve, {y;(s) = b(y,(s), v(s),
:(0) =x, ¥.(0) =z,

respectively. Then, for all s > 0, we have
Vi)=Y, < Aly () =y () = 1@ () < Al (s)

where ¢(s) = y,(s) — y,(s). By the fundamental theorem of calculus,

l(t)l = S|¢(0)|+f lo"(s)] dsSIX—Z|+7toJ l(s)l ds.
0 0

¢(0) +f ¢’'(s)ds
0

By Gronwall’s inequality, we obtain
lo(8)] = |y, (t) — y,(t)] < e™|x —z] for all t > 0. (A.28)
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(a) For (a) there is no need to use DPPB indeed, for any control v(-) we have:

O, v())=J(z,v())l = f e f (yx(),v(s)) ds—f e f (3:(5),v(s)) ds
0

0

Sf e f (18D, v(8)) = f (3:(5), v(5))] ds
0

oo
Sf Ce 20Xy —z| ds = |x —z| = Cylx — 2.
0

)'_A'O
From that we have
J(x,v(-)) < Colx —z[ +J(z,v(-))
(take inf over v(-))

J(z,v(-)) < Cylx —2z|+J(x,v(-))
(take inf over v(-))

u(x) < Gylx —z|+J(z,v(-))
u(x) < Cylx —z| +u(z)
u(z) < Cylx —z| +J(x,v(:))
u(z) < Cylx —z| + u(x).

IO

(b) We define

t

K(t: X, V()) = f e_xsf (yx,v(~)(s): V(S)) ds + e_hu (yX,V(')(t)) :

0

Then,
u(x) = ir(l)fK(t, x,v(+))

for all t > O by dynamic programming principle. Besides, as |f(x,v)| < C for all
(x,v) e R" x V, it is clear that

lu(x)| < J Ce™ ds = % (A.29)
0

From (A.29) and (A.28), we have
|K(t,x,v(-))—K(t,2,v(-))I

< J e f (u(), () = F (705D, v ds + €7 u (v, (£)) —u (y.(6)]

t
2C
< Clx —zlf ero=As dg 4 LM
0 A

—CIx—z|t+§e_“<2C |x—z|t+e_M
B A . A )

This is true for all ¢t > 0, thus we can see it as a function of t, then the minimum of
the right hand side will be obtained at t such that F’(t) = 0, where

e—lt

2 = F'(t)=|x—z|—e™

F(t)=|x—z|t+

1 1
— F'(t)=0 iff t=—10g( )
A |x —z|
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(@)

We consider the case 0 < |x —z| < 1 first so that the value t above is indeed positive.
Then,

IK(t,x,v(:))—K(t,z,v(-))| < % (Ix—zllog(lxizl) + |x—z|).

Setting G(s) =s (log(%) + 1) = s(1 —log(s)), we prove that there exists C, > 0 such
that G(s) < C,s* on (0,1) for any 0 < @ < 1. Indeed, for f =1—a € (0, 1), we have

‘M =sP(1— log(s))
Sa

is continuous on (0, 1) and ling Gg(s) =0, lirrll Gg(s) = 1, thus, Gy is bounded by some
§—> S—
constant C,. If ¢ € (0,1) and |x —z| < 1, then

G[j(s) =

K(t,x,v(:)) < C,lx —z|*+K(t,z,v(-)) = u(x)<C,lx—2z|*+K(t,z,v(-))

(take inf over v(+)) =  u(x) < C,lx—z|*+u(z)
K(t,z,v(-)) < C,lx—2|*+K(t,x,v(-)) = u(z)<C,lx—2z|*+K(t,x,v())
(take inf over v(+)) =  u(z) < C,lx —z|* +u(x).

Therefore |u(x) —u(z)| < C,|x —z|* whenever |x —z| < 1, i.e., % < C, if
0<|x—2|<1.If |[x —2| =1, then from (A.29) we have

lu(x)—u(z)] _2C lu(x) —u(z)| 2C
Tz A e =™ {C“’T}

for any x # z and for any a € (0, 1).
From (A.29) and (A.28), we have

IK(t,x,v(-)) = K(t,2,v())|

< J e f (a(), () = F (105D, v ds + €7 u (v, (£)) —u (y.(6))]

t
2C
<Cl|x —zlf ero=As dg 4 LM
o A

(A=)t _
e 1 2C C 2C
=Clx—g|——+ =M< x —gleo™ Mt 4 T2 oAt
| | Ag—A A Ag—A | | A
This is true for all t > 0, thus we can see it as a function in t, then the minimum of
the right hand side will be obtained at t such that F’(t) = 0, where

2C
|x —zlePo™M 4 ZZeM  —  F/(t) = Clx —glePM —2Ce M

F(t) =
=323 )

1 2
= F'(t)=0 iff t=—log( )
Ao |x —z|

We consider the case 0 < |x —z| < 2 first so that the value t above is indeed positive.
Then,

A2 g 20 = 2
[K(t,x,v(-)) —K(t,z,v(-))| < X —z[27%" |x —z] o+ —27%|x —z[%.
Ag—A A
2 C 22 C 2 A
=(2% +2 % — ||lx—3g|% < Cilx—g|.
( 5 > )i < cil—sl



By using a similar argument to the latter part of (b) and DPB we have |u(x)—u(z)| <
A
Cy|x —z|™ whenever |x —z| < 2, i.e., M < C;. If |x — 2| = 2, then from (A.29),

|x—z| %0
we have
_ 2C _2C -
lu(x) uiz)l < = 21 fo x =C, — M < max{Cl, Cz} =Cy
| — 2| % 2% |x —z[%

for any x # z. Thus, |u(x)—u(z)| < Cslx —z|%.

]

Exercise 20. Compute the Legendre transform L(x,Vv) of the Hamiltonian H : R" x R" — R,

where

Ip|™
H(x,p)= o

Here, m>1 and V € BUC(R").

+V(x) forall (x,p) € R" x R".

Proof of Exercise 22. We have
lp|™
L(x,v)= sup (p -V —H(x,p)) = sup (p -V — —) —V(x).
PER" pERN m

lpl™
m

. m—1
lim f(p)= lim |p|(zl—|p| ):—oo
lpl—o0 lpl—o0 Ip| m

Therefore, f achieves maximum on R" at p* such that Df (p*) = 0. We have

Df(p)=v—plpI"?=0 < pip* "=y,

Themap f :R" > Rmapsp—p-v— is continuous, and

which gives

F7) =l =yl = Ty,
m
Thus, for (x,v) € R" x R",
—1 m
L(x,v)= m [v|»T —V(x).
O
Exercise 22. Consider the Cauchy problem
u/(x,t)+H(x,Du) =0 in R" x (0, 00),
(x, )+ H(x, Du) (0,00) 430
(x,0) = uy(x) on R".

For (x,t) € R" x (0, 00), let
t
u(x,t) = inf{f L(y(s), v'(s)) ds +uo(r(0)) : y(t) =x,7(0) € R",y" € L'([O, t])} :
Using the Dynamic ;rogramming principle (DPP)
u(x,t) = inf{ft L(y(r),y'(r) dr +u(y(s),s) : y(6) =x,y" € L'([s, t])} (DPP)
to prove that u is a visscosity solution to (A.30).

273



Proof of Exercise 24. The initial condition is obviously true. The subsolution test is pretty
simple. Take ¢ € C*(R" x [0, 00)) such that u — ¢ has a strict local maximum at (x,, t,) €
R" x (0, 00), and u(x,, ty) = ¢(x,, ty), we need to prove

¥ (x0, to) + H(xo, Dp(xo, £5)) < 0. (A.31)
Pick a path y(-) with y(¢t,) = x,, then for s < t,, we have

u(y(to), to) —u(y(s),s) = p(y(to), to) — @ (y(s),s)

= f (sot(r(r), r)+7'(r)-De(y(r), r)) dr. (A.32)

By dynamic programming principle (DPP), we have

f (L(Y(r), Y’(r))) dr = u(y(to), to) —u(y(s),s). (A.33)

From (A.32) and (A.33) we have

0= J (%(r(r),r) +7/(r)- Dp(r(r), 1) = L(y(r), y’(r))) dr.

tO -
Since the function inside the integral sign is continuous, taking s — t,, we obtain

@ (r(to), to) + 7 (to) - Dp(y(to), to) — Ly (to), Y'(tx)) <0

and thus (A.31) is true since we can design the path y(-) such that y'(t,) = v for any v € R".

Now we perform the supersolution test. Take ¢ € C*(R" x [0, 00)) such that u — ¢ has a
strict local minimum at (x,, t,), and u(x,, t,) = ¢(x,, ty), we need to prove

(Pt(XOJ tO) + H(Xo,D(P(XO, tO)) Z 0

For any s € (0, t,) we have
u(y(to), to) —u(y(s),s) < @(y(to), to) — ¢ (¥(s),s)

= J (%(Y(T), r)+ 7' (r)-De(y(r), r)) dr.

Let us subtract from two sides by L(y(r),y’(r)) we obtain

u(xo, to) = U Ly(r),y'(r)) dr + u(Y(S),S))

Sf (%(Y(r),r)+H(Y(r),D90(Y(r),r))) dr.  (A.34)

Define A to be the set of all “almost-admissible" paths with y(t,) = x,, i.e., y(+) such that
to
f L(y(s),Y'(s)) ds +uo(r(0)) < ulx, to) + 1.
0
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It is easy to see that the Dynamic Programming Principle remains true with the new admis-
sible set A. Take the infimum over all paths y(-) € A in (A.34), we obtain

0< sup f (%(Y(r),r)+H(Y(r),D<p(Y(r),r))) dr. (A.35)
Y(;oe)jzlxo\s —
Ky()]

Now for y(-) € A we have

KIr()]=(t, _5)(%(3(0: to) + H(xo, Do (xo, to)))

+ f [(wt(y(r), r)— @.(x0, t)) + (H(y(r), Do (y(r), 7)) — H(xo, Do (xo, to)))] dr.
(A.36)

1. Now given n > 0, since ¢ is smooth and H is continuous at (x,, t,), there exists 6 > 0
such that

|0 (¥,8) — @ (x0, to)l <M

— o
|(.y75) (x09 to)l < = {lH(y’D(p(y’S))—H(xO,D(p(xOs tO))l < n.

2. By Lemma A.25 we know that |y(r)| is bounded independent of y € A and r < t,, thus
since u is locally bounded, we can get |u(y(r),r)] < C = C(x,, ty) for all r € [s, t,].
Thus given 6 > 0, by super-linearity we can choose M large so that

. L(x,v) 2(2C+1)
inf ( N ) > 5

for all lv| > M. (A.37)

xeR"

3. Let £ > 0, by (DPP) we can find y € A such that (¢ < 1)

f O L(y(r),y'(r)) dr < u(xo, ty) —u(y(s),s)+& <2C +1. (A.38)

e Estimate for the first term is easy:
J ly'(r)| dr < M(ty—s). (A.39)
{rels,tol:ly' (<M}

e Estimate for the second term:

f L(y(r),y'(r))dr = —| sup L(x,v) | =: —Cy.
{rels.tolly'(rl<m} e
and
, L(y(r),y'(r)Y, ,
J Ly (r),y'(r) dr = f (% y'(r)] dr
{rels,tol:ly (nI=M} {rels,to):ly (n|=M} rr

L(x,v
> ( inf Q)J‘ ly'(r)| dr.
o vl {rels,tol:ly/(rI=M}
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From this we obtain

to
L
f L), ¥/ (7)) dr + Gy = ( inf M) f () dr.
s (o vl {rels,tol:ly (r)|=M}

From (A.38) and (A.37) we obtain

-1
L
J |y’(r)|dr§(infn (x’v)) (2C+1)<
frels.tol Iy (=M} i

4. With M in step 2, (A.39) and (A.40) yield

N

(A.40)

t
sup IY(r)—XOISJ ly'(r)l dr

rels,to]
/ / 5
< ly'(r)| dr + ly (r)IdrSM(to—s)+§.
{rels,tl:ly'(r)|<M} {rels,tl:ly'(r)|=M}

Choose s closed to t, such that M(t,—s) < g, we obtain

sup |y(r) —xo/ <&

r€ls,tol

which implies that

{m(y(r), r)— (X, o) <M
IH(y(r), Do(y(r), 1)) — H(xo, Dip(x, to))] < 7.

Using these facts in (A.36), we obtain that for any given 7, there exists s € [0, t,] such that

KLy () < (to — )0, (o, to) + H(xo, Do (g, 1)) ) + 2n(to —5)-
Taking sup over all path y(-) € A and divide both sides by t, —s > 0, we obtain
¢(x0, to) + H(xg, Dip(x0, £9)) +2n = 0.
Finally since 7 is arbitrary, ¢,(x,, t,)+H(x,, D@(x,, ty)) = 0, and the proof is complete. [

Lemma A.25. u is locally bounded on R" x [0, 00), i.e., if (x,t) € Bx(0) x [0, T] then there
exists a positive constant Cy 1 such that [u(x,t)| < Cg 1.

Proof. It is easy to see that u(x,t) locally bounded from above on R" x [0, c0). To prove
u(x, t) is locally bounded from below, let us fix (x, t) € Bz(0) x [0, T] and y(-) € A, then for
(x,t) € R" x [0, T] we have:

1. For every path y(:) € A then

J L(y(s),y(s))ds<T (sup |L(x,0)|) + 2[|upll o + 1 =: C.
0

x€R"
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2. By the superlinearity of L, there exists M > 0 to such that

.~ L(x,v)
inf
xeR" |y|

>1 for all |v| > M.

3. The L([0, t]) norm of y/(-) is uniformly bounded. Indeed,

[ L(y(s),v'(s))
Cr = f L(y(s),y'()) ds = (%) 1Y/ (s)| ds
{s€[0,t]:1y/(s)|=M} J (s€l0,¢:ly/(s) =M} IAS
( /
2 ( lnf; L(X,/'}/ (3))) h//(s)l dS
AL 1 O]
k
> ly'(s)]| ds. (A.41)
J {s€[0,e 1y ()= M}
And
J ly'(s)|ds < M(s—t) < MT. (A.42)
{s€[0,¢1:1y/(s)|<M}

which implies that for all y € A then
t
J ly'(s)l ds < C; + MT.
0
4. From the above result we have the bound for |y(-)| € A as
t
lx—y(s)| < J Iy’ (M| dr < T(C; +MT) = ly(s$)ISR+T(C;+MT)=C2.
0

5. From (A.41) we obtain for all y € A then
f L(y(s),y'(s))ds = 0. (A.43)
{s€ls,tl:ly’(s)I=M}

While on {s €[0,t]: |y'(s)] < M} we can use the continuity of L to estimate

IL(r (), 7'(s)) = LG, Y/ (D) < @paxqaa,c2y(1x = 7(s)1)
< Oz T(CL+MT)) = C3

where w(+) is a modulus of continuity. Thus
L(y(s),y'(s)) = Lx,y'(s))—C;  where  |y/(s)| < M.
6. Using the convexity of v — L(x,v) at v = 0, there exists some & € D 'L(x,0), then
L(x,y'(s)) = L(x,0) +y'(s) - € = L(x,0) = [&] - [y ()
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and thus from (A.42) and Lemma 2.17 we obtain

f L(y(s),y'(s)) ds = f L(x,7'(s)) ds—C3t
{s€ls,tl:ly'(s)I<M} s€ls,t]:ly'(s)I<M

f (Le 0 —[gl Y ©)) ds—CpT
{sels,t1:ly'(s)|=M}

Y

> —T (sup |L(x,0)| lY' ()l ds—C3T

) el
XeR" {sels,t:ly’(s)I<M}

>—-T (sup IL(x,O)l)— |EIMT —C2T

x€Rn

>—T (sup |L(x,0)|) — (sup |D;L(x,o)|) MT—C.T =C?.

x€R™ |x|<R

Finally from (A.43) and the previous step we obtain for y(-) € A then

t

u(x, £) +[lugllpe +12 J L(y(s),y'(s)) ds = C;
0

which implies

Thus u is locally bounded. O

Exercise 28. Assume that H satisfies (4.2) and (4.3). Fix p € R", and we look at (4.5). Show
that there exists a constant C > 0 independent of A > 0 such that, for any A > 0, we have

|42 () + H(P)|| ooy < CA-
Proof of Exercise 37. Let C = max, e H(y, p). Then, by the comparison principle, we have

sup | AW (y)| < C.

yeTm
The coercivity of H implies that sup,cp. |Dv*(y)| < C,, and for all y, x, € T", we have

|VA(}’)_VA(X0)| < Cvn == AV/l(xo)_)tcm/ﬁ < AVA(}’) < Av’l(xo)+7LC1\/ﬁ
= Asupvi(-) —ACV/n < W (y) < Ai%fvx(')-i-?hcl\/ﬁ
"Ir?’l
From the above, it is suffices to prove that
Ai%fvl(-) <—H(p) < Asupv*() < —Asupv*(:)<H(p)<—-A i%fvl(-). (A.44)
’]I‘Tl ’]I‘n
ﬁ a

Let v € Lip(T") be any viscosity solution to the cell problem H(y,p + Dv) = H(p). If
H(p) > a, then in the viscosity sense, we have

H(y,p+Dv(y)) =H(p) > a= -2 (y)=H(y,p +Dv*(y))  inT".
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Since v, v* € Lip(T") are bounded, we can choose & > 0 such that

M > 5vi(y) +H(y,p +Dvl(y))

6v(y)+H(y,p+Dv(y))>
in the viscosity sense. Then, v(-) and v*(-) are a viscosity supersolution and subsolution
to the problem 6w + H(y,p + Dw) = %(H(p) + a), respectively. Thus, by the comparison
principle, v > v*. This is a contradiction since v — C is also a viscosity solution to the cell
problem for any constant C € R. Performing a similar procedure for 3, we deduce that
(A.44) is true, and thus, we obtain the rate of convergence is O(A). O
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