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29.

We.have
Az — a b1} tla+bd
2= e d) 1] T ewd]?
so A isin W if and only if a + b =0 and ¢ +d = 0. Thus, W consists of all matrices of the form

L)

'Alz[al. —01] and Ay = [ag _;a2]

¢ —Ci C2 —Ca

Now if

are in W, then

hem [P O] [ ] [oe o

a —c ca —cp] a+te —(c1+¢)

is in W. Moreover, if k is a scalar, then

kA1 =k

-a,l —a@ | -ka]_ —(kal)}
| €1 —C1 - _kc1 —(kcl)

is in W. Alternatively, we can observe that every vector in W can be written as

a —a] . [1 -1 0 0
[c —c] _a[O 0]+c[1 —-1]’

so W consists of all linear combinations of two fixed vectors in Ma,. Hence, W is a subspace of My, -

Certainly {0} and R? are subspaces of R2. If u is any nonzero vector then span {u} is a subspace of
R?. To show this, observe that span {u} consists of all vectors in R? that are scalar multiples of u. Let
v = cuand w = du be in span {u} where c and d are any real numbers. Then v4+w = cu+du = (c+d)u
is in span {u} and if & is any real number, then kv = k(cu) = (kc)u is in span {u}. Then by Theorem
4.3, span {u} is a subspace of R2. :

" To show that these are the only subspaces of R? we proceed as follows. Let W be any subspace of R2.
~ Since W is a vector space in its own right, it contains the zero vector 0. If W # {0}, then W contains a

nonzero vector u. But then by property (b) of Definition 4.4, W must contain every scalar multiple of
u. If every vector in W is a scalar multiple of u then W is span {u}. Otherwise, W contains span {u}
and another vector which is not a multiple of u. Call this other vector v. It follows that W contains
span {u,v}. But in fact span {u,v} = R2. To show this, let y be any vector in B2 and let

u= [ul], v = vl], and y= [yl] .
I_'u,z | U2 Yo

We must show there are scalars ¢; and ¢; such that c;u + cov- = y. This equation leads to the linea
system '

-6
Uz V2] |C2 /P

T
Uy M _ Uy Us
{uz vz] [vl vz} '
This matrix is row equivalent to I, since its rows are not multiples of each other. Therefore the matrix
is nonsingular. It follows that the coefficient matrix is nonsingular and hence the linear system has a

solution. Therefore span {u, v} = R?, as required, and hence the only subspaces of R? are {0}, R?, or
scalar multiples of a single nonzero vector.

“Consider the transpose of the coefficient matrix:



