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Recall that if X and Y are discrete random variables defined on the same probability space,
then the conditional probability mass function of X given Y = y is

pxy(aly) = PIX =2 | Y =y} = w

We therefore define the conditional expectation of X given Y = y for all y such that py (y) > 0
to be

EX[Y =y= >  aP{X=2z)V =y}
z€Range(X)

= ZxPX\Y(fﬂy)-

We denote by E[X|Y] the function of the random variable Y whose value at Y = y is E[ XY = y].
Note that E[X|Y] is itself a random variable. Further, it is immediate that if X and Y are
independent, then for any y

EX[Y =y = > aP{X=zV=y}= > aP{X=2}=EX
z€Range(X) z€Range(X)

Thus, if X and Y are independent, we have
E[X|Y] =EX.

The following is extremely important

Theorem 1.
E[X]=E[E[XY]].

Thus, we have

E[X]=) E[X|Y =y|P{Y =y}.

Proof.
EE[X|Y]] = ) E[X|Y = y]P{Y = y}

=> Y aP{X =a|Y = y}P{Y =y}

=> 2) P{X =Y =y}
:Z:UP{XZJJ}

=[EX.



Let’s also consider the fact that
E[f(Y)X[Y] = f(Y)E[X]Y].
This simply says that for all ¢ in the range of Y,
E[f(V)X]Y =y] = f(y)EX]Y = y].
But this is immediate now:
E[f(Y)X|Y =y] = ZZf e P{Y =, X = z|Y =y}
:E:fyﬂ%X:ﬂY:y}

= f(yEX]Y = y].



