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1. INTRODUCTION

1.1. The d-commutators. Let 0 < ¢ < 1 and let k € S'(R?) N LL (R?\ {0}) be a regu-
lar Calderon-Zygmund convolution kernel on R¢, satisfying the standard size and regularity
assumptions,

(1.1a) k(z)| < Clz|™¢, x #0,
|h|¢ ||
. — < < —
(1.1b) |k(z+ h) — k()| < C|x\d+€’ x#0, |h] < 5

and the L? boundedness condition
(1.1c) |R]|co < C < 0.

Let ||s[|cz() be the smallest constant C' for which the three inequalities (1.1) hold simulta-
neously. For convenience, in order to a priori make sense of some of the expressions in this
introduction the reader may initially assume that s is compactly supported in R%\ {0}.

For a € L} (R?) let m, ,a be the mean of a over the interval connecting x and y,

1
My y@ = / a(sz + (1 — s)y)ds.
0
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For every y € R? this is well defined for almost all € R%. Given L*®-functions a1,...,a, on
R? the nth order d-commutator associated to a1, ..., an, is defined by

Clar-- anlf(@) = [ (o= ) ([] moys) f)s

One may consider € as an (n + 1)-linear operator acting on ay, ..., a,, f. Pairing with another
function and renaming a; = f;, i < n, f = fn+1 one obtains the Christ-Journé multilinear form

defined by
(1.2) Acy(fi-- s fug2) = // k(@ = y) (][ mawti) farr ) fara(@) dzdy.
i=1

In dimension d = 1 this operator reduces to the Calderén commutator. However the emphasis
in this paper is on the behavior in dimension d > 2 where the Schwartz kernels are considerably
less regular. Christ and Journé |7] showed that for a; with ||a;|lcc < 1 the operator Clay, ..., ay)
is bounded on LP, 1 < p < oo, with operator norm O(n®), for o > 2. More precisely,

(1.3) [Acs(fis-- s far2)| < CpeallElloze n® (T 1 filloo) I fnsllpll faszlly > 2.
i=1

For related results on Calderéon commutators for d = 1 see the discussion of previous results in
§1.2 below.

The form Acjy is not symmetric in f;, i = 1,...,n+ 2, (see the discussion in §1.3 below) and
it is natural to ask whether the analogous estimates hold for f; € LPi, for other choices of p;.
The problem has been proposed for example in [14] and [18], see also §1.2 for our motivation.
Homogeneity considerations yield the necessary condition Z?:lg pi_1 = 1. In this paper we shall
establish the following estimate, as a corollary of a more general result stated as Theorem 2.8

below.

Theorem 1.1. Suppose thatd > 1,1 <p; <oc,t=1,...,n+2, and Z?jfpi_l =1. Lete >0
and min{p1,...,ppy2} > 14 0. Then for A as in (1.2)

n+2

(1.4) [Acs(fiy- s far2)| < CO)Ellcz@n®log® 2 +n) [T I filly,
i=1

Our main interest lies in the higher dimensional cases with d > 2. Polynomial bounds are
known for d = 1, although the precise form of Theorem 1.1 may not have been observed before;
see the discussion about previous results in §1.2.

1.2. Background and historical remarks.

Motivation. Our original motivation for considering estimates (1.4) for p; # oo for i < n came
from Bressan’s problem ([4]) on incompressible mixing flows. A version of the approach chosen
by Bianchini [2] leads in higher dimensions to the problem of bounding a trilinear singular
integral form with even homogeneous kernels k. One considers a smooth, time-dependent
vector field (z,t) — b(z,t) which is periodic, i.e. b(z + k,t) = b(z,t) for all (z,t) € R x R,

k € Z%, and divergence-free, Z;'i:1 gzi_ = 0. Let ¢ be the flow generated by v, i.e. we have

%qﬁt(aj) = v(¢y(x),t), o(z) = z, so that for every ¢ the map ¢; is a diffeomorphism on RY
satisfying ¢(x + k,t) = k + ¢(z,t), for all z € R?, k € Z%.
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For small & consider the truncated Bianchini semi-norm ([2]) defined by

&m:lmévm—ﬁmﬁwﬁmfl

Let A be a measurable subset of R? which is invariant under translation by vectors in Z? (thus
A+ 7% can be identified with a measurable subset of T%). Let Ab = R4\ A.
A calculation (]|22]) shows that

(1.5) Be[ﬂqu(A)] — B[14] =
1 T (x — v, 5(357 t) — 5(y’ t))
vV, /0 /Qf(x,t) /€<my|<l/4 o — y|aP2 f(y,t)dydxdt

where Q = [0,1)4, f(y,t) = %(ﬂqﬁt(A) — 14, (a0) and Vg is the volume of the unit ball in R<,

This calculation leads to an alternative approach to a result by Crippa and DeLellis [12].
One has the following estimate involving general (a priori) smooth vector fields x — v(z) on
RY satisfying div(v) = 0. Let Dv denote its total derivative. Then for 1 < pi,p2,p3 < oo,

3 1
il =

1
(16) MLWWNMﬂiﬁﬁ‘Wmmwwmswmwmwwm

Here the implicit constant is independent of ¢ and N. One can think of (1.6) as a trilinear
form acting on f, g and Dwv; due to the assumption of zero divergence, the entries are not
independent and one can reduce to the estimation of d? — 1 trilinear forms. In fact, (1.6) can
be derived from the case n = 1 of Theorem 1.1, using the choices of

Lilj S
ﬁij(x) = |Qj’d+2’ i # J,

(1.7) 2 .2

The case with f, g being characteristic functions of sets with finite measure and Dv € LP! with
p1 near 1 is of particular interest. Steve Hofmann (personal communication) has suggested that
estimates such as (1.6) can also be obtained from the isotropic version of his off-diagonal T'1
theorem [26].

Previous results. We list some previous results on the n + 2-linear form Acy in (1.3), including
many in dimension d = 1, covering the classical Calderén commutators.

(i) The first estimates of the form (1.4), for the case d = 1 and n = 1 were proved in the
seminal paper by A.P. Calderon [5].

(ii) More generally, still in dimension d = 1, Coifman, McIntosh and Meyer [10] proved
estimates of the form (1.4) for arbitrary n, with p; = --- = p, = oo and polynomial bounds
C(n) = O(n*) as n — oco. This allowed them to establish the L? boundedness of the Cauchy
integral operator on general Lipschitz curves. See also [8] for other applications to related
problems of Calderén. Christ and Journé [7] were able to improve the Coifman-McIntosh-Meyer

bounds to C(n) = O(n?*) (and to O(n'*¢) for odd kernels ).

(iii) Duong, Grafakos and Yan [14]| developed a rough version of the multisingular integral
theory in [21] to cover the estimates (1.4) with general exponents for d = 1, however their
arguments yield constants C'(n) which are of exponential growth in n.
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One should note that [14] also treats the higher Calderén commutators C[f1,. .., fn], with
target space LP where p > 1/2. For the bilinear version this had been first done by C.P. Calderon
[6]. It would be interesting to obtain appropriate similar results for the d-commutators.

(iv) Muscalu [31] recently developed a new approach for proving (1.4) in dimension d = 1,
see also [32, Theorem 4.11|. An explicit bound for the constant as A(n, ¢) where ¢ is the number
of indices j such that p; # oo and, for fixed ¢, n — A(n, ) is of polynomial growth. However,
by using complex interpolation (as in §15) to the case when p; = oo for all but two j, one
may remove the dependance of A on £. This yields polynomial bounds for all admissible sets of
exponents, as in our results.

(v) As mentioned above, crucial results for d > 2 were obtained by Christ and Journé |7
who established (1.4) for p; = -+ = p, = oo and C(n) = O(n?*¢). Several ideas in our proof
can be traced back to their work.

(vi) Hofmann [25] obtained estimates (1.4) for operators with rougher kernels , and an
extension to weighted norm inequalities; however the induction argument in [25] only gives
exponential bounds as n — oo.

(vii) For the special case that x is an odd and homogeneous singular convolution kernel,
estimates of the form (1.4) for d > 2 and n = 1 have been obtained by using the method
of rotation. In [14], Duong, Grafakos and Yan use uniform results on the bilinear Hilbert
transforms ([20], [37]) to obtain such estimates under the additional restriction min(p1, p2, p3) >
3/2, see also the survey [18].

We note that one can modify the argument in [14] to remove this restriction, and also to obtain
a version for n > 2. Indeed let ko (z) = |z|~%Q(x/|z|) with Q € L'(S9!) and Q(0) = —Q(—0).
Let

noo
Calfts - fulfar1(z) = /’fﬂ@ — ) fnr1(y) Z1;[1/0 fil(1 = si)x + siy)ds; dy;

then
1
(1.8) Colfi. o Filfunr(e) = 5 [ 0O Calfive. fu fra)) 40
where
Colfi,- -, fn+1](x) = p.v. /00 frg1(x — sG)(ﬁ/l fi(z — usﬁ)du)§
9 9y oo palet O S
Now if ey = (1,0,...,0) and Ry is a rotation with Rge; = 6 we have

Ce[flv s ,fn+1](33) = Cel[floR97 . . '7fn+loR9](R¢9_1x)

and thus the operator norms of Cy are independent of . One notices that

o0

Ce1 [fla R fn+1]($1,x/) = p.v./

—c0 L1 — Y1

n 1
Fusalna) TL( [ 50 = w)as ')
i=1

the Calderén commutator acting in the first variable. The one-dimensional results for the

commutators in [5], [14] can now be applied to show that for 2?212 pit=1,p >1,

n+2

| [ ealtiv- o Sl bua(a)fusa(o)da] £ Conrepusa) @0 aqsion T 10
1=1

Note that the assumption x odd is crucial in formula (1.8) and thus the argument does not
seem to be applicable to the d-commutators associated with the convolution kernels in (1.7).
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(viiil) When n = 1 it is known that the Christ-Journé commutator Cla] (with a € L) is
of weak type (1,1). This has been shown by Grafakos and Honzik [19] in two dimensions and
by one of the authors [34] in all dimensions. It is an open problem whether the higher degree
d-commutators (n > 2) are of weak type (1,1) in dimension d > 2.

1.3. Towards a more general result. In order to prove Theorem 1.1 it suffices to prove
estimate (1.4) for the cases where two of the exponents, say p;,p;, 1 < i < j < n+ 2 belong
to (1,00) and the other n exponents are equal to oco. Equivalently, if w is a permutation of
{1,...,n+2} and

AgJ(fl’ SER) fn+2) = ACJ(fw(l)a R fw(n+2))
one has to show, for 1 < p < oo, the inequalities

(1.9) A& [f1s- s Fasal] < Copn®(logn)? |18l czis) (LT Iilloo) |l Fastllpll Faszllp
i=1
uniformly in .

Formally the operator A% takes the form

(110) AZy(freeooe) = [ [[ K= (@ = ) fusa(@)fur0) [ il - sl = ) davd dy.
=1

The case w = id in (1.9) is covered already by the original result of Christ and Journé. Thus by
the symmetry in {1,...,n} and essential symmetry in {n+1,n+ 2} (with a change of variable
a; — (1 — «;)) two cases remain of particular interest:

o If ' is the permutation that interchanges i and n + 1 and leaves all k ¢ {i,n + 1} fixed
then the kernel K& is given by
KWi(Oé,U) — |ai|d_n_1"{(aiv) if (07 217 0 S a] S (o788 ] 7& 7:7
0 otherwise.
e If 1 <i,j<mn,i#jand @’ is the permutation with @ (i) = n+ 1, @"(j) = n + 2
and @' (k) =k for k ¢ {i,j,n + 1,n + 2} then the kernel K®" is given by
K™ (a,0) = |a; — | " (0 — ) (& — )
either if a; <0, a; > 1, oy < oy, < v for k # 1, 7;
orifa; <0,a; > 1, aj <o, < for k #4,7;
K=" (o, v) = 0 otherwise.
Once (1.9) is proved for w = id, @ = @', @ = w", the general result follows by complex
interpolation for multilinear operators, see [1, Theorem 4.4.1].

Thus we want to study multilinear forms of the type
(1.11)  A[K](b1,...,bpy2) = /// K(a,x — y)bpyo(x)bpti1(y) Hbl(aj —a(x —y)) da dx dy,
=1

where z € RY, o € R", and K(«,z) is a Calderén-Zygmund kernel in the z variable which
depends on a parameter o € R™. We will impose some regularity conditions on the a variable.
The basic example, corresponding to the Christ-Journé multilinear forms, is

K(a,z) = ]1[0,1]’1(@)&(3:)

where & is a regular Calderén convolution kernel satisfying the conditions (1.1).
Our goal is to
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e To introduce a reasonably general class K. of kernels K («, z), for which linear forms of
type (1.11) are closed under adjoints. If w is a permutation of {1,...,n + 2}, then the
multilinear form A[K](bg(1), - -, bm(nt2)) should be written as A[K](b1,. .., byi2) for
a suitable K%, with appropriate bounds on K% in the class X..

e To prove estimates for this same class of kernels that cover the estimates for the d-
commutators in Theorem 1.1.

Roughly the class of admissible kernels consists of those K for which the norm || - ||, defined
n (2.3), (2.4) below is finite; see §2 for further discusion of the spaces of distributions on which
this definition is made. The extension to the class K. allows us to substantially extend the
class of allowable convolution kernels x in the definition of the d-commutators, see Example 2.2
below.
Let p1,...,pnto € (1,00] with Z?“‘f pJ =1, and let py = minj<;j<,42p;. For b; € LPi(R?)
we shall prove the inequality
n+2
(1.12) ALK (b1, -, bug2)| < Cpgaell K [lsc.n® log™(2 +n) T 10illp:-
i=1
The expression on the left hand side makes a priori sense at least for K supported in a compact
subset of RY x (R?\ {0}) (and this restriction does not enter in the estimate). The kernels
in . can be thought of sums of dilates of functions in a weighted Besov space; this will be
made precise in §3. These weighted Besov spaces are closely related to Besov spaces of forms
on RP"*?. This motivated some of the considerations in §3 and §4.

A key point of the K. norms is that they depend on n in a natural way so that the term
n?log3(2 + n) in (1.12) does not become trivial. We shall derive a stronger version in the
next section in Theorem 2.10 below in which dependence on the K. occurs in a very weak
(logarithmic) way. In fact one can define an endpoint space 8y which contains the union of the
spaces K., so that the inequality

n+2
Kllx. :

(1.13) IA[K] (b1, . .. buga)| < Cpg.ael K|lgon? log® (2 + HKII ) TT l1ill.
0 i=1

holds. A crucial point about the classes K. is that if K belongs to K. then all K% in (1.10)
belong to some K. class with polynomial bound in 7. One can then see that if inequality (1.13)
holds for (p1,...,pnt2) = (00,...,00,p0,p,) then the same is true for the kernels K®. This
invariance under adjoints will be discussed in §4.

The strategy of proving (1.13) for p; = --- = p, = oo then follows Christ and Journé [7],
with the main inequalities outlined in §5. The subsequent sections contain the details of the
proofs.

SELECTED NOTATION

We use the notation A < B to denote A < C'B, where C' is a constant independent of
any relevant parameters. C' is allowed to depend on d and €, but not on n.

e For two nonnegative numbers a, b we occasionally write a A b = min{a,b} and a Vb =
max{a, b}
e The Euclidean ball in R? of radius r and with center = is denoted by B¢(x, 7).

e For a function g on R? we define dilation operators which leave the L'(R?) norm invari-
ant by

9" (@) = tlg(t).
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For a function ¢ on R™ x R we define dilation operators in the z-variable by
<D, 2) = t%(a, tz).
For a kernel K on R? x R? we define dilated versions by
Dil; K (z,y) = t*K (tz, ty) .

Given Banach spaces E1, Fo we denote by L(F7, Es) the Banach space of bounded linear
operators from F; to Es.
We denote by C§° (R9) the space of compactly supported C* functions. The subspace
C&%(Rd) consists of all f € C5°(R?) with [ f(z)dz = 0.
Let V be an index set, and for each v € Z, let {X};} be a sequence of operators in
L(E1, Eo). We say that X% converges in the strong operator topology to ¥ € L(E, E»),
with equiconvergence with respect to V, if for every f € E1 and every € > 0 there exists
a positive integer N (e, f) such that || XX f — XV f||g, <eforall N > N(e, f), v e V.
Given bounded operators T} € L(E1, Ey), j € Z, we say that Zj T} converges in
the strong operator topology, with equiconvergence with respect to V, if the sequence of
partial sums Xy = Z;V:_ N Tj’/ converges in the strong operator topology with equicon-
vergence with respect to V.
Given bounded k-linear operators L, Ly, defined on a k-tuple (A, ..., Ag) of normed
spaces with values in a normed space B, we say that Ly converges to L in the strong
operator topology (as N — oo) if ||Ly(a1,...,ax) — L(ai,...,ax)|]|lz — 0 for all
(at,...,a) € Ay X +-+ x Ap. When B = C or R then there is no difference between
strong and weak operator topologies, and we omit the word strong.

The spaces LS(R™ x R%) are defined in §2.1.

The operators Py, Qg, Qk and Q[u] are introduced in §6 (although Q is already used
in earlier sections). The class U is defined in Definition 6.2.

The semi-norms || - ||« ,, 7 = 1,2,3,4,5 and the spaces XK. are defined in §2.1. The
related spaces K¢ are defined in §2.2.

i =1,2,3,4, and the spaces B, are defined in §2.2.

The Schur classes Int!, Int>™, Int!, Int> and the regularity classes Regélt, RegZ:
Regért, RegZy are defined in §8.1.1.

The singular integral classes SI, SI1, SI> and annular integrability classes Ann', Ann®,
Ann,, are defined in §8.1.2.

The semi-norms || - ||5

e,1?

The Carleson condition for operators and norm || - ||car is given in Definition 8.14. The
atomic boundedness condition, with norm || - ||a¢ is given in Definition 8.15.

The Op,, Opy norms are defined in §8.3.

The notion of a Carleson function and the norm || - ||cqr is given in definition 11.2.

2. STATEMENTS OF THE MAIN RESULTS

2.1. The classes K.. We first introduce certain classes of tempered distributions on R™ x R¢
which satisfy integrability properties in the first (a-)variable and contain all kernels allowable
in (1.11). For each N € Ny consider the space MSh (R" x R?) defined as normed spaces of
tempered distributions K on R™ x R? for which there is C' > 0 so that for all f € S(R" x R%)

(E.HI<C sup > (L4 |2) V07 f (e, ).

n d
a€cR @ER "Y‘SN
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Here (K, f) denotes the pairing between distributions and test functions and the minimal C
in (2.1) is the norm in MSj(R™ x RY). The space MS'(R® x R?) is the space of tempered
distributions K on R" x R? for which (2.1) holds for some N € N. Note that M S’(R™ x R?) can
be seen as an inductive limit of the normed spaces M S (R x R?), and this gives M S'(R" x R?)
the structure of a locally convex topological vector space. A net {f,};cy is Cauchy in this
topology if there exists an N so that all f, belong to M Sy (R" x RY) for some fixed N and so
that f, is Cauchy in the norm topology of M8y (R™ x R%). It is easy to see the normed spaces
M8 (R™ x R?) are complete and thus MS'(R™ x R?) is complete. Let M (R") be the space of
bounded Borel measures on R”. K € MS'(R" x R?) gives rise to a continuous linear operator
Br : S(RY) — M (R™) defined by

(B ($2), $1) == (K, d1 @ ¢2) for ¢ € S(R™), ¢2 € S(RY).

Let LS'(R™ x R?) be the subspace of MS'(R" x R?) consisting of those K for which Bx(¢2) €
LY (R™), for all ¢ € S(R?). LS'(R™ x R?) is a closed subspace of MS'(R" x R?) and inherits
its complete locally convex topology.

We now define the Banach space K. used in (1.12). For K € LS'(R" x R%) and n € S(R?)
it makes sense to write K (q, -) *n for the convolution of K and 7 in the xz-variable. This yields
an L' function in the o variable, which depends smoothly on z. For K € LL (R" x R?), let

loc
K®(a, z) := t'K (o, )
and we extend this to LS’ (R™ x R?) by continuity in the usual way. Fix € S(R?) satisfying

(2.2) sup [7(70)| > 0,

Heigdf—l >0
where 7 denotes the Fourier transform of 7.
Definition 2.1. Let n be as in (2.2), and 0 < e < 1.
(i) Define five semi-norms by
230) Kl = swp [ ol KO e do

1<i<n
t>0

(2.3D) K oo = sup h~¢ / I+ (K@ (a + hei, ) — KO (o, )] p2(ga) do,
5
0<h<1

@3 K= s [[ @+l i) dodo
1<i<n
R>0 R<|z|<2R

(2.3d) |K|lx., == sup h™¢ // |K (o + hej,x) — K(a, z)| dz da,
1<i<
1_%1>_0n R<|z|<2R
0<h<1

(2.3¢) | K ||%. 5 == sup R* / |K(a,x —y) — K(a,x)| dx dov .
R>2
yeR?  |z|>Rly]
(ii) The space K. is the subspace of LS’ (R" x R%) consisting of those K for which the norm
(2.4) K e := 1B llcn | + [ e, + 1 e+ B floce o 4 [ loc. 5

is finite.
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The definition of || - ||%. depends on a choice of n € S(R?) satisfying (2.2). However, the
equivalence class of the norm does not depend on the choice, and the constants in the equiv-
alences of different choices of 1 will not depend on n. This is made explicit in Lemma 3.1
below.

Ezample 2.2. Let € € (0,1) and let x € S'(RY) N L1

loc

(R%\ {0}) be a convolution kernel in R?

satisfying

(2.5 Rllo < C

and

(2.6) sup R¢ sup / |k(z —y) — k(x)|de < C.
k22 yeR?J|z[>R]y|

Let

K(r,a) = X[o,1}n(04)/<ﬂ(95) .
Then K € Ks(R"™ x RY) for § < € and
(2.7) 1K lsc; So.e C-
The details of (2.7) are left to the reader.

We state a preliminary version of our boundedness result (see Theorem 2.8 below for a more
definitive version).

Theorem 2.3. Lete >0, § >0 and n as in (2.2).

(i) There is a constant C' = C(d,d,e,m) such that the following statement holds a priori for
all kernels in K. which also belong to L*(R"™ x RY). The multilinear form

n

A[K](b1, ..., bpt2) = /// K(a,x — y)bpyo(x)bpt1(y) Hbl(a: —ai(z —y)) da dz dy,

i=1
satisfies
n+2
(2.8) A[K)(b1, - bata)| < Cnlog¥(1+n)|[Klac. T 110l
i=1

for all b; € LP{(RY), 140 < p; < 00, Y17 p;t = 1.
(ii) The multilinear form (K, by, ..., bpt2) — A[K](b1,...,byt2) extends to a bounded multi-
linear form on K. x LP* x --- x LPr+2 satisfying (2.8) for all K € K..

The proof of Theorem 2.3 we will heavily rely on a decomposition theorem for the class X,
to which we now turn. This decomposition will specify further part (ii) of the theorem, i.e.
describe how to extend the result from part (i) to all kernels in K.

2.2. Decomposition of kernels in K.. In the following definition ey, ..., e, will denote the
standard basis of R".
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Definition 2.4. For n,d € N and 0 < ¢ < 1 we define four (semi-)norms

(2.92) I§l. = s [ [ (14 il ls(a0)] dado,

(2.9b) ISl = sup 17 [ [ s+ heivo) = slao)| dacdo
0<h<1
1<i<n

(2.90) lells. == sup A" //|§(a,v+h) — o(a, )| da dv,
o<lnl<1

(2.00) ISl = [ [+ oblstan o) dacdo

Let B-(R™ x R?) be the space of those ¢ € L*(R"™ x R%) such that the norm

(2.10) sl = llslz. + lIslls.. + lIsllB..s + [Isl5. 4

is finite.

For 0 < € < 1 the space B, is a type of Besov space, hence the notation. See also §4.5 below.
Recall the notation ¢()(a, ) := t%(a, tx).

Definition 2.5. (i) Let ¢ € C§°(R?) such that [¢(x)dx = 1, let Q; denote the operator
of convolution with 27¢¢(27.) — 20=Ddp(20-1.) When acting on K € LS’ (R™ x R?%), we
define Q; K by taking the convolution in R<.

(i) Set
(2.11) GlE] = (QK)® .
(iii) For K € LS'(R™ x R?) let
(2.12) 1K lgy = 31615 ||§j[KWL1(Rand) .

(iv) Let R be the space of all K € LS’(R™ x R™) such that
1K 5 = sup [|;[K]l| 5. rnxra)
JEZ
is finite.

The relation between the spaces K. and K. is given in the following theorem.

Theorem 2.6. (i) A distribution K € LS'(R" x R?) belongs to Jy. .., Ke if and only if there
exists an € > 0 and a bounded set {s; : j € Z} C B(R"™ x R?) satisfying

/Cj(a,v) dv=0

K=Y

JEZ

for all j, o and

holds with convergence in the topology on LS'(R™ x RY) (and thus also in the sense of distribu-
tions).
(ii) Let K € X.. Then for d < ¢,
HKHﬁ(s < C5,z—:,d
(11i) Let K € Re. Then for § < €/2
1 l5cs < Cocall K. -
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2.3. Boundedness of multilinear forms. For any ¢ € B.(R" x Rd) and for b; € LPi (Rd) with
Zn+12 D, = 1 = 1 the multilinear form

n

A[g](b1, ... bpta) = ///g(a, x — Y)bpt2(z)bpt1(y) H bi(x — ai(x — y)) dx dy do

i=1
is well defined; more precisely we have
Lemma 2.7. Let s € L'(R" xRY). Suppose for 1 <1< n+2, b; € LPi(RY) with Z;Hf p;t=1.
Then, for all j € Z,

n+2

|A[§(2J)](bla - -7bn+2)‘ < Hg”Ll(R”de) H [1: I, -
i=1

Proof. This follows easily by Hélder’s inequality. O

Theorem 2.6 suggests to define the form A[K], for K € K., as the limit of partial sums

(2.13) Z Als; (b1, ... bots)

as N — oo.

Our main boundedness result (a sharper version of Theorem 2.3) is

Theorem 2.8. Let 0 < 6 < 1, let p1,...,pnt2 € [1 + 0, 00] with E”+2 “1— 1.

(i) Let 3 be a finite subset of Z and let {s; : j € T} be a subset of B-(R™ x R?) so that for
every j €7, [¢j(a,z)dz =0 for almost all o € R™. Let

.
J€EJ
Then for by € LP(R?) we have

n+2

supjez, [I5; |5,
|A[K5] (b1, - -y but2)| < Ceasn®(sup |5l 1 (gn+ay) log <2 +n—l=m e ) 1|61
’ " (jeZ TR )) SUP]eZH%HLI H P

where the constant Cc qs 1s independent of n and J.
(it) Let K € X° so that K =3,y gj@]) in LS (R™ x R™) with [ ¢j(a,z)dz =0 for almost

all o € R™. Let sup; [[jllp. < o0, by € LPY, ..., byyo € LPn+2. Then 3772 [cj(-2j

in the operator topology of (n + 2)-linear functionals to a limit A[K] satzsfymg

)] converges

n+2

IK]ls,
ALY b1 bns2)| < o can® [ Ky og® (24 mp e )Hu bl -
O

We now turn to the multilinear forms defined by adjoint operators. More generally, given a
permutation w on {1,...,n + 2} we define the multilinear form A¥[¢] by

(2.14) AZ[c](b1s - -y bug2) = A[S](bo(1), - -+ s D (nt2)) -

We have the following crucial result which will be proved in §4. It shows that operators of
the form (2.13), and their limits as N — oo, are closed under adjoints.
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Theorem 2.9. Let € > 0. There exists € > c¢(e) (independent of n) such that for any permu-
tation w of {1,...,n + 2} there exists a bounded linear transformation Ly : B.(R™ x RY) —
B (R™ x RY) with

(gwg)(t) = EW(g(t))a t>0,

and
AT[] = Allec]
such that
1eeclls, < n®ll<lls,
and

[eesllzr = lIslzr-
Furthermore, if [¢(a,v)dv =0 a.e. then also [los(a,v) dv =0 a.e.

In light of Theorem 2.9, the result in Theorem 2.8 is closed under taking adjoints, and
therefore follows from the following result and complex interpolation (see §15).

Theorem 2.10. Let § > 0, by,...,b, € L¥(RY), p € [1 +6,2], and let p' = p/(p — 1). For
bpi1 € LP(RY), byio € L (RY) we have

supjez lIsills, | /1
AIRIr - buga)] < Ceaan®sup g1 og? (2n 22 20) (TT ol i sl
Je =1

supjez, |15l L1

The structure of the proof of Theorem 2.10 will be discussed in §5, and the details of the
proof will be given in subsequent sections.

2.4. Remarks on Besov spaces.

2.4.1. Equivalent norms. In Definition 2.4 we chose a particular form of the norm || - |5, which
is well suited for our goal to prove estimates with polynomial growth in n. There are other
equivalent norms which could be used, for instance, one might replace the expression

sup h_e/ |s(a + hej,v) — s(a,v)| da dv
0<h<1
1<i<n

with

sup |h|”€ // ls(a + h,v) — ¢(a,v)| da dv
0<|h|<L1

and one ends up with a comparable norm. These two choices differ by a factor which is polyno-
mial in n. Fortunately, the result in Theorem 2.8 only involves ||s;||, through the expression

supjez ||5jl/5,

log®(2+n : .
SUPjez <511z

Thus, if one changes sup;cy, |||, by a factor which is polynomial in n, this only changes the
bound in Theorem 2.8 by a constant factor, and therefore does not change the result in Theorem
2.8. In this way, one can use any one of a variety of equivalent norms when defining || - |5, (as
long as one only changes the norm by a factor which is bounded by a polynomial in n) — we
picked out the choice which is most natural for our purposes.
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2.4.2. The role of projective space. Though it may not be apparent from the above definitions,
the space RP" plays a key role in the intuition behind our main results. In this section, we
exhibit a special case where the role of RP™ is apparent, and we return to a more general version
of these ideas in §4.5.

Recall that RP™ is defined as R"*!\ {0} modulo the equivalence relation where we identify
a, B € R\ {0} if there exists ¢ € R\ {0} with a = ¢. This sees RP™ has an n-dimensional
manifold. Traditionally, there are n 4+ 1 standard coordinate charts on RP™. For these, we
consider those points in a = (a1, ..., ap+1) € R*™\ {0} with a; # 0. Under the equivalence
relation, « is equivalent to Ozj_la = (aj_lal, e aj_laj_l, 1, aj_lajH, - ,a]._lan+1). This iden-
tifies such points with a copy of R™ and yields a coordinate chart on RP"—every point in RP"
lies in the image of at least one of these charts. This sees a copy of R" inside of RP" given by
(051, . ,Oén) — (Oél, ceey 01, 1,0éj+1, ce ,an).

Functions on RP™ can be identified with functions f : R**\ {0} — C such that f(ca) =
f(a).e., functions which are homogeneous of degree 0 and are even. Suppose we are given
f : RP" — C. We obtain a function fy : R® — C by viewing R"™ < RP" via the map
(a1,...,an) + (ai1,...,a,,1). Thus, given an even function f : R"*\ {0} — C which
is homogeneous of degree 0, we obtain a function f : RP™ — C, and therefore a function
fo:R" = C (and fy uniquely determines f off of a set of lower dimension in RP™).

We consider here the special case when

K(a,v) = ~(a)k(v)

and k is a classical Calderon-Zygmund kernel which is homogeneous of degree —d and smooth
away from v = 0. For a € R™ and functions by, ..., b,y2, consider

n

// BT —Y n+2 n+1 H x—azw— ))dacdy

(2.15) -

// byyo(z n+1$—vH (x — av) dz dv.

The multilinear form we wish to study (in this special case) is given by

[r@F@) da.

One main aspect of our assumptions is that this operator should be of the same form when

we permute the roles of by,...,b,12. Many of these permutations are easy to understand:
permuting the roles of by, ..., b, merely permutes the variables a, ..., a,. Switching the roles
of by +1 and by, 42 changes a to (1 —ayq,...,1—ay). Thus, the major difficulty in understanding

adjoints can be reduced to understanding the question of switching the roles of b; (1 < j < n)
and b,4+1 (as every permutation of {1,...,n + 2} can be generated by the these three types of
permutations).

Define a new function F : R"*1\ {0} — C by

Flag,...,an+1) = // K(0)b1(x — a1v) -+ - bp(x — apv)bpt1 (T — Apy10)bpta(z) do dv .

Because of the homogeneity of x, we see (for ¢ € R\ {0}), F(ca) = F(a). By the above
discussion, F defines a function on RP", and therefore induces a function Fy : R® — C as
above. This induced function Fy is exactly the function of the same name from (2.15). Thus,
we have defined Fj in a way which is symmetric in by, ..., by y1.
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F(«) defines a function on RP", and therefore if v(«)da were a measure on RP™, it would
make sense to write

/fy(a)F(a) do.

Indeed, our main assumptions in this special case are equivalent to assuming that v(a)da is a
density which lies in the space | Jy...; Bf o (RP") (where Bf  (RP") denotes a Besov space of
densities on RP™, see §4.5 for a proof of this remark). When we write the expression as

[ @) da,

we are merely choosing the coordinate chart R” < RP™ denoted above. With this formulation,
the operator

/ ~+(a)F(a) do

clearly remains of the same form when by, ...,b,41 are permuted, and from here it is easy to
see that the class of operators is “closed under adjoints.”

Remark. In our more general setting, K (c, v) is not homogeneous in the v variable, and therefore
we cannot define a function F' on RP” as was done above. Nevertheless, these ideas play an
important role in our proofs, see §4.5 below.

3. KERNELS

In this section, we prove various results announced in Section 2. We first show the indepen-
dence of the space K. of the particular choice of 1 satisfying (2.2) and then give the proof of
Propositions 3.2 and 3.3.

3.1. Independence of 1. The following lemma shows that K. does not depend on the choice
of n € S(R?) satisfying (2.2).

Lemma 3.1. Let 0,7’ € S(R?) and n be as in (2.2). Let 0 < e < 1. There exists C = C(n,n’)
such that for all K € X,

1Ky < ClIE |52

x?
The constant C' is independent of n.

Proof. Let K € X.. Only two of the terms of the definition of ||K||%. depend on the choice of
1. Thus, the result will follow once we prove the following two estimates.

(3.1) sup /(1+\ail)5\n’*K(t)(a,-)llLa(md)daSC sup /(1+!ai)slln*K(t’(a,-)HLw)dm
1<i<n 1<i<n
>0 >0

The proofs of these two equations are nearly identical, so we prove only (3.1).

Let x € C§°(R?) be supported in {£ : 1 < |¢| < 2} with the property that >, ,[x(27%¢)]* =
-

1, for ¢ € R4\ {0}. Since ' € S(R?), we have ||x(27%)7/(-)||r=~ < Cy min{27*V 1}. By (2.2)
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and the compactness of {¢ : & < |¢| < 2} there is a finite index set © and real numbers 7, > 0
such that )

1T = e >0 for 5 Sle<2

ved

Let
ﬁ(Tl/{)X(‘S)

) = S TR

then ||my||r~ < C, and we have

(€)=Y _x27F€) Y mu27rORE2 ).

keZ veo

Hence,

I KO (0, )| pogay S > minf27 " 11> [lmy [|oo| (2 F 7 ) K KO(a, M2 ey,
kEZ veO®

where the implicit constant depends on N. Note

~ey— g —kr,
7 7 ) KO (o, )| 2y = (25/7) 72 I+ KO0 (0, )| 2 gay
and so taking N > d/2 we obtain

/ (L o)1 * KO (0, )| 2me da

< S minf2 hV-d2), k2§ ¢, / (L+ aal)elln * K0, )| 2 pe) da

kEZ veo
Ssup [[(1+ faul K e, ) e do
r>0
which completes the proof of (3.1). O

3.2. Proof of Theorem 2.6. The theorem follows from two propositions. In the first we prove

an estimate for the ¢; as in (2.11), which arise in the decomposition of K = Z (2j).

Proposition 3.2. Suppose € € (0,1], 0 < 6 < e. For every K € K., let

S5 = (QjK)(TJ)
Then {s; : j € Z} is a bounded subset of Bs(R™ x RY) satisfying

/gj(a,v) dv =0,

for all j and almost every a € R"™ and

sup [|5jl|8s < Cse.al K |x.
JEZ

and such that ,
J
K=
JEZ
with the sum converging in the sense of the topology on LS'(R™ x R%).

The second proposition provides Kgs-estimates for kernels that are given as sums Zj gjw),

with uniform B.-estimates for the ;.
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Proposition 3.3. Let ¢ € (0,1], and 0 < § < /2. Suppose {s; : j € Z} C B-(R™ x R?) is a
bounded set satisfying [ sj(a,v) dv =0, for all j. Then the sum

:Zg (o, v)

JEZ
converges in the sense of the topology on LS'(R™ x R?), and K € Ks. Furthermore,

1K lscs < Co.e.asup s, -
JEZ
The proofs of these propositions will be given in §3.2.1 and §3.2.2

3.2.1. Proof of Proposition 3.2. We need several lemmata.

Lemma 3.4. Let ¢ > 0. Then, there exists 6 = 6(g,d) > 0 such that for ¢ € B-(R" x R%), we
have

[ 1715t dado < il
Proof. Clearly ff o1 [ 70s (e v)| dardo S ls| 2 < llsls., so it suffices to prove

(3.3) / /| _ sl dodo 5 s,
v|<1

By a weak version of the Sobolev embedding theorem (see [35] or [39]), there exists p = p(e,d) >

1 such that
1
[ ([ st dv)” da < ol

Let p’ be dual to p and let 6 < 1/p/. We have, by Holder’s inequality, and then Minkowski’s
inequality,

//|v<1 0] 7| (a, v)| dav dv < </|v|<1 o ) % / /k a,0)] da)’ dv)éd
< ([ ([t naa) @) aa < sl

This shows (3.3) and completes the proof of the lemma. O
Lemma 3.5. Let {sj : j € Z} C B-(R™ x R?) be a bounded set with [ j(c,v) dv =0, for all
j €7Z. The sum

S (a,v)

JEZ

converges in the sense of the topology on LS’ (R™ x R?) (and a fortiori in the sense of tempered
distributions).

Proof. Let f € S(R™® x R?). We will show, for some § > 0,

‘ /gj(zj)(a, ) f(a,v) dado] <2790 sup Z (L+[z))]07 f (a, @),

n d
a€cR ,SEER |’Y|S1

and the result will follow by the completeness of LS.
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First we consider the case 7 > 0. In this case, we have

\//cf”(a,u)f(a,v) da dv| = ‘//420(%1))“(&’@)_f(ayo)] o
< ( sup |37f a,x) //k (a,v)||v]* dv da

d
(XER” zeR | |<1

27 (s S e o)) lsls

n d
a€R xER |’Y|<1

as desired.
We now turn to j < 0. Take § > 0 as in Lemma 3.4. We have

’// (a,v) f(at,v) dadv’ < ( sup \x!a\f(a,a;ﬂ) // ]gj(?j)(a,v)\ | =0 dav dv

a€R™ xcR4

—(_swp ol lf(a.)) 27 [ [ ()] o] ? dado

a€R™ reR4

é jo
S osup 2] f (e, 2)]) 2°l55l8. »
a€R™ rERI

where in the last line we have used our choice of § and Lemma 3.4. O

Let ¢ € C5°(B4(1/2)) be a radial, non-negative function with [¢ = 1. For j € Z let

¢(2j)(v) = 274¢(29v). Let ¢(z) = ¢(x) — % (z/2) € C§°(B(1)). Let Q;f = f * ¥ Note
that f =" jez @jf for f €S (RY) with convergence in the sense of tempered distributions.
The heart of the proof of Proposition 3.2 is the following lemma.

Lemma 3.6. Suppose 0 <e<1,0<d <e and let K € X.. Let
S(a,v) = QoK (a,v).
Then, s € Bs(R™ x RY) and

Islls, < Coeall K]l

Proof of Proposition 3.2 given Lemma 3.6. Since K@) is of the same form as K, the lemma
also yields, with ¢; := (Q;K)2™),

30 5, <

As [gj(a, z)dz = 0 for all j it follows from standard estimates that K = djez gj@j), in the sense
(27)

of tempered distributions. Since we know ez S

LS'(R" x RY) it follows that the sum can be taken in that sense as well. The result now follows
from Lemma 3.6. U

converges in the sense of the topology on

Proof of Lemma 3.6. Note that, in light of Lemma 3.1, we may replace the test function n with
1 in the definition of || K||«..

We begin by bounding [[s||s,, as in (2.9a) and split, for fixed 1 <i < n,

//(1+\Oéi|)5\§(a,m)]dxda://+ // + // =: (I + (II) + (III).

|z|<T 1<]z[<T+]ai] |2[>14]ai]
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For (I), we apply the Cauchy-Schwarz inequality to see

-/ /M(l Hai) I drda s @+ lad)( [ 10+ Koo 2" do < Ko

For (I1), we have

// (1+ o)) \g(a:c[da:da<z // (1+ )0 * K (a, )| da dex

1<|@| <1+ |y = l—Ha |>2Fk
2k <|z|<2k+1
DA / / (1+ |os)e I ()] do des S 1K
E>0

2k—1§‘x|§2k+3

For (IIT), we use that [t = 0 and supp(¢)) C B4(0,1) to see

(IIT1) // (14 |v))?|s (e, )| dz dex

|2[>1+]a]

<] ar ] [ewies - — )| do
<22k5/¢ // K (o, x —y) — K(o, @)| dz dov dy

k=0 2k <o, | <2kt

|| >2F

<Z2k5/ // Ko,z —y) — K(a,z)| de da dy
ly|<1 |z|>2k

k>0

SO 2K e S 1K I
k>0

as desired. Combining the estimates for (I), (I1), (III) gives

Islsss < 1K g + 1Kl + 1Kl S 1.

We turn to bounding ||<”135,2- Let 1 <i<mnand0<h <1 and split
/ c(a—{—hei,x)—g(a,x)dxdoz://-i- // + // = {IV)+(V)+ (VI).
|z|<2  2<|z|<10h~1 |z|<10h~1

Our goal is to show (IV), (V),(VI) < h9||K||x.. We have, by the Cauchy-Schwarz inequality,

/ ls(a + hei, x) — s(a, z)| dz da

x| <2

5/(/|¢* (K (o + hes, ) — K(a, -)](x)]de>; da < 1K yeo
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For (V), we have

(V)= // ls(a+ hej, z) — ¢(a, )| de da

2<|z|<10n~1

< Z / |K (o + hej, x) — K(o, x)| do do
1§2k§10h712k71§‘x|§2k+2
S Y KKl S B log(2 +hTIIK ]l , -

1<2k<10n—1

For (VI), we use that [ = 0 and supp(¥) C B4(0,1) and obtain

(V1) = // (o + hes, 7) — <(a, 7)| da da < 2 // 0+ K (0, 2)| d dax

|z|>10h—1 i
5 // ‘/w(y)[K(Oé,Hf—y)—K(a,x)] dy‘dxda
|z|>10hn—1
,§/|¢(y)|// |K (o, 2 —y) — K(a,2)| doe da dy
|z|>10R—1
S PEK x5

Combining the estimates for (IV), (V), (VI) we get

el S 1ETs, + 1K e + 1Kl S 1K .
We now turn to bounding [[c||5, ;. Fix h € R? with 0 < |h| < 1. Using that [+ = 0, we have

/‘g(a7$+h)—§(a,x)|dxda

1
< (h, Vo x K(o, x + sh))ds| dx d
|$/S{0)/0 * K(a,z + s s’xa

1
t Z / ‘/ <hvvx7/)*K(a,$+Sh)>d8‘d$da
8S2kS10|h‘712k§|$‘§2k+1 0

+2//|x29|h_1 /¢(y)[K(Oé,;U—y)_K(O[7$)] dy‘ d do
= (VII)+ (VIII)+2(IX).

We need to show (VII),(VIII),(IX) < |h|°|| K||x..
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We begin with (VII) and use the Cauchy-Schwarz inequality to see

(VII)://‘/01<h,vxw*K(a,x+sh))ds‘dmdoz

j2[<10

< |h| / |V« K(a, x)| dz do
|z|<11

< h\/ /|V¢*Ka x)]zdx)éd

< |h]|| K& .
For (VIII) we have

vin= Y // }/lm,vzwf((a,xjtsh»ds dz do

_ 0
8<2k<10|h|—1 ok < |z|<2k+1

IN

im0 / |V K (o, )| da dov

ngkglo‘hrl 2k—1§|x|§2k+2

<hoY [ G dede
8<2F<10[A| =1 gr—2 4| p|<ok+3

Sl > Kk, S 1hllog(2 + [T |l s -
8<2k<10|h|~!

For (IX) we use supp(¢)) C B4(0,1) and estimate

a0 - [ SW)K (o, — ) — K(a,2)] dy| do da
2| >0[h| -1
/WZ/’ / K(a,z —y) — K(a, )| de da dy
|z[>9]h| 1
S PRI K |, 5

as desired. Summarizing,

H§||85,3 5 ||KH9<V7¢; + HK”TKO,:s + HK||9<5,5 /S HKH.'KE
g,1

where in the last inequality we have used Lemma 3.1.
Finally we estimate |[c[/5,, and split

//(1+|x|)5!§(a,x)|dadx://+// — (X) + (XD).
|2]<10 |2|>10

We have, by the Cauchy-Schwarz inequality,

://lxglo(1+]x|)5\<(a,x)|dxda§/(/W*K(a’x”z dl")édag ”KHK;bl

21
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Using that [+ = 0 and supp(¥) C B%(0,1), we have

(XT) = //|x>1o(1 + 1))l (e, )| da dax
D // ‘/zp K(a,z —y) — K(a,z)] dy| dz da

k>3

2k < || <2k +1
<22k6/\w )| / Ko,z —y) — K(a,x)| do do dy
k>3 |z|=>
S 20K ey S K s s
k>3
Hence
[SllBea S 1B llgew + 1K ]lx s S (1K x..-
This completes the proof. ]

3.2.2. Proof of Proposition 3.3. We begin with a preparatory lemma. Let ® € S(RY) satisfy
[ ®(z)dz =1, and let ¥(z) = &(z) — 1®(Z). Define Q;f = f * T2

Lemma 3.7. Let e > 0 and s € B.(R™ x R?). Then, for 1 > 0,

(3.4 [ 1@tz dar2 [[19.Qista.0) deda £ 27 ol

(3.5) / |Qis (e, )| do dav + 2_1/ |VoQis(a, z)| dv da S R™([<]|5,,
|z|>R [z]|>R

and for |h| < 1,

(3.6) / ‘ng(a, x4+ h)—Qs(a, a:)‘ dr da < 111ir1{21\h|7 1} min{Q*ls, R*5}||§||BE.
|z|>R

Let0<d<e. Then for R>0,i=1,...n
(3.7) / / (ol Qs o )] de doc S minf2~=0, By,
and for all0 < |7] <1, j =1,.

(3.8) kiln - // ‘QzC (a+Tej,x) — ng(a,m)‘ dr da < min{2*l(5*‘s), R*(E*‘S)}HgHBa.
|| >

Proof. First observe that (3.4) is an immediate consequence of the definitions. Next, for the
proof of (3.5) we may assume R > 1. Also, observe, for every N € N,

// |Qis (v, )| dx dav + 2! / |V Qis(a, z)| de da

e e

SCN///(l_'_QQl;iwDN‘C(O‘ax_y)‘dxdady
s

:CN///+CN// — O (D) + (ID).
wER O [el2R

ly|<R/2 ly|>R/2
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For (I) we have

2ld
< p—¢ e N € N < p—¢
028 [[[ e+ o= ol — )l e dady S Rl

|z|>R
ly|<R/2

For (II), taking N > d + 1, we have

dy < (2'R) <l < R<lls,

2ld
(1) < o]l / B
wi>r/2 (1+2Hy)N

and (3.5) follows. (3.6) follows by combining (3.4) and (3.5).

We now turn to (3.7) and we separate the proof into two cases, R < 2/ and R > 2!. For
R < 2! we have, by (3.4),

//1+|oz,! |ng(ax\dxda<// // (I11) + (IV).

z|>R | <2 |ai|>2!

For (IIT), we apply (3.4) to see
(11 £2° [ [ Qo) do da £ 27D,
Also, we have
(1v) 27 [+ ol [ |@is(a.o)] dado
52760 [ [t il (o) do da £ 27,

In the second case, R > 2l, we have

//(1+yaiy)‘Serg(a,x)\dxdag //+// (V) + (V).

|z|>R |ai|<R |ai|>R
|z|>R

Using (3.5),
(V)< R / / 1Qus (e 2)] da dov S RO,
|z|>R

And,
(VI) SR / (1 + Jas])" / 1Qus(a )| da da
|ai|>R

SR // (1+ Jail*ls(e 2)] o dor S B <]l

which completes the proof of (3.7).

Finally, we turn to (3.8). This we separate into four cases. In the first case, R < 2!, 7 > 27,
we have

‘T|_6 //I \ |Qis(a+ 7ej, ) — Qus(a, z)| do da S 2w/ |Qis(e, z)| dz da S 2_l(8_6)||§||35'
z|>R
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In the second case, R < 2!, |7| < 27!, we have
\T|_5 // |Qis(a+ Tej, z) — Qis(e, x)| dz da
|z|>R
27 [[ ot res,a) = slao)] do da £ 27,
In the third case, R > 2!, |7| > R™!, we have
17 [ J@sta s e - Qe deda S B[] (Qustao)] do da S B,
lz|>R lz|>R
where in the last inequality we have used (3.5). In the last case, R > 2!, |7| < R71,

7|0 //x|>R |@us(a + 7ej,2) = Qis(a, @) do dov

SR [[ st rea) - (a0 deda £ Bl
as desired. This completes the proof. O

Proof of Proposition 3.3, conclusion. Let ¢; be as in the statement of the proposition. By
Lemma 3.5 we already know the sum ) jez g]@]) converges in the topology on LS’(R" xR%). Our
goal is to show convergence of the sum 13 ez §](2’)||3<5 in Ks for 0 < 6 < ¢/2. Fix ji,j2 € Z,
J1 < jo. Define K = 37, i <) We will show [ Kl5c; < sup; llsjlls,, with the implicit
constant independent of j1, jo. The result then follows y a limiting argument. In what follows,
summations in j are taken over the range j; < j < jo. We assume, without loss of generality,

sup [|¢jl[B, = 1.
J

Let xo € S(R?) be so that Yo(&) = 1 for || < 1 and Xp is supported in {¢ : |¢] < 2}. For
l -1
[>11let x; = Xé2) — X(()Z ), so that sup;cz x1(§) = 1 for £ # 0. We write

K=3 =2
J

>0 j
where
G, ) = xi*gj(a,-)

L)
Ki=) o'
7

The proof will be complete once we have shown ||K|s, < 2715729,
Our first goal is to show, for 1 <i<n, t € R,

(39) /(1 + ‘az|)6|’n * Kl(t)HLz(Rd) do S (1 4 l)271(575)

and the convolution is in R?. Let

which gives ||Kl||3<g1 < (14 1)274==9) To prove (3.9), we will show

| (2e=0)9i)"Tieos  if 29t > 2,
(3.10) /(1 +loa)?|n + <17 (@, )|, da < § 2-Ue=d) if 272 < 27t < 2,
(2H+7t)d/? if 27t < 272,

Summing (3.10) in j yields (3.9), so we focus on (3.10).
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First we consider the case when 27t > 2!, Letting r € [1,27¢] be chosen later, we use that
[ s, z) dz = 0 to see

/(1 + Je ) || * g5 (s ')(2“)”2 da

< [aria?([] [t - - n@iente 2 af @) o

< / (1+ o])? / (@I = o) — ()2 dv do
< / / (1 + laa]) e, o) min{ 2L 1} do dos

“Jf S = man

We have, using (3.7) with R =0,

< L g-l(e=9),
th//1+|al| 5.1 (a,v)] dv da S 2“2

Using (3.7) with R = r,
(1) 5 // 1+ Joi|)°lgja(er,v)| dv da S v,
|z[=r

We choose 7 so that r11t¢=9 = 21(e=9)27¢; this yields (3.10) in the case 2/t > 2! under considera-
tion.

For 272l < 27t < 2! we use the trivial L' — L? bound for convolution with n and a change
of variables, combined with (3.7) (with R = 0) to see

/ (1+Jai)’ #5577 (e, Iz da S / (1 + ) llsjaler )1 dov S 2719,

as desired.

Now assume 27t < 27!, Let u € S(R?) be such that @(¢) = 1 for [£] < 2, so that w(27!) =1
on the support of ¢j;. We then have, using [|@(279 =%~ 1)7() |2 < (2”175)‘1/2

/ (14 [l # 617 (e |2 dax S / (1 + )l # u® Do l5ju(a ) dax

S/(lﬂaz'!) a7~ )a0) lallsja(es )l da S (274072,

This completes the proof of (3.10) and therefore of (3.9).
A simple modification of the above proof, using (3.8) in place of (3.7), gives for |7| <1,

. , (27)=(=9) if 2R > 2!,
/ n* 2%+ e, ) — <2 0@, ]|, da S [r - § 2710 ip2A <R <2,
(MR if 2R <272,

Summing in j shows that for 0 < h <1,
/ (|m o [K," (o + hes, ) — K(a, N[, der < (1 + 1271

and hence \|K1H5<g2 < (1+1)271=0),
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Next we wish to show [|Kjls;, S (1+1)27 e=9) that is, for 1 <i <n, R >0,

(3.11) // (1 + ) | K1 (o, 2)] dar dv < (1 + 1)2~ =9
R<|z|<2R
To prove (3.11) we will show
_ (27R)~(¢=9) if 21 R > 2!,
(3.12) // (1+ |ai])5|§§3j)(a,x)| dr do <  27He—9) if 2720 < 27R < 2,
R<[z[<2R (2 R4 if 27R <272,

Summing (3.12) in j yields (3.11). Now, applying (3.7),

// (1 + [aal) 6@ (0, )] da da < // (L + |ai)’|sju(e 2)| de da

R<|z|<2R 27 R< ||
o J@R)TED if YR > 2,
~ ) 27Ue=9) if 7R < 2.

Thus, to complete the proof of (3.12) we need only consider the case when 2/ R < 272l We
have

// (14 |a4)) | l (a x)| dx da = // (14 |ai])0lsji (e, )| da dex

R<|z|<2R 27 R<|x|<29+1R
S @R [ (14 a0y da S TR [ (14 aul) s ) g1y do
S @R
competing the proof of (3.12) and therefore of (3.11).
A simple modification of the above yields, for 0 < |7] < 1,

, (27R)~(e=0) if 29 R > 2t
// <3 (o + Teq, @) — <7 (a,2)] da da S [P - § 2710 if 272 < 2iR < 2,
R<|z]<2R (2 R)4 if 27R < 272,

Summing in j yields, for 0 < h <1, R > 0,
// | K (o + heg, ) — Kj(a, )| de da < (1 + )27 00
R<|e|<2R

and hence || K||x,. , < (1 + 1)2- (=01,

Finally, we wish to show, for R > 2, y € RY,
(3.13) R° // K (a, 2 —y) — K(a,z)| doe do < 271720,

|z[>R]y|
First, estimate
|§§3J)(a,m —y) — g( (v, )| da da = RC // Isji(c,x — 27y) — g (e, )| dx dex
|z[>R]y| |z[>27]y| R
< ROmin{1, 27|y} min{27% (27 |y|R) ¢} =: £(j,1, R).
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Here we applied (3.6) with 27|y| in place of |h| and 27|y|R in place of R. Note the left hand
side of (3.13) is bounded by >, €(j,, R).

In the case R > 2%, we estimate

Y EG.LR) <
J
SR+ Y 2Q@E)TRT Y R0,

2 |y|>2~ 21 /R<27|y|<27! 29|y|<2/R
The first two sums are O(R%~2!), and the third sum is O(R%~12(2~9)); here we used R > 2%,
In the case R < 22! we have
S EGLRS D> R+ > R4 Y ROyl
Y 27|y|>2'/R 271<27|y|<2!/R 2yl<2-t

The first sum is O(R°27%), the second sum is O(R%271log(1 + 2% /R)), and since R < 2% the
third sum is O(R%27'). In both cases we obtain > EULR) S 271==29)  This completes the

proof of (3.13). Combining all of the above inequalities completes the proof of the proposition.
O

4. ADJOINTS

This section is devoted to studying the space B, ; in particular will give the proof of Theorem
2.9. It will be advantageous to work with a variant of this class, for functions on RY, with

N =n-+d.

Definition 4.1. Fix ¢ > 0 and N € N. We define a Banach space B.(R”") to be the space of
measurable functions v : RY — C such that the norm

Il = e [ Jsi (o) ds+ sup = [ s+ hey) = 5(9)] ds,
1<isN 0<h<1
1<i<N
is finite. Here ey, ..., ey denotes the standard basis of RY.
Remark 4.2. The spaces B.(R"*?) and B.(R" x R?) coincide; indeed, for ¢ € B-(R™ x RY), we
have the equivalence
Islls. ~ ll<lis. »
with implicit constants depending only on d. In this section we find it more useful to use the
space B, as it treats the a and x variables symmetrically.

The following two propositions involve operations on functions in 8. involving inversions and
multiplicative shears. They are the main technical results needed for the proof of Theorem 2.9.

Proposition 4.3. Let e >0 and 6 < &/3. Let v € B(RY) and
J1y(s1,. .0y 8Nn) = s72y(sT 82, -+, 8N),
v € B(RN). Then Jiy € Bs(RY) and
1 ivllms < 1y,
Proposition 4.4. Let e >0 and § < ¢/3. Let v € B (RY), n € {1,...,N} and set
M~y(s1,...,8N) = 5?_17(31, S182y -+ yS15n, Snt1y Sn+2y -+ SN)-

Then M~ € B.(RY) and
[MAls; S nllyllss..-
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For later use in §4.5 we state these results in a different form:
Corollary 4.5. Let 1 <n < N. For v € B.(RY) define two functions

o o—n—1_r.—1 -1 -1
Li(st,...,sn) =57 "y(s] ,8] S2,---,5] Sn,Sntls---3SN),

—(n—1)

Co(s1,...,sN) =8 (81, 31_132, . ,sl_lsn, Sntls -« SN)-

There exists ' = €'(¢) > 0 (depending neither on N nor n) such that
ITills,, + T2lls,, < Ceenllyls.-

Proof. Notice that I'y = JiM~, I's = JyMJyy where J; and M are as in the propositions
above. ]

4.1. Proof of Theorem 2.9. We assume Proposition 4.3 and Proposition 4.4 and deduce
Theorem 2.9. If ¢ € LY(R" x R?) and w is a permutation of {1,...,n + 2}, we shall show

A[g](bw(l)u s 7bw(n+2)) = Awwg](bla R bn+2)7

such that ||[€os|[z1 = ||s||z1 and such that there exists ¢’ > ce, with ¢ independent of o, and
1eeslis, < n?llls,
£

for ¢ € B..

Every permutation of {1,...,n + 2} is a composition of at most four permutations of the
following three forms, with the permutation in (iii) occuring at most twice.

(i) A permutation of {1,...,n}, leaving n + 1 and n + 2 fixed.
(ii) The permutation which switches n + 1 and n + 2, leaving all other elements fixed.
(iii) The permutation which switches n + 1 and 1, leaving all other elements fixed.

Case (1) If w is a permutation of {1, ..., n}, leaving n+1 and n+2 fixed, then it is immediate
to verify
(4.1) los(a,v) = S(g101)s - -+ 5 Ap1(p), V),

and thus |[(z<|s, = (s[5, and [[fws]lzr = [l5]Lr-

Case (). If w is the permutation which switches n+ 1 and n + 2, leaving all other elements
fixed, then it is immediate to verify that
(4.2) los(a,v) =¢(1—ag,...,1 —ap,v).

We have oz |5, = [[<l[5. and [lsw L2 = <]/
In both of the above cases, if [¢(a,v)dv =0 Va then [ ¢z(a,v) dv =0 Va.
Case ( ii1). We compute

A n+17b27-- bn7b17bn+2)

/// @, V)bpy1(z — 041@)(1_[21%(30 — 0))b1(z — )by yo(x) dv da da

= // lay| "% (e, o tw) by g1 (o — w)(H bi(z — aoy ' w))bi (x — oy ' w)bypo(2) do dw da
=2
= [[[ 513 8 57 ) [ [ i = B0 = 0ol du d

=1
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where we have first changed variables v = al_lu, then interchanged the order of integration,
and changed variables a; = ﬁfl, o; = Blﬂfl for i = 2,...,n. Hence if w is the transposition
interchanging 1 and n + 1 and leaving 2,...,n,n + 2 fixed then A%[¢] = A[ls] with

(4.3) los(ag, ..., an,v) = c(al_l, ozl_lag, e ozl_lan, a1v).

Now if we define the inversion J, with respect to the «q variable, and multiplicative shears
Mnflv Md by

Jgla, ..., an,v) = al_Qg(al_l,ag, ey Qi V)
Mnflg(alv ey Op, ’U) = a?ilg(ala a1, ...,010n,, U)
Mag(aq, ..., an,v) = aﬁlg(al, ey Qi QD)

then it is straightforward to check that the linear transformation ¢ in (4.3) can be factorized
as

(4.4) lo=JoMyoJoM, 10.J.

By Remark 4.2 the B.(R" x R?) and the B.(R"*%) norms are equivalent with equivalence
constants not depending on n. By Proposition 4.3 we have ||.Jg||5. < ||g]|5., and by Proposition
44 we have [|Mpgls. < nllglls., and |Maglls, < llglls., for &” < /3. Hence [[fxslls; S
nlls||s., at least when § < 37 5.

Finally if w is a general permutation than we can split @w = w; o wy o w3 o wy, each w; of
the form in (i), (ii) or (iii), with at most two of the form in (iii). Hence we get A¥[¢] = A[lx¢]
where ||[(5s|; < n2ls||s., at least for 6 < 370, We remark that if we avoid the factorization

(4.4) and use the formula for ¢, directly we should get a better range for § but this will be
irrelevant for our final boundedness results on the forms A®. O

4.2. Proof of Propositions 4.3 and 4.4. We first prove several preliminary lemmata, then
give the proof of Proposition 4.3 in §4.2.2 and the proof of Proposition 4.4 in §4.2.3.

4.2.1. Preparatory Results. We first recall a standard fact about Besov spaces Biq(R); 1<¢g<
oo. If 0 < e < 1 then there the characterizations

! g dh \1/a
(4.5a) 1£1ss, = 171+ ( 7w = 11 ) s 1<a<os
and
(4.5b) IfllB: .~ I flli+ sup h™|If(-+h) = fll1 .
’ 0<h<1
Moreover there are the continous embeddings
(4.6) i CBlgy @1 <go

For (4.5) and (4.6) we refer to [35, §V.5] or [39]. As a corollary we get

Lemma 4.6. Let 0 < 6 < e < 1. Then for functions in L*(R) then there are constants ¢, C' > 0
depending only on €,d such that

dh
fli+e [ nlsem =G

<Ifllh+ sup R7Ef(-+h) = fllh
0<h<1

. dh
<Clfh+C [ bEsCrm - £
0<h<1
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We let e;, @ = 1,..., N, denote the standard basis vectors in RY and let ef- to be the
orthogonal complement. For g € L'(RY) and w € e define

(4.7) 7' g(s) = g(se; + w);

this is defined as an L'(R) function for almost every w € e;-, and by Fubini w — [p [7g(s)|ds
belongs to L!(ei). Moreover if g € B.(RY) for some ¢ > 0 then for almost every w € e the
function b — [; [7*g(s + h) — 7g(s)|ds is continuous.

Lemma 4.7. Let 0 < 6 < 1. Then the following statements hold.
(1)
lolhssy < o [ o]y

(1) If 0 < 6 < e <1 then there exists C = C(g,9) > 0 (not depending on N ) such that for
all f € B.(RY)

i=1,....,N

“ma /e-L HW%UQH%(R)dw < CHgH%E(RN).

Proof. (i) follows immediately from the definitions of B5(R) and Bs(RY). For (ii) fix i €
{1,...,N} and split [ | Hﬂ';"gH%é(R)dw = I 4+ I] where

I= /l /(1 + |s)%|g(se; + w)|ds dw
€

II:/ sup |h|§/g((s+h)ei+w) —g(se; +w)|ds dw.
ej 0<h<1

It is immediate that I < [[glles;@®~) < [|9]ls.mr). For the second term we use Lemma 4.6 to
estimate

dh
IISCg/ / |h\_§/|g((s+h)ei+w)g(seier)\dsdw
et Jo<n<i h

! e—01—¢ dh
=Cs | h"°h |g9(z + he;) — g(x)|dz ——
0 RN h
< Cs(e=6)"" sup [b]%|lg(- + hei) = gll iy
0<h<1
and hence 1T < C(e,6) |9l my)- O

Lemma 4.8. Let R > 1 and let Q% = {x € RY : |z;| > R}. Then

| lo@lde < R gls. o,

7

R

Proof. This is immediate from

J

The following lemma is a counterpart to Lemma 4.8 which is used when integrating over
sets whose projection to a coordinate axis has small measure. It can be seen as a standard
application of a Sobolev embedding theorem for functions on the real line. For measurable
J C R we denote by |J| the Lebesgue measure.

lg(x)|dz < R~ / (1 + |ei)Elg(x)] da. -

7
R
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Lemma 4.9. Let 0 <e <1 and f € B.(RY), and let 0 < &’ <. Let E CRY and let
proj;(E) = {s € R : se; +w € E for some w € e;"}.
Then
[ 1#@dz < Ceclprois(BYF 11y g

Moreover fori=1,...,N, § < e,

[ a1 @i < el v
e;- J |z <1

Proof. For k > 0 let By = {x € RY : 27571 < |z;] < 27%}. The second inequality is a
consequence of the first applied to the sets Fj.
To prove the first statement pick p = (1 —&)~™! > 1 so that ¢ = 1 — p~!. By Holder’s

inequality,
[ 1#@ldz < prois(B) / ([176sei+ wyras) " aw.

Let 7 f(s) = f(se; + w). Let ¢ € S(R), [ #(s)ds = 1 such that the Fourier transform (}5 is
supported in {|¢| < 1}. Let ¢y = 2k¢(2k )= 2k= 1q§~(2k*1-). Choose ¢ € S(R) whose Fourier
transform is equal to 1 on {|¢| < 2} and let ¢ = 2¥¢(2%-). Then

o
T =Gx T f Y kxS
k=1
and thus, by Young’s inequality,

172 fll o) < 18l Leylld * 72 fll Logry + Z Bkl o ) 190n = 7 f Il £ ()

Sl m fllor@w) + Z 2R gy e 7 f | 1 )
=1
Since [ ¢y (s)ds = 0 we have
i m' )] = | [onm? (s~ h) = m's(5)]ah)
2k w w
S /Mk|h|)3‘ﬂ-1 f(s=h)—m, f(s)‘dh'

Using this in the above expression we get after integration in w
1/
/ </ |f(se; + w)|pds> " dw
et
< S k(- 1) 2 w w

223 ||e MG ued) = FOI & 2 5)
< + / S dh su : L4 / E—— Y
171 Z G s T 2 Jpor @y 21

The last term is < ZOO 27 kAF/P)| Iy < || f|l1- The middle term is < S22 | 2k(=e+1=1/P)| £|g5_
and since 1 — 1 / p = €’ < & we obtain the required bound. O
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4.2.2. Proof of Proposition 4.3. The main lemma needed in the proof is an estimate for functions
on the real line.

Lemma 4.10. For g € B.(R) let Jg(s) = s~ 2g(s™'). Then for § <e/3
17gllss ) < C(e, 0)lglls. (r)-
Proof. First observe that for ¢’ < e
Jas 1o gl = [+ 157 g()lds < lalla. e
by Lemma 4.9. Thus, in light of Lemma 4.6 it remains to prove that for p < 1/2,
(45) [ [1sate = se@ao G < ot

for any ¢’ < ¢’ < /3. Choose any 3 € (¢'/e,1/3). We have by changes of variables

2p dh
/'/ |mw+w+uanw</ ummws/ l9(s)1ds < o*lglls.
p Jlo|<pB lo|<3p8

Is1>p8 /3

by Lemma 4.8. Also

2 dh
[ bslesni+lig@las s [ golde< [ jg)lds < 0 lgl.
p Jlo|>p=A lo|<pP/2 |s|<2p#

by Lemma 4.9. It remains to consider

2 o ” dh [ et dh
/p; LB |Jg<0'+h)_¢]g( )’d(f? /p /pﬂ ‘(8_51+h)29(s_11+h) ‘dS—

e dh
:A.L | () — 9(s)[ds S5

1

here we have performed the change of variable s = 0* We now interchange the order of

integration and then change variables u = =%.—s = —5 +h = s%(1+hs)~2
and thus |du| = |1+ hs|” 1'%' Therefore for |h| ~ p and p” < |s| < p~? we can replace |dh|/|h|

by |du\/]u\ Also observe that h = —u(su + s?)7! and 1+ hs = s(u + s)~!. Thus the last
displayed expression can be written as

ps?

/ / "
2
pP<s|<p=h J— 222

(52)29(s + ) — g(s)| S2ds < (1) + (I1)

S

1+4+2ps |u|
where
(u+s du
(I):= ‘ —1“9 5+u)\|u| ds
pP<|s|<p=F
|u|=ps?
du
// (s+u) —g(s) ‘ Tl ds.
pP<|s|<p=F

|u|xps?
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2

2 d

x| [ st s T 2Jus] du
pP<ls|<p=8 Julrps? s ul

Cp1—2[3 Cp—,(i .
< / / (p + Is|™)lg(s)lds du
0 cpP

< 1-28 k
Pl + 2 / g(s)|ds
Z 2-k<|s|<21-k

k>0
27 F>cpf

First estimate

and, since by Lemma 4.9 f‘s‘<2*k lg(s)|ds < 275" ||g||ss, for &” < e, we get

0 $P (lglh+ X 20 gl, ) S P g,

k>0
27F>cpf

Finally,

i< Y / o + ) _ngﬁ

k27RO =205k <y <otk
k (1-2
< Y 2 *glles . S Al
k:2—k<Cpl—28

Now collect the estimates and keep in mind that 8 < 1/3 is chosen close to 1/3. We may choose
e’ above so that 36’ < ¢’ < e. Then the asserted estimate (4.8) follows, and the lemma is
proved. O

Proof of Proposition 4.3, concluded. Let 7{"g(s) = g(se; + w) be as in (4.7). We have

vl < max [ 152 (19}

By Lemma 4.7 and a change of variable wy — wl_1 we obtain for 2 <i <mn, §; > 4,

/ 172 (1)l sy e = / gl ey S Nl e

e’L ei

Let 30 < € < e. For the main term with ¢ = 1 we use Lemma 4.10 and then Lemma 4.7 to get

[ g lsyede = [ 8@l ede S [ InEglle.mdo S lols. e

€1 €1 er

This concludes the proof of the proposition. O

4.2.3. Proof of Proposition 4.4. We now turn to Proposition 4.4. Fix e > 0, n € {1,...,N},
v € B.(RY) and recall the definition

M~(s) = S?_17(8178182, ce0y 8180, Sntl, -5 SN)-
We separate the proof into three lemmata. The most straightforward one is

Lemma 4.11. Let 0 <e < 1. Ford <e/2,i=1,...,N,

/ (1+ |s:)° | MA(3)] ds < [l
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Proof. Let ¢ > 0 be a number, to be chosen later. If i =1 orn+1 < i < N, we have, by a
change of variable,

Jasimp @l = [@+lsh bl ds < e, & <z
Let 2 < i < n. We have by a change of variable
Jaslnp o) do = @+ 12 ) ds
Let Q1 = {s:[s1] >3}, Qo = {s:[s1] < 3,|s5] > [s1]71}, Q3 = {s5: [s1] < 3,]s:] < [s1]71}, and

bound the integrals over the three regions separately. First, for ¢’ < ¢,

S; ’ ’
| 04120 s < [+ 1s)? hlds < .
1
Next, for &’ < e/2,
S; ’ ’
/ L+ =) ()] ds S /(1 +1si)* [y(s)| ds < [[v]l»..
Qa S1
Finally, for the third term we use Lemma 4.9 to estimate, for &’ < /2,
S; ’ o
[ s 20 helds so [ @il )R] ds < .
Qs 51 |s1]<3
The asserted estimate follows. ]
Lemma 4.12. (i) Forn+1<i<N,e>0

sup h7%||M~(- + hes) — MA||1 < ||7]]»..-
0<h<1

(ii) For2 <i<n, 0 <e/2

sup A0 My (- + hei) = M1 S ..
0<h<1

Proof. In the case n +1 < i < N a change of variables shows,
| 30+ e~ M@ do = [ (s 4 hed) = (s)| s,
RN RN
and the result follows.
Now consider the case 2 < i < n. By Lemma 4.6 it suffices to show that for p <1

2p dh /
(4.9) / /RN ‘M"}/(O' + he;) — M"}/(O')’ do — < p° H’YH%E’ g < 5/2.
p

Our assumptions are symmetric in g, ..., S,, and thus it suffices to prove (4.9) for i = 2. The
result is trivial for 1072 < p < 1, so we may assume p < 1072, In the inner integral we change
variables, setting (si,...,sy) = (01,0102,...,01,0n,0n+1,--.,0n) and the left hand side of
(4.9) becomes

20 dh
/ / |7(51,52—|—81h,5153,...,Sn,5n+1,.-.,3N)—’7(5)|d57
o JrN h

://+//:uwan

p<h<2p p<h<2p
[s11>p=" |s1|<p=F



MULTILINEAR SINGULAR INTEGRAL FORMS OF CHRIST-JOURNE TYPE 35

where 8 € (0,1) is to be determined. We have the following estimate for the first term:

<2 ([ helas s [ el [aslshholds < o .
pP<h<2p s1|=p="
s1|>p=F
For the term (I7) we interchange the order of integration and put for fixed sy, h = s1h so that

dh/h = dh/h. Also, on the domain of integration of (II), we have |h| < 2p'~#. Thus we may
estimate

. . 2p!77
s [ IR QIR < s, [T RS o
)

If we choose 5 = 1/2 then (4.9) follows from the estimates for (I) and (II). O

Remark. One can replace the application of Lemma 4.6 by a more careful argument to show
that (4.9) implies that the statement (ii) in the lemma holds even for the endpoint § = /2.
However this is not important for the purposes of this paper.

The main technical estimate in the proof of Proposition 4.4 is an analogue of Lemma 4.12 for
regularity in the first variable, given as Lemma 4.14 below. We first give an auxiliary estimate
for functions of two variables.

Lemma 4.13. Let 3 < 1/2, ¢/ <e. For g € B.(R?), and 0 < p< 1,

dh
/// 1+ 81+h ( h)Sz)—g(81+h,82)‘d81d82?

pP<s1|<p~P
p<h<2p

CB.€) (™" + 972 g, m2) -

Proof. We may assume that p < 10~2/8 since otherwise the bound is trivial. We wish to discard
the contributions of the integral where |sa| < p? or |sa| > p~#. We estimate the left hand side
by A + Il + IQ + IIl + IIQ where

A= /// Jg(s1+h,(1+ )82) —g(s1+h, 82)‘ dSldSQ%,

pP<s1],52<p™ "
p<h<2p

L+11 = /// + /// ’(14—%)g(sl+h,(1+£)82)‘d81d52%7

pP<]s1|<p™B  pP<]si|<p P
|s2|<p? |sa|>p~7
p<h<2p p<h<2p

dh
I+ 11, = /// + /// lg(s1 + h, 52)‘d51d82?

PP<lsi|<p™F pP<si|<pP
|s2|<p” |s2|>p—"
p<h<2p p<h<2p
To bound I; we change (for fixed h, s;) variables as oo = (1 4+ h/s1)s2 and observe that
(14 h/s1) ~ 1. Thus the oy integration is extended over oy < p?, and we may apply Lemma
4.9. A similar argument applies to I, and we get

I+ Ir < 07 || gllss. r2)-
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The same argument applies to the terms 117, 115, with the oy integration now extended over
loa| > p~8 —2p > cp™® for ¢ > 0. Now we apply Lemma 4.8 instead and the result is

I+ 11, S p%lglle. (r2)-

We now consider the term A and estimate A < II] + IV where

dh
I1I = /// ‘14‘%“9(81+h,(1+£)82)—g(51+h,82)‘d81d827,
pP<Is1],ls2|<p™F
p<h<2p

dh
/// 81 +h 82)|d81d82 h

pP<ls1],|s2|<p™ ﬂ
p<h<2p

Since h =~ p and |s1| > p? in the domain of integration we immediately get
IV < 0" Pllgllp ge) -

In the estimation of I1] we may ignore the factor 1+ h/s; which is O(1). We make the change
of variable 01 = s1 + h which does not substantially change the domain of integration since
%pﬁ <oi| < 2p~ P for the ranges of p we consider here. We see that

s [ et

s <o ]s2<2p77
p<h<2p

dh
h

h)se) — g(on, s2)| dordsy——

We now interchange the order of integration, and then, for fixed o1, so change variables u =
u(h) = Uh” Then observe that

ou 0152 du 01 dh.

%_(Ul—hP’ U_Jl—h%’

moreover the range of |u| is contained in [1p!72% 4p'=28]. Since |du|/|u| ~ |dh|/|h| we get the
estimate

du
15 / / lg(o1, 52 +u) — g(o1, s2)| dordsa—
9—k— 1<4 1—-28 2 |U|
S Y 27glls.ee) S 0 N9l re) -
27k71S4p1—2B
We collect the estimates and obtain the desired bound. OJ

Lemma 4.14. For0<e <1, 0 <¢/3,

sup h7°| M~ (- + her) — M|y S nll7v|»..
0<h<l1

Proof. Let € < g, 1 > § be such that § < d; < £/3. By Lemma 4.6 it suffices to show for p <1
the inequality

2 dh _ s,
(4.10) 1My (- + her) = Mylli== S o nllvls..
P

We let 5 < 1/2 to be chosen later; a suitable choice will be 8 € (4;/£,1/3). We may assume
p < 107%/8 since otherwise the result is obvious. We first discard the contributions of the
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integral for |s1| < p? or |s1| > p~?. We estimate

2 dh
[ 1M+ her) = MAh S A < (A) 4 (1) + (T2) + (T + (D)
p
where

2p dh
/ Mr(s + her) — Mr(s)|ds ™
s:pP<]s1|<p™P h

D e

20 dh [ dh
// \M7(3+he1)\dsh+// (M (s)] ds
P |s1|<p? p Jsils1]<pP

p

2 dh 2p dh
et [T )i
:s1|>p— P si|s1|>p=F

We make a change of variable o = (s1 + h, (s1+h)sa, .. (51 +h)Sn, Spt1, - - -, Sn) and estimate

2p
=[] @1 do 5 S Pl )
o1 |<pB +2p

where we have used Lemma 4.9. Similarly

2p
(1) /l/ 1) o < o v
lo1[>p=F— 20

by Lemma 4.8 and the estimate 2p < % p~# which holds in the range of p under consideration.
The bound (I2) + (I12) S pf35||’y||%€(RN) follows in the same way.

(II) + (II,) =

It thus remains to estimate (A). We change variables and write
2p
:/ / |(s1 + R) Ly (s1 + h, (st + h)sa, ..., (514 h)Sn, Sty .-y SN)
pP<]si|<p=F
—5?717(51,3132,...,Slsn,3n+1,..., ‘ ds—
2 n—1
:/ / (14 2)" (1 4 hy (14 2)so, oy (14 £)50 8041, 51)
P s:pB<s1|<p— P

_7<317827"'787’L787’L+17"'7 ‘dsf

We split the integrand as a sum of n differences Ak (s, h), k=0,...,n — 1, where
Ao(s, h) =(s + her) —y(s)
and, for k=1,...,n—1,
Ar(s,h) =(1+ 2) (s + by (1 + 2)soy o (14 By (14 2) st spg2 - 5)
- (1+ %)k_lw(sl +h (1+2)sg, o (T+ B)siy siqn, - 88)
Then (A) < 3725 (Ag) where

2p dh
(Ax) = / / |Ak(s, h)| ds—-.
p JspP<s|<p=h

(o) S P°lIvllim. -

It is immediate that
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For the estimation of (Aj;) we make a change of variable in the s; variables where 2 < i < k;

this replaces (1 + h/s1)s; by s; (i.e. there is no change of variable if k& = 1). This gives, for
1<k<n-—-1,

2p
(Ar) = / / ‘(1 + L) y(s1 4+ hysay oy sk (14 2)sky1, Ska - o5 SN)
pP<]s1|<p=P

dh
— (81 + Iy 52,00, Sk Skl -5 SN) ds?
By symmetry considerations we may assume k = 1. We may now freeze the s3, ..., sy-variables,

apply the auxiliary Lemma 4.13 for functions of (s1, s2) and obtain for &/ < &

(Ar) S (pg/ﬂ%-pl_%))/~~-/Hg(-,-,53,...,sN)}

Since &€ < ¢ this also implies, by Lemma 4.7,
(A) S (077 + 0" 2P g llsp. -

We collect estimates we see that the quantity on the left hand side of (4.10) is estimated by
C(8. ¢ eyn(p™ + p' )| flls. )

and with the correct choice of ¢’ € (3d,¢) and then 5 € (0/¢',1/3) we see that (4.10) is
established. O

%g(RQ)ds;g -~ dsp.

4.3. A decomposition lemma. Later in the paper, we will need a decomposition result for
B.(R" x R?), which we present here.

Lemma 4.15. Fiz 0 < ¢ < 1 and 0 < § < ¢/2. If ¢ € B.(R™ x R?). Then there are
sm € Bs(R™ x RY), m € N, with supp(s,) C {(a,v) : [v| < 1/4} and
¢= Z S
m>0
such that
lsimll55 S 2772 [<]ls,

Proof. Let ng € C§° be supported in {|z| < 1/4} such that with 0 <y <1
|z] < 1/8. Set m(v) = no(v) — no(2v), so that 0 < |n1| < 1, supp(m) C {
L=mno(v) + 3,51 m(27™v). For m € N, define

) no(v)s(a,v) if m=0,
(V) = {m(v)Zmdg(a,2mv) if m> 1.

()—lfor

and )
i6§|\ }and

Then ¢p(z) = 0 for [z| > 1/4 and ¢ = 3 -, 2™, Clearly [|solls. < llsl|s, - It remains to
bound ||s, ||g; for m > 1.

We show
(4.11) / / (1 -+ la])? Jsm (v, v)] e v + / / (14 o)) lom (@, v) | devdv < 27D o]l
(4.12) sup ]h]é/ lom (0 + hei, v) — om(a, )| dacdv < 279 |¢|5. -
|h|<1

We change variables and see that the left hand side of (4.11) is bounded by

/ / (1 -+ o) s (e v) 1 (27™)| daedo + / / (141270 (0, 0) I (27 ™0)] dacdo
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We estimate

v [ <2
|v|mz2™

// (1 |a)’ls(e, v) dadv 5 27 / / (1 + las)l(a, ) [dadv < 2™ ||c]|s.,

|| >2™
|v|2™

// (1 +27™w])%|s (e, v)|dadv < 27™E0) //(1 + )85 (e, v)|dadv < 279 <.,

|v|2m

and (4.11) follows.
Next, we consider, for |h| < 1, the expression

/ |Sm (v + e, v) — m(a,v)| dadv S / 171 (27"0)||s (e + hei,v) — s(a, v)| da dv
and distinguish the cases 2™|h| < 1 and 2™|h| > 1. If 2™ > |h|~! then we estimate
[, It hei) = sto ol oo 277 [l o)l dodo 172770,
and if 2™ < |h|7Y
// (@ heisw) = s(ay0) dado S Flells. < A2 s,

Now (4.12) follows. Note that so far we have only used 0 < e.
For our last estimate we need 0 < /2, and we need to show

(113) [ tontaso 4 ) = Gl v)ldado < 2 .
The left hand side is estimated by (I) + (II) where
/ In(v+ h) —n()[2™s(a, 2™ (v + h))| da dv
(IT) = / In(v)|2™¢(e, 2™ (v + h)) — <(a, 2™0)| dav do .

Note that |n(v+ h) —n(v)| S XL <jpj<1y]h] and so the first term is estimated as
32— —2

1)< |l // 20, 270)| dov dv = [h] // c(a,v)| da dv

L<pl<1 gm—8< [y|<om

< 277h| // (1 [ol)*ls(e v)l da dv 5 [R|27™lslls,
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which is a better bound than the one in (4.13). More substantial is the estimate for (I7). Here
we first consider the case |h| > 272%™ and bound

(I1) < // 21 (0, 2 (v + h)) — <(a, 27™)| dav dv < 2 // 2| (0, 20)| dev du

2—4<|v|<272 2-8<v|<2 1

// (0, v)| dovdv < 2- ma//(l—l—]v|)5!§(a,v)|dadv

2m—8<|y|<2m—1
S 277 sl S [A°27E o 5,

Finally for the case |h| < 272" we get
LIRS / (e, 0 +27h) = s(a,v)| dado S (27 [h))° sl < A2 <] 5.
This yields (4.13) and the proof is complete. O

4.4. Invariance properties. We state certain identities concerning the behavior of our mul-
tilinear forms with respect to scalings and translations. These will be used repeatedly. The
straightforward proofs are omitted.

Lemma 4.16. Let ¢ € L'(R™ x RY), and <) (a, ) = 294¢(a,29.). Let b; € LPi(RY), for
i=1,...,n+2. Then

(i) Let i,f = f(- —h). Then
A[C] (Thbla e 7Thbn+2) = A[§](b1, ey bn+2) .
(i) ,
A[s®D](by,. .. bpya) = 279 [¢)(b1(2774), ... bpya(2794)).
(i)
AP (b, bpsz) = / bpt2(x) / 2kj(2 2, 27y)bn1 (y) dy d
where

kj(ﬂz,y):/ o, —y Hb (27 (z — a;(z — 1)) da.

(iv) If gi = 2794/Piby(277-) then ||gilp, = [|bs pr and

) n+2
A[G®Y(by, . boga) = AlS)(g1, - gna2) if Y _p; =
(v) Let K1, ..., Knt+2 be bounded Borel measures and K}gt) =tk (t-). Set bi(z) = by(277x). Then
AL (k1 bt -y s % baya) = 279N (6 b, k) + baa).
(vi)
AP (k1 % b1, Kingo % boyo) = /deEj<2j$7 27Y)bnt1(y) bnt2(z) da

where

Fiwg) = [ [ stavw = T[99 w — astw = 2)dinsa((z = w)dinia(z — ).
i=1
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4.5. The role of projective space, revisited. A particular special case of Theorems 2.9 and

2.8 involve the case when
K(a,v) = yo(a)Ko(v),

Ky is a classical Calderén-Zygmund convolution kernel which is homogeneous of degree —d,
smooth away from 0, and vy € B(R"™) for some ¢ > 0. We saw in Section 2.4.2 that such
operators would be closed under adjoints provided we could see the space of vy as a space of
densities on RP" in an appropriate way. Indeed, this is the case, and this section is devoted to
discussing that fact. These results are not used in the sequel, and are intended as motivation
for our main results.

For a measurable function f: R" — C, and 0 < € < 1, we set
Il e = 1+ s (= [ s+ hae) = (9] s,
EARAS] <
where eq, ..., e, is the standard basis for R™.

Let M be a compact manifold of dimension n, without boundary. Let u be a measure on M.
Take a finite open cover Vi,...,Vy of M such that each Vj is diffeomorphic to B"(1)-the open
ball of radius 1 in R™. Let ®; : B"(1) — V; be this diffecomorphism and let ¢1,. .., ¢r, be a C*>

partition of unity subordinate to this cover. On each neighborhood Vj, let @fu denote the pull
back of u via ®;. We suppose @jﬁ 1 is absolutely continuous with respect to Lebesgue measure

on B™(1) and we write d@fu =: 7;(x) dr where dx denotes Lebesgue measure.
Remark 4.17. ~; is called a density, because of the way it transforms under diffeomorphisms.

Definition 4.18. For 0 < e < 1 we define Bf (M) to be the space of those measures y such
that the following norm is finite:

L
Il oy =Y N1 0 25 (v Ol ien)-
j=1

Remark 4.19. The norm || - HBi _ () depends on various choices we made: the finite open cover,
the diffeomorphisms ®;, and the partition of unity ¢;. However, the equivalence class of the
norm || - ||pe _(as) does not depend on any of these choices, and therefore the Banach space

{ 0o(M) does not depend on any of these choices.

We now turn to the case M = RP". Given a measure u € Bioo(RP”), we consider the map
taking R < RP" induced by the map R" «— R"*! given by (z1,...,2,) + (z1,...,2p,1).
Pulling 1 back via this map, we obtain a measure on R"-since p € Bioo(]RP”) this pulled back
measure is absolutely continuous with respect to Lebesgue measure and we write this pulled
back measure as yo(z) dz. This induces a map taking measures in Bf  (RP") to functions R"
given by pu — .

Theorem 4.20. The map p+— o is a bijection Jy. o1 Bf oo (RP™) = g1 Be(R™) in the
following sense:

(i) Ve € (0,1), 3¢' € (0,¢], and C = C(e,n) < oo such that Yu € Bi (RP"), 7o € B (R")
and [yollm,, < Clliwlss @wery-

(ii) Ve € (0,1), 3¢ € (0,¢], Vyo € B(R™), there exists a unique p € Bf:OO(RP”) with p— o
under this map. Furthermore, 3C' = C(e,n) such that HNHB?COO(RP”) < Cllvol|ss. -

Proof. Fix € € (0,1) and let u € B (RP"). We define an open cover of RP". For j =
1,...,n+1, let V; denote those points {(z1,...,zj-1,1,2;,...,2,) : € R",|z| < 2}, written
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in homogenous coordinates on RP™. V; is an open subset of RP™ which is diffeomorphic to
B"(2), and U2 V; = RP™.

Let ¢;, 1 <37 <n+1 be a smooth partition of unity subordinate to the cover Vi,...,V,41.
W= 2?21 ¢ju. By the assumption that pu € Bf  (RP"), it follows that ¢;u = v;(z) dz, when
written in the standard coordinates on Vj, and nyj||Be ® S H,uHBe _(rPn). Since 7; has
compact support, we have [;lls, S [7ll5; _(en) S lall5; _gpn)- Finaly.

-1 -1 -1 -1 -1
Yo(x) dz = ypt1(x) de + E T :U] :131,:17 Loy s T Tjo1, 5 Tjgl, - L) T,y T ) dx .

It follows from Corollary 4.5, applied to each term of the sum, that [|yos,, < Cn ||,u||Be _(RP");

and part (i) is proved.

Because 7y uniquely determines p except at those point which cannot be written in homo-
geneous coordinates as (x1,..., 2y, 1), it follows that there is at most one p € U€>OBiOO(RP”)
which maps to a given -y (because such a pu is absolutely continuous with respect to Lebesgue
measure in every coordinate chart, and gives such points measure 0). Hence, given 79 € B(R"™)
there is at most one p such that p — . We wish to construct such a p.

Let ¢; be the coordinate charts from above. Given 79 € B(R") define vy,11(z) dr =
On+1(x)y0(x) der and for 1 < j < mn,

vi(@) dx := ¢j(x)x, ™ o (wy oy, ..o te g, oty ey, wy ) da

Define dp; := v;(x) dx on V;. By Corollary 4.5, there exists ¢ > 0 with [|v;]ls_, < C|lv[s,.. We
set p = E;Hll pj. We have ”MHBe (®Pn) < C’|lvollss. and p — ~9, as desired. O

Remark 4.21. In this section we were not explicit about how each constant depends on n. The
above can be set up in such a way that all constants are polynomial in n, which is natural for
our purposes—see §2.4.1. In fact, it would be hard to avoid this polynomial dependance on n,
since there are naturally n + 1 coordinate charts in the definition of RP"™.

Remark 4.22. Corollary 4.5 implies that the space (.., B¢(R") (when thought of as densities
on RP") is closed under the action of a particular diffeomorphism of RP™. Namely, if v €
Ueso Be(R™), then

n—1

—n— -1 -1 n
s y(syt 5T sa, .. 87 s U% (R™)

Theorem 4.20 tells us that more is true Ueso Be(R™) is closed under the action of any smooth
diffeomorphism of RP" (as (J.( B{ o (RP™) clearly is). It is not hard to see that, when taking
adjoints of our multilinear operator in the special case when K (a, ) = vo(a) Ko(z) where K is
a homogenous Calderén-Zygmund kernel, each permutation of by, ..., b,42 corresponds to the
action of a diffeomorphism of RP™ on ~y. In fact, each permutation corresponds to an action
of an element of GL(n + 1,R) on RP™ (where the action of GL(n + 1,R) on RP" is defined in
the usual way).

5. OUTLINE OF THE PROOF OF BOUNDEDNESS

In this section, we begin the proof of Theorem 2.10 on the boundedness of our multilinear
forms. Let ¢ be an even C§° function supported in {|z| < 1} such that ¢ > 0 and [¢ = 1.
For j € Z define ¢(*)(x) := 279¢(2/x) and define the operator P;f = f x ¢{*'). Furthermore,
we choose ¢ to be even so that P* = P; = P; (here P? is the adjoint of P; and 'P; is the
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transpose). There are two key facts to note about P;. First, for all f € S (RY),
(5.1) lim Pjf=/f, lim P;jf=0,
Jj——00

j—r+oo
with convergence in &’. Secondly, by the nonnegativity of ¢ the operator norm on L is
bounded by 1
(5:2) T P—
In Theorem 2.10 we are given a bounded family in B,
(5.3) S={s: jel}.

For (parts of the) proof of Theorem 2.10 we shall also need to assume the cancellation condition
(5.4) /gj(a, v)dv =0

for all j € Z. Of particular interest are the choices in Proposition 3.2, namely ¢; = (Q; K )(2 7) ,
given K € K, for some o > ¢. Theorem 2.10 concerns the sum

(5.5) A(br, - bnga) = lim Z Al N, ... buyo),

where by, ..., b, € L°(RY), b, € LP(RY), and by4o € LV (R?), with p € (1,2] and p’ € [2, )
is the dual exponent to p. We have not yet shown that this sum converges in any reasonable
sense though it is easy to see that it converges if all b; belong to Cg° (R9). One first establishes

estimates for the partial sums Z;V:_N A[qj(y)](bl, ..+, byy2) which are independent of N. Thus,
in order to state a priori results one should first assume that all but finitely many of the ¢; are
zero. In the general case we shall establish convergence in the operator topology of multilinear
functionals (or in slightly stronger convergence modes). Throughout we take n > 1, as the
result for n = 0 is classical. Our estimates will involve quantities depending on the family ¢ It
will be convenient to use the following notation. Let

sup; |5l
(5.6) I.=T.:= —1 5B
sup; 51,
and for n > 1, v > 0 set
(5.7) M = MyE[S] := sup [|g|,, log” (L +nTe(S)).
J

We split the sum (5.5) into various terms which we study separately. For 1 <13 <ls < n+2,
we define

(5.8)
A, g, (b1, bga)
= ZA[gj@])](bly R bll—lu (I - Pj)bl17 ijl1+17 R ]Djblz—lv (I - -ZDj)blza j?]'blz—l-l) L) ]Djbn+2)~
JEZ
For 1 <! <n+ 2, we define
(5.9) A7 (b, ..., bpt2) ZA 27) J(Pjb1, ..., Pibi—1, (I — P;)bi, Pibiya, - .., Pjbpi2).
JEZ
Finally, we define

(5.10) A3 (b1, bas2) = )AL @1(Piby, ..., Pibasa).
JEZ
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One verifies (by induction on n) that
(5.11)  A(b1, ..., bny2)
= Z Alll,lz(bl"' n+2 Z Al bl,.. n+2)—|—A (bl,...,bn+2).

1< <la<n+2 1<l<n+2

For by,...,b, € L¥(R?) fixed, we can identify the multilinear form A with an operator T' =
T[bi,...,by] defined by

(5.12) /g(x) T, ...,bp)f(x) dx == A(by,...,bn, f,9).

In this way we associate operators Tll1 Iy T12 and T3 to the forms All1 Iy? A12 and A3. We shall see

that the sums defining these operators converge in the strong operator topology as operators
LP — LP (for fixed by, ...,b, € L(R?)), see §1.3 for the definitions.

The main estimates. We separate the proof of Theorem 2.10 into the following five parts.

Theorem 5.1. Let p € (1,2] and p' € [2,00) with 1 —|— =1.
(a) Suppose that ¢; = 0 for all but finitely many j. Then

(1)

Ao (bry - boga)| S MG (S Hllb 200 ) 10n1 | ol bns2ll -
=1

(II) For 1 <1y <n,ly € {n+1,n+ 2},

|Al11,l2(b17 s bn+2)| 5/2 §_] H ||b Hoo an+1||p||bn+2Hp :

(III) For1 <l <ly <nmn,

|Al11,l2 (b1, ..., bn+2)‘ S mgﬁ[ﬂ (H Hszoo) an-i-al||bn+2”p’-
i=1
(IV) Under the additional cancellation condition (5.4) we have, for 1 <1 <n+2,

n

A7 (01, bae2)| S ] (T Hbilloo) [Bns1 o lba-v2 -
=1

(V) Suppose that (5.4) holds. Then

(A% (b1, bas2)| S 0P MG (T 10ilo0) bnst lplbrs2lyr-
=1

In the above inequalities the implicit constants depend only on p € (1,2], d € N, and € > 0.

(b) For general families <= {g; : j € Z}, bounded in B, the sums defining the above five
functionals converge in the operator topology of multilinear functionals and the limits satisfy the
above estimates.

(¢c) The sums defining the operators Tfhl2 (b1, ... bnl, TPb1, ... by and T3[by, ..., b,] asso-

ciated to the forms Al I A12 and A3 wvia (5.12) converge in the strong operator topology as
operators from LP — LP.

Summing up the estimates for the five parts yields Theorem 2.10.
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6. SOME AUXILIARY OPERATORS

In this section, we introduce some auxiliary operators which play a role in the proof of
Theorems 2.10, 5.1. Recall that in §5 we introduced the operator P;, which was defined as

Pif = f* gé(Qj), Where ¢ € C5°(B4(1)) was a fixed even function with [¢ = 1, ¢ > 0, and
¢ (x) = 219¢(2 ).

Define ¥(z) := ¢(z) — 279 (x/2) € C°(B4(0,2)), and let Q1 f = f * ¥ so that
(6.1) Qr=Pr— Py—1.
Note that, in the sense of distributions, we have the following identities
(6.2) I=%"Q; P=Y Qrn I-P=Y Q

JEL k<j k>3

with convergence in the strong operator topology (as operators LP — LP, 1 < p < 00).
Remark 6.1. There is one subtlety that we must consider. While lim;_,_o, P;f = 0 for f €
C3°(RY) (or even f € LP, p # o0) is it not the case that lim;_, o, Pjf = 0 for f € L>. Indeed,
this is not true for a constant function. Thus, the first two identities in (6.2) do not hold when

thought of as operators on L*. However, the third identity does hold (with the limit taken
almost everywhere), which we shall use.

Let xo € S(RY) so that xo(£) = 1 for |¢] < 1/2 and g is supported in {|¢| < 1}. For j > 1
let n; be defined via
(6.3) 75(€) = x0(277€) = x0(2'77¢)
so that 7; is supported in the annulus {¢ : 2772 < [¢] < 27} and > jenj(€) =1 for £ #0. Let
1o be a Schwartz function so that its Fourier transform vanishes in a neighborhood of the origin

and is compactly be supported, and equal to 1 on the support of 7y. Let 7; = 77(()2]). Note that
74, 1; belong to So(R?) — the space of Schwartz functions, all of whose moments vanish. Define

(6.4) Q;f = fxmy, Qif =[xl
and note that
(6.5) Q= 09,9, = 9;9;

and I =3, Q5 =Y .c7 Q) = 37 Q;Q;. where this identity holds in the weak (distri-
butional sense) and also in the strong operator topology, as operators on LP, if 1 < p < oc.
We also have the following well known estimates for the associated Littlewood-Paley square
functions: for 1 < p < oo, f € LP(RY),

(6:5) 11~ [ (S 12r?) | ~ (S 18)°
jez jez

with implicit constants depending only on p and d. The same estimates hold with Qj and ék
replaced by their adjoints.

p

We introduce a class of operators generalizing Q;, Q;, and éj.

Definition 6.2. U is defined to be the space of those functions u € C''(R?) such that the norm

[l = S;@(l + [2]2) (Ju(@)| + |Vu())

/ w(z) dz = 0,

is finite and such that
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Definition 6.3. For u € U and j € Z, define Q,;[u]f := f * u®),

Remark 6.4. Note that ¥, 70,70 € U and Q; = Q,[¢], Q; = Q;[no], and Q; = Q;[7o)-
The class U comes up through the following proposition (which is very close to a similar one
in [7]).
Proposition 6.5. If {f;}jez C L*(RY), then
1
Y], s s (1@ ms13)",
jEz u vy

in the sense that Zj Q;f; converges unconditionally in the L? norm if the right hand side is
finite.

6.1. Proof of Proposition 6.5. We need several lemmata.

Lemma 6.6. For £ < 0, ¢ € C°(B4(2)), u € S(RY) if we define y_y := ¢ * u®™) we have
Y-t € W and [[y-ellu S 2%/

Proof. Tt is clear that y_, € C>®(R%), so it suffices to prove the bound on |y_¢||y. Because, for
v=1,...,d,, v ¢is of the same form as v_y, it suffices to show |y_g(z)| < 2¢/2(14-|z|*+1/2)~1,
This is evident for |z| < 4, since |y_¢| < ||@|oolluell1 S 1.

Since ¢(x — y) is supported on |z — y| < 2, we have for |z| > 4 and any m,
y-e(2) S / 27 (1427 y) "y ~ / 27 (12 a]) " dy S 27 (L2 )
lz—y|<2 lz—y|<2
Taking m = d + 1/2, we have
—e(@)] S 274 (1L 27 2742 S 2P (L4 [ T2 T el 2 4,
as desired. O

Lemma 6.7. Suppose u; € S(RY), uy € So(RY). For j > 0, let uj := up * ugzj). Then, for
m=20,1,2,...,
Y 10%uj(@)] S 27 (1 + fa) T

la|<m

Proof. The goal is to show, for every m, {2/™u; : j > 0} C S(R?) is a bounded set. To do this,
we show {2/ : j > 0} C S(R?) is a bounded set. We have, for every a,

a0 =1 Y Cordfm@fme ol s Y 2ol )0 @ e)

BHy=a BHy=a
S Y 2l g T2 4 [27E) TR S 27 (L 4 g T
Bty=a
The result follows. OJ

Lemma 6.8. There erists functions @1, ...,0q € C5°(B%(2)) such that i = Z,‘le Oz, Pu-

Proof. Indeed, write
d

Y(x) = p(a) = 279927 "2) = ) _ (),
v=1

where v, (x) is given by
2_(”_1)d>(331/2,$2/2, e Ty1 /2, Ty X1y ) — 27V (12,202, )2, Ty g, Tg)-
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Letting ¢, (z f Yo (T1y ey Tyo1, Yuy T, - - -, Tq) dYy, the result follows. ]

Lemma 6.9. For j, k € Z, Qj+ij = 2—\14:\/2@],[%]} where u € U and ||uglju S 1.

k
Proof. By scale invariance, it suffices to consider the case j = 0; then ug = ¢ * 1762 ). When
k <0, we use Lemma 6.8 to see

k
Z/ )W) (@ — y) dy = QkZ/% O, 70)?) (2 — ) dy.

From here, the desired estimate follows from Lemma 6.6. For k& > 0, the result follows immedi-
ately from Lemma 6.7. g

Proof of Proposition 6.5, conclusion. Let {f; : j € Z} C L*(RY) and let ¢ € L*(R?) with
llgllz2 = 1. Let (-,-) denote the inner product in L?. We have, letting uj, be as in Lemma 6.9,

’<9, EJZ: ijj>’ = ‘<97 Eh: Z Qj+kéj+k@jfj>‘ < Z EJQ: ’(Q}‘-Jrkg, @j+k@jfj>‘

j=J1 j=J1 keZ kEZ j=J1
1 Ja _ 1 1
<Y (10l (S 15 00n2) £ S (3 @ tulnl)
kezZ j=J1 j=J kEZ =
The result follows easily. O

6.2. A decomposition result for functions in U. The proof of the following result follows
closely a similar result in [33].

Proposition 6.10. Let u € U. Then there ezists uj € CH(BY(3)) with |ujllco < llulh,

fuj=0, and
u = Z2j/2u§2j).
<0
Proof. Let xo € C§°, supported in {|z| < 1/4}. with 0 < xo <1 and xo(z) = 1 for |z| < 1/8.

For j > 1 define x;(z) = x0(277z) — x0(2'7z) so that that for j > 1, supp(x;) C {297 <
|z| < 2772}, and

1= x;(@)
=0

Observe that
(6.7) [ i@ e =@ -1) [ ooy 2 2

Also let
. X5 (%)
Xj(@) =
1= T dy
Set aj = [u(z)x;(z) dx and Aj = Ekzj ak = — Y o<k<j @ (Where the second equality follows
from the fact that Y a; = [u=
Note |ap| < 1, and for j > 1,

(6.8) MA</wmmewm</, U Y2 dafful S 279
274 <z <292
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Thus,
(6.9) A1 <Y Jan] S 2772wl

k>j

Notice, Ag = 0. We have,
u(@) = u(@)xj(@) =Y (ul@)xj(@) — a;%;(2) + Y _(Aj — A1) %5 (@)

>0 >0 >0

= (u(@)x;(@) — a;%;(x) + > Aj(x(x) — Xj-1(x)) = Y Bj(x

7>0 j>1 3>0

where B;(z) = u(z)x;(z) — a;X;(z) + (4;(x;(2) — Xj-1(2)))ej and €; = 1if j > 1, €g = 0. Here
we have used Ap = 0 and lim;_,oo A; = 0. Clearly [ B; = 0, and supp(B;) C {|z| < 2772}. We
have

|1 Bj(2)| < |u@)x; (@) + lagl[xs ()] + [A5] (15 ()] + X5 -1(@)])e;s-
(6.7) shows |¢;(z)| < 2774 The support of x; shows |u(z)x;(z)| < 2_j(d+%)HuHu. Combin-
ing this with (6.8) and (6.9) shows |Bj(z)| < 2_j(d+%)H§Hu. Setting, for j > 0, u—_;(z) =
21921/2B(27x), the result follows easily. O

7. Basic L? ESTIMATES

7.1. An L? estimate for rough kernels. An essential part to many of our estimates is the
following L? estimate.

Theorem 7.1. Let u be a continuous function supported in {y € R? : |y| < 1/4} such that
lulloo <1 and

/u(y)dy =0.

Let Qy, be the operator of convolution with u@) . Let0<e < 1, ¢ € B-(R" x R%) and assume
that supp(s) C {(a,v) : [v| < 1/4}. Then for all k € N, for by 1,bnro € L*(R?), b; € L=(RY),
1=1,...,n,

AL] (01, -+ Qibat, bus2)| S 275/ CH (< g 1Bt 2 lbas2l2 T T 195lloc-
i=1

In §7.2 below we shall prove a similar theorem without the support assumptions on ¢ and w.
In what follows we give the proof of Theorem 7.1.

7.1.1. Applying the Leibniz rule. We have

(7.1) ARSI (bs - b1, by2) = / / Fuls)(@,y) bays (4)bna(z) d dy,

where, using the cancellation of © we have

[<](z,y) = //g(ogx — z)ﬁb,-(w — aj(z — z))u@k)(z —y) dz da
://{g T — 2 Hb ai(z—2)) —¢la,z —y Hb x—ai(x—y)) u(2)( —y)dzda.

We let Tj[s] denote the operator with Schwartz kernel Fi[c].
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For further decomposition we use a Leibniz rule for differences

7=0 7=0
n—1 i—1 n n—1
(4o = Bo)(TT 4) + 3 ((T1 B A= Bo( T 43)) + (T] Bi)(An = Ba)
7=1 i=1 7=0 Jj=i+1 7=0
Thus
Fld] = ZFk,i[g]
i=0
where

Fiols](z,y) :// [g(oz,a: —z) —s(a,x — y)] H bj(z — aj(z — Z))U(Qk)(z —y) dz da,

7j=1

i—1
Feldl(w9) = [ [ stao = )] [T be - st — 1) x

n

(bile — aile = 2) = bi(w — aia = y)) [ bile = a5z = 2) u®)(z — y) dz da,
Jj=i+1

with the convention that the products H2:1 and H?:n 41 stand for the number 1. We thus have

to estimate the L? — L? operator norms for the operators T ;[s] with Schwartz kernels Fj, ;[c].
For ¢ = 0 we may use the standard Schur test and the condition ¢ € B,

(r2) s [ [Fuolde)ldy

<ow[[lslke [ WO [ 5w =y =) (oo =yl dydodn
T i <2-

< T bsllee sup / ls(a, - = h) = <(a,)llda < 27 T 105l ool .
j=1

|h|<2-* i=1

and similarly

n
(7.2b) sup [ |Frold(e,plde £ 27 T] 18 el
Y ,
7j=1
Hence
n
(7.3) Tk ols) 22 S 275 T T 11slloollss.
j=1
We shall now turn to the operators Ty ;[s], ¢ =1,...,n. We start with a trivial bound.

Lemma 7.2. For1 <p < o0

n
1Tk ileIllzr—ze < sl @y [T 110illso-
j=1
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Proof. This follows immediately from Schur’s test since

sup/|Fk, xy>|dy+sup/sz (o) o < ol ey T il 0
7j=1

We begin with a regularization of ¢, in the x and the a; variables, depending on a parameter
R to be chosen later. Here 1 < R < 2 (we shall see that R = 2¥/(34+3) will be a good choice).

Let ¢ € C®(R?) supported in {z : |z| < 1/2} so that [¢(z)dz = 1. Let p € C*®°(R) be
supported in {u : |u| < 1/2} so that [ ¢(u)du = 1. Define

(o, v) // X[-R,R) (@ — se;)s(a — sej, v — 2)Ro(Rs)RG(Rz) dz ds.
Lemma 7.3. Fori=1,.
(1)
¢ = SrllL1@nxray S R°°
(i)

IThils = <Rl 22 S R8s, -
Proof. We expand ¢ — ¢% = I + IT + I1] where
I(a,v) = / [c(a,v) — s(e,v — z)]Rng)(Rz) dz
I(a,v) // U0 —2) — s(a—se;,v )]R(p(Rs)qub(Rz) dz ds,
I (a,v) // RR][; — sei)s(a — se;, v — z) Rp(Rs)R)(Rz) dz ds .
Then
gz S [ BRI [ [ |s(@r) = (a0 = )| dado [RIG(R) dz € Bl
For the second term,
2y < [ i) [ [ Ista0) = sl sew )| dadvds S Rs]e..
Finally

VT ey < / / s v)| dovdv < Rfs]|s...
—R R]C

and part (i) follows. The second part follows from Lemma 7.2 applied to ¢ — ¢%, and the first
part. ]

For the more regular term g}é we shall need the inequalities

Lemma 7.4. Let 0 <e <1,d > 2. Then

(i)
/ ( / \cﬁ(aw)\?dv)%da < R <lls..
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(ii) Let 0 € S and let 0+ the orthogonal complement of R§. Then
3 d+1
/sup (/ sup|§R a,v —1—89)\20{1)%) da SR 2 " °l¢|s.
0 01 seR

and

1
/sup (/ sup|8a sh(a, vt + s0)| d'UQL)2dOé < R%%HcHBE.
6

0 1 seR

Proof. Let By € S(R?) so that Bo(f) = 1 for |{] < 1/2 and Bo is supported in {|¢] < 1}.
Let f; = ﬂ(gQ) — Bo and B = ,Bgzkil) so that B has support in an annulus {|¢] ~ 2}, and
f = 33208k = f in the sense of distributions. Let By € S(R?) be such that its Fourier

transform equals 1 on the support of EO. Let B} be a Schwartz function so that its Fourier
transform vanishes in a neighborhood of the origin and is compactly be supported, and equal

to 1 on the support of 51. Let Ek = EEZIC_I).
Let

o(a,v) = // X[-R,R] (@ — se;)s(a — se;, v) Rp(Rs) ds

so that Sh(a, ") * ¢ = & (the definition of ¢ was given right before the statement of Lemma
7.3). Then

Zﬁz*% ) % bR * P,

By Young’s inequality

sk (v, v) = By Brlla < [ () % Bill 1B * P2
and it is easy to see that

1B % @2 < Cr2'Y? min{1, (R27HM} .

/(/’C}é(a,v)’zdvfda

S ind/z min{lj(szl)M} //‘/5l(v—w)§§3(a,w)dw dv do

Thus

oo
< 22 min{1, (R2HM Y27 G5, < REldlls.
=0

The first inequality in (ii) is proved similarly, except that we first use the one-dimensional
version of Young’s inequality in the #-direction. Since the Fourier transform of §5; is supported
on a set of diameter O(2!) we have, for fixed § and almost every «,

1 o0 1
(/ sup ‘Bl s ch(a, vt + s0)2dvt ) < 21/2(/ / ’5! s ¢h(a, v + s0)|2ds dvl) ’.
0L seR 0L J—c0

Notice that the double integral on the right hand side is just the L2(R?) norm of ¢k (e, -) and
thus does not depend on 6. Take the sup over 6, then integrate in «, and sum in /. Arguing as
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above we obtain:

1
/sup(/e sup | By * sp(a, v L s0))2dot ) fe

0 L seR
) 1/2
< 27 / (18 sh(a,v)Pdv) " da
>0
< ZQl (@172 min{1, (R2™ M}//\Bl*gR a,v)|dvda
>0
< S22 minf1, (R2HM 27| ls. S BT <5
>0

The second inequality in (ii) is proved in the same way. The differentiation in «; hitting the
mollifier Rp(R-) produces an additional factor of R. O

By the support assumptions on ¢ and u, we have
supp(Fiilsi]) € {(x,y) « [z —y| < 1}.
We shall use the following lemma to obtain the bound C'(R)2~*¢" of the L? operator norms.

Lemma 7.5. Suppose V(z,y) € LL _(R? x RY) is supported in the strip {(z,y) : |z —y| < 1}
and let V be the operator with Schwartz kernel V.. Then,

IVIZ2s 2 S sup B [V (x,y)|* dz dy.
|lz—z|<1
© Tyl

Proof. Let A denote the quantity on the right hand side. For 3 € Z¢ let g; be the cube 340, 1]d
and f; = Xq, - Then f = Zj f; and for each 3, V f; is supported in the union g; of cubes which
have a common side with ¢;. By Holder’s inequality it is immediate that

1/2
VAl // Vw.)Pdedy) | flls < C@)A] e
q; Xq;

and then

Vil = || va|, <3 (S Ivald)” < o (ZH 2" < c@anfl.. o
3 3

In light of Lemma 7.5 the following proposition gives a basic L? bound for the operators
T ilsr)-

Proposition 7.6. For k>0

(7.4) (510 [ [,y PPl dody)® 52 ’f/3Rd+1H|rb e

ly—yol<1

7.1.2. Proof of Proposition 7.6. Note that the class of operators is invariant under translations.
That is, if 7,f := f(z — a), then the kernel of 7,7} ;[ck]T—q, i.e. Fri[sk](z —a,y — a), is of the
same form of Fj ;, with the functions b; replaced by 7,b;. Therefore we may take yo = 0 in
Proposition 7.6. We may also assume

(7.5) bjllc <1, 1<j<m.
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As in §4 we decompose a as a = q;e; + af- where af- = (01,411, ...) € R*1. We bound,
using the Cauchy-Schwarz inequality in the z-variable, and then Minkowski’s inequality in the

;- variables, as well as (7.5) for j # 4,

J[ 1Bt P a )

lz|<1

lyl<1

S / ( /// 2kd‘ /ﬁé(% z —y)[bi(z — ai(z — 2)) = bi(z — a(z — y))]dairdz dx dy) I/Qdail
|z],|y|<1
ly—z|<27F

~

N /// ‘ /CE(OMJ) [bi(z — a;v) — bi(z — aw)] ’2dv dw dx) 1/2do¢iL
||, |v],w|<2

lv—w|<27F

where for the last integral we have changed variables to v = x — z, w = © — y. The proof of
Proposition 7.6 will be complete after the following lemma is proved.

Lemma 7.7. Let ¢% be as in Proposition 7.6. Then for g € L®(RY) and k > 0,

(2% /// ‘/gg(a,v)(g(m_aw)_g(x—aiw))dafdxdvdw)

|z|<2
|v]|w]<2
lv—w|<27F

N[

S B2 B, g oo

Proof. We may and shall assume ||g|[z~ = 1. Let ggr(x) = g(x) if |z[ < 2R + 2 and ggr(z) =0
if |z| > 2R 4 2. We first observe that since ¢j(a, v) = 0 for |a;| > R + 1 we may replace g by
gr in the above expression. Note that

(7.6) lgrll2 S RY2.

We interchange the (v, w)- and z-integrations, then apply Plancherel’s theorem, and interchange
integrals again to get

/de /// ‘/gRav gr(r — av) — gr(x — aw da‘ d:vdvdw) oF

to\»—t

|z|<2
[v],|w|<2
lv—w|<2~F
2 1
/ /g |22kd // /gR o, v ( 2mio; (v,€) _627T104i<’w7§>)dai dv dw dﬁ)QdOzZJ‘
|v],|lw|<2
lv—w|<27F

For a constant U > 1 (to be determined) we split the {-integration into the parts for || < U
and [¢| > 1.
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For |£| < U we bound |e2™@i{v:€) — g2maiw&)| < RUT2~F since |ay| < (R+1) and [v—w| < 27F.
Hence we obtain

@ ([ m@r2t [] ] [sbaneme - nned),

[v],|w[<2
[v—w|<27F

N ; 1/2
S RU2 gl [ ( [ Ishla,o)Pao) da

da+2 _
< RZ U2 |grl2<lls.

N

2
dv dw dg) dai

where in the last inequality we have used part (i) of Lemma 7.4.
Next we consider the part when || > U. Using the symmetry in v, w we may estimate

N|=

. 2
/(/ |§R(f)|22kd // ‘/G}g(a,v)(e%“”’@ai—eQm(w’@a")dai‘ dvdwdf) alaiL
>U
1= |v],|w|<2
[v—w|<27F
) 2 L
52/(/ gr(£)?2M // ’/c}g(a,v)62m<”’5>aidai dvdwd&)zdaf
l¢|>U
[v],|w|<2
|[v—w|<2~k
. 2 1
s ([ ae©P [| [ st avde)dat-
13e4%

For fixed & = [£]0 (6 € S?~1) we separate the v-integral into two parts. Let 0 < b < 1 (which
will be optimally chosen later). For fixed 6 = £/|¢|, a;- we have v = Tp1v + s6 where myLv is
the projection of v to the orthogonal complement of Rf and s = (0, v). We split

, 2 . 2
/‘/gﬁ(a,v)e%z(”’@aidai’ dv ://‘/g}z(a,w%v+39))e2ms|€o‘idai’ dsduvg.
=: Iy(o7, [€]0) + I1y(o5", €]6)

where
. 2
I(ag, |€]0) == // )/g}%(a,mu)+30))62”’s|§|aidai‘ dsdvg.
[7b7b]
, 2
IIy(ai, |€]6) :== // . ‘ /g}%(aﬂrglv—i—s@))e%”'&“idai‘ dsdvgt
[7b7b]

so that

. 2 L
J ([ an@r [| [ shamemeondal o) dat
el>U
1
S [ ([ @e@)Pnet.o) + ot o)) dat
el>U
The expression I}, is estimated as

. 2
Lo, |€10)| < 2b/sup [/]c}%(a,ﬂ%v—i-s@))]dai} dvgL

Is|<b
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and we get using part (ii) of Lemma 7.4

/(/|§ZU \?\R(é))IQIb(a%,f)df)Edai
§b1/2|91%||2/ <Slelp/8151p [/|g%{(0"779w+39))|da¢]2dv%>l/2daii

dtl_
(7.8) SOPR™ E(l|s.llgxll: -

To estimate IIy(c &) we observe that the function a; — ¢h(a,v) is smooth and compactly
supported. We use integration by parts to write

/g}é(a,ﬂ'gJ_U + s0))e?mslelei gy = —/8%(%%(&,77%0 + 56))(2m|€]) " LsTLe? ™Y day

and thus for |£| > U
00 . 2
I1(« \5\0)| </b ]f\_2|s]_2ds/sgp [/\8ai§}%(a,7r9Lv+t6))]dai} dvg.

. 2
< U_zb_l/sup [/laaigﬁ(a,ﬂglv+t9))|dai} dvgy .
t

Hence, by the second inequality in part (ii) of Lemma 7.4,

/</5|>U lﬁR(f))IZIIb(a%,f)dﬁ)édal

. 2 1/2
< Ulbl/zlgRH2/<81;p/sgp {/|8ai§}3(a,7rwv+t0)|dai} dng) dait

1 dis
(79 SUTWURY HcHBSHgRHQ.
We combine (7.7), ) to deduce
2 1
/ de /// )/gR o, v)(gr(z — ogv )—gR(x—aiw))da‘ dazdvdw)Qdaf‘
lx|<2

(7.10) ol fwl<2
lv—w|<2~F

d+2 d+3

S (RFU27* + R =502 + R U~%"Y2) </l lgrl-

We choose b, U so that the three terms are comparable, i.e. b= RU™Y, U = 225/3. The result
is that the left hand side of (7.10) is bounded by a constant times

d+2 —fe—
R 227 ||s. |lgrll2 S R 22743 g 5.,

by (7.6), and the proof is complete. O

7.1.3. Proof of Theorem 7.1. By (7.3),

n
1T ollllzz—z2 S 27" lsls. [T 1oaloo-
=1

By Lemma 7.3 and Proposition 7.6 we have for i = 1,...,n,

1Tkl 22 < N Thals = SRl per + 1 Thalsk) 22

SR+ 27 PRI ells. T T lonlloe -
=1
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Choosing R = 2k/(3d+3) vields the bound

n n
DI Thile]llze e S (n+ 1275 S TT orlloc
1=0 =1

and thus the estimates for the multilinear forms claimed in Theorem 7.1. O

7.2. Generalizations of Theorem 7.1. We shall now drop the support assumptions on x —
¢(a,x) and on w in Theorem 7.1. Moreover, we extend to LP estimates and replace ¢ by the

scaled versions ¢(2’) (with the scaling in the x variables).

Theorem 7.8. There exists ¢ > 0, independent of n and e, so that the following statement
holds for all 1 < p < oco. For all ¢ € B-(R® x RY), for all j,k € Z, 1 <1y # 1y < n+2,
by, € L2RY), by, € L2(RY), by € L¥(RY) for | # 1,12, and u € U,

ALY (b, .-y biy 1, Qplulbiy, by s 1, - - bya)]

. ik
< min{n2U=M]|¢||_, ||<||L1}|IUHu( 11 IIszLoo>IIbzlllebngz-
111,

Proof. In light of Theorem 2.9, Theorem 7.8 follows immediately from Lemma 2.7 and the
estimate (for some ¢’ > 0, independent of n)
(7.11)

n
AN b1, b @il busa) S Dl 124l (TT Il ) B lallsalle
=1
By scaling (Lemma 4.16) it suffices to prove (7.11) for j = 0. Theorem 7.1 covers the case
of ¢ supported in R"™ x {|z| < 1/4}. To cover the general case we apply Proposition 6.10 to
write u =3 5 271/2“1(271) where v; is continuous and supported in {|z| < 1/4}, [w; =0, and
lur]|co < |lully. We apply Theorem 4.15 to write ¢ = Y~ 2-me12cl2") for some ¢1 > 0, where
Sm € Beye, H§m||8clg S H§HB€, and supp(s,) C {(a,v) : |v\_§ i} We then have

|A[S] (b1, -, bn, Qplulbnst, bosa)|

<33 22 AL (b, b Gplul® b, bue)|
>0 m>0

- Z Z 271/227”1616‘1\[971] (917 ce oy 9n, Qk,‘—l-‘,—m [ul]gn+17 gn+2) ‘

1>0 m>0
where g; = b(2™), I = 1,...,7n, gni1 = 27%%b, 1 1(2™), gnio = 2792, 5(2™) (see Lemma
4.16). By Theorem 7.1 we have, for some ¢z > 0

|Alsm) (915 - Ins Qr—rsm W] (gn+1), gns2) |

n
< min{1,n2~ = fu | (TT llgiloo ) g1 2 lgn-l
=1

Now 37150 2 m>0 9-t/29=mere min {1, 2~ (k=ltmieaey < po—kese for some c3 with 0 < ¢3 <
min{1/2,c2} and (7.11) for j = 0 follows easily. O
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8. SOME RESULTS FROM CALDERON-ZYGMUND THEORY

In this section, we present some essentially well known results from the Calderén-Zygmund
theory which do not seem to be stated in the literature in the precise form we need them. We
begin by recalling some classical results (see [36]).

Consider kernels K € D'(R? x R?) such that K is locally integrable on (R? x R9) \ A; here
A = diag(R? x R?) = {(x,2) : # € R?}. Let Tk : C°(RY) — D'(R?) be the operator with
Schwartz kernel K. Then the expression

(T f, ) /Kwy )o() dy de

makes sense for bounded functions f, g with compact and disjoint supports. For such kernels
K we define the singular integral semi-norms

(5.1 S (1¢] = sup [ K(@.9) - K(a.y))|dz,
lz—y|>2[y—y’|

(8.2) SI®[K] := sup/ - |K (x,y) — K(2,y)| dy.
z,x’ J|y—z|>2|z—a'

Let 1 < ¢ < oco. It is a standard and classical theorem (see [36]) that if Tk extends as a
bounded operator on LI(R?) and SI'[K] < oo then Ty extends as an operator of weak type
(1,1), as an operator mapping the Hardy space H'(R?) to L'(R?) and as a bounded operator
on I, 1 < p < 2, and one has the following estimates for the operator norms (or quasi-norms).

(8.3) ITxc Nl + | Ticll g proe S 1Tl pas o + STHE].

We note that in order to prove the H' — L result, it suffices to check ||Txall1 < || Tk ||La—re +
SI'[K] for g-atoms, see [29]. Let Lg® be the subspace of L™ consisting of functions with compact
support (in the sense of distributions). Then we also have for ¢ > 1

(84) 1Tk | Le—BMo S Tk La—pa + SI®[K].

Furthermore (taking ¢ = 2), by interpolation

2

2-2 2_
(8.5) Tkl oz < Cpa(lTillr2r2 + | Til 27 2 (STHE]P ), 1<p<2,
and

2 _2
(8.6) Tk e -2 < Cpa(ITi |l r2r2 + [Tkl 72, 12 (SI®[K]) 77), 2 <p < oo

We will apply these results to singular integral kernels given by
(8.7) K =) Dilym =Y 2922
J J
where 7; satisfy suitable uniform Schur and regularity conditions.

8.1. Classes of kernels.

8.1.1. Schur Norms and Regularity Conditions. In what follows we consider complex-valued
locally integrable functions (z,y) — k(z,y) on RY x R%.

We formulate conditions related to the usual Schur test, involving integrability conditions in
the z and y variables. We let Int! be the class of kernels k € L%OC(RC[ x RY) for which

(8.8) Int![k] = sup /]k x,y)| dx
yER4
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is finite. Here and in what follows sup, is used synonymously with essential supremum (or
L*>-norm). We let Int™ be the class of kernels k € LL _(R? x RY) for which

(8.9) It (k] = sup / k()| dy
zcRd

is finite. Here the supremum is interpreted as essential supremum (i.e. the L® norm with
respect to y). The notation is motivated by the fact that for k € Int! the integral operator with
kernel k is bounded on L>®(R%), with operator norm Int![k], and for k € Int> this operator is
bounded on L>°(R%), with operator norm Int*[k].

Next we need stronger conditions, which add some weights in terms of the distance of (x,y)
to the diagonal A. Define

(8.10) Intl[k] := sup / (1 + [z — g k(. y)]| de,
yeRY

(8.11) It [k] := supd/(l + |z — y|)|k(z,y)| dy.
rER

Let

KU (2, y) = K(y, @)
and note that Int>°[k] = Int][kdua).

In Calderén-Zygmund theory we also need some variants involving regularity, in either the
left (z-) or right (y-)variable. We define

(8.12) Regl [k := sup sup|h|™ / k(x4 hyy) — k()| de,
0<|h|<1 ¥

(8.13) Regl,[k] == sup sup|h|" / k(z,y + h) — k()| de,
0<|h|<1 ¥

and

(8.14) RegSSuk] = sup suplh|™ / k(x4 hyy) — k()| dy,
0<|h|<1 =

(8.15) Reg2%[k] == sup sup |h| " / k(z,y + h) — k()] dy,
0<|h|<1l =

so that Reg2% k] = Regl, [K!) and RegZ, [kl = Regl (k"]

8.1.2. Singular Integral Kernels. We now consider distributions K € D'((R? x R%) \ A) which
are locally integrable in (R? x R?)\ A. We define variants of (8.1), (8.2) with more decay away
from the diagonal (here € > 0)

(8.16) SI K] := sup sup R® / K (z,y) — K(x,9)|dz,
vy R>2 lz—y|>Rly—y/|

(8.17) SIZ°[K] := sup sup R° |K (z,y) — K(2',y)|dy.
x,x' R>2 ly—z|>R|z—z'|

Note that for € = 0 we recover the norms defined in (8.1), (8.2).

Remark. We shall also use the alternative notation |K|lgn = SIL[K] etc. We will say K € SI!
if SIL[K] < oo etc.
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We say that K € Li ((R? x R?) \ A) satisfies one of the uniform annular integrability

loc
conditions Ann', Ann®™ if the respective expressions

(8.18) Ann'[K] := sup sup/ |K (x,y)| dz,
R>0 vy Jaz:R<|z—y|<2R

(8.19) Ann*™[K] := sup sup/ |K(x,y)| dy
R>0 = Jy:R<|z—y|<2R

are finite.

We say that K satisfies the averaged annular integrability condition Anng, if

(8.20) Ann,, [K] = sup sup R4 // | K (z,y)| dy dx
acRd R>0
lo—al<R
R<|z—y|<2R
is finite.

The last notion will be used in §8.2 below.
Lemma 8.1. Let K € L ((R? x R\ A}). Then
Ann,,[K]| = Ann,y [Kdual].
Moreover,
Anng, [K] < min{Ann'[K], Ann*>°[K]} .

Proof. Immediate from the definitions. 0
Lemma 8.2. Let K € L _((R? x R%)\ A). Suppose that for some € > 0,

SI![K] < B, Anmn[K]< A.
Then

STH[K] < Alog(2 + < ' B/A).
Proof. Fix y # 1y’ and split

/ K(a,9) — K(a,9/) do = T4+ 11
lz—y[>2ly—y’|

where

- K ,) = K| do.
2ly—y/|<|lz—y|<Rly—y/|

in- [ K (2,y) - K(2,y)| da.
le—y|>R|y—y'|

Then if we apply condition Ann; with O(log R) annuli to estimate
I < Alog R;
moreover we have
II < BR™®.
If we choose R = 2 + (B/A)Y/¢ the assertion follows. O
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8.1.3. Integral conditions for singular integrals. We formulate a proposition which is used to
verify the condition SI | ST for kernels of the form (8.7).

Proposition 8.3. Suppose that 7; € Int; N Reg;?R and

sup Int[j] < A,
J
Intl[7; Reg! [r;] < B
sup In =[] + sup egs,rt[T]] =~ b
J J

Then the sum (8.7) converges in the sense of LL ((R? x RY)\ A) and the limit K satisfies

(8.21) SI ,[K] < B.
Moreover,
(8.22) SIJ[K] < Alog(2 + B/A) .

Proof. We fix y,y’ and R > 0 and consider

R(y.yf) = / Dilyy 75, ) — Dilys7 (2,3 da
x:|z—y|>Rly—y'|

/ \Tj(:c,2jy) —Tj(:v,2jy’)\d:r.
z:|z—29y|>R|27y—2y/|

Clearly IjR(y,y’) < 2A. We now give two estimates, the first valid when 27|y — ¢/| > 1/R, the

second valid when 27|y — /| < 1; thus both estimates will be valid when 1/R < 27|y —3/| < 1.
For 27|y — 3| > 1/R we have

(1+ |z — 27y

(R27|y — y'|)°

[ 2 < [ i)
x|z —27y| > R|27y—27y/|

< @y —y/|R) " Intl[r;] < B(2'ly — y'|R) ™.
Also note that if |z — 27y| > R|27y — 27y/| then also |z — 27y/| > (R — 1)|2/y — 27y/|. Thus the

last argument also gives (for R > 2)

/ I73(2, 27y d < By — o/ |(R— 1))~
x:|z—29y|>R|2Iy—27y’|
and hence

Iy, y) SB@ly—y) "R =i 2|y —y/| > 1/R.

For 27|y — y/| <1 we obtain

Ify,y) < /ITj(:v, 2y) — 7j(x,27y) | dr < Regl[r](2’|ly — y/')° < B(2|ly — ¢/])".

Hence
Iifyy)s Y. B@y-vI+ >, BRYly-y|) T SBR
JEL §:27|ly—y'|<R—1/2 §i2dly—y'|>R-1/?

and (8.21) follows. The same argument gives
> Iy.y) £ min{A, B2y — y'|)*, B2y — ¢/|)° < A(log(2 + B/A))
JET. JEZ.

which yields (8.22).
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The following proposition is useful for verifying membership in the classes Ann', Ann* for
kernels of the form (8.7).

Proposition 8.4. Suppose that 7; € Int} N Regé,lt such that

supIntj[r;] < A,
J

sup Int![r;] + sup Reg! ;[r;] < B.
J J

Then the sum K =3, Dily;; converges in the sense of LL (R x RY)\ A) and

loc
Ann'[K] < Alog(2+ B/A).
This follows from the following lemma regarding functions in L'(R?).

Lemma 8.5. Let 0 < e < 1, g; € L*(R?) such that

1@z < .

/rgj<x>r<1+|xr>8dx < B
and

sup |1 [ Igs(a + ) = g(@)] dz < Ba.
|h|<1

Then for every compact set K C RY\ {0}, the series G(x) = >jcz 27dg;(29z) converges in
LY(K), so that G € LL _(R?\ {0}). Moreover, if Kr = {z: R < |z| < 2R},

By + By

sup/ |G(z)|dz < Alog(1 + " ).
Kr

R>0

Proof. Tt suffices to consider the case K = Kg. Let G; = 294g;(27.) then
1Gillrxem) = 193l La(ic,; ) <A
First assume that 2/ R > 1. In this case

llgillz( < (2?R)™°B.

Kojig) ~

For 2/ R < 1 we have by Holder’s inequality

o
lgilliacie,, ) S @R g5l

and by Sobolev imbedding it follows ||g;||, < By provided that d/p’ < . Hence we obtain for
0<e <ewe get

By + Bs

|G iy S > min{A, By(27R)™, By(2R)*} < Alog (1+ v

JEZ.

). 0

Proof of Proposition 8.4. Apply Lemma 8.5 to the functions v — K(y + v, y). O
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8.1.4. Kernels with cancellation. We state a standard estimates involving the Schur test for
compositions with operators exhibiting some cancellation; this will be used when proving L?
estimates in §11.

Lemma 8.6. Fiz 0 < e < 1. Let ¢ € Z with £ < 0. Suppose p, o¢ : R x R — C are measurable
functions satisfying

(8.23a) Int'[p] < A1,  Int®[p] < Ae oo,
(8.23b) Int'[oy] < By, Int*[oy] < Bso,

and

(8.23¢) Int™[V,o,] < 2By

Assume

(8.24) /p(m, y)dy =0 for almost every x € R%.

Let R, Sy be the integral operators with Schwartz kernels p(x,y), o¢(z,y). Then

[RSel|2 2 S 2_46/2\/141145,@31(300 + Boo)-
Proof. Let ky be the Schwartz kernel of RSy. Then, by the cancellation assumption,
bie.w) = [ ol 2)(0n(z11) — o) =
Clearly for a.e. y € R?
[kt < [l [ 1o 2)ldzdz < B

Moreover,

/ ke y)ldy < (1) + (IT,)

where

)= [ w2 [ o) —outa )] dy
= [ o [ (ot + Lot v)) vz

Now by assumption, for fixed x, z

/ ooz )| dy + / o0, y)ldy < Bu

and

/|0g(z,y)—w($,y)‘dy—/‘/Ol(z—:r,vzag((l—s):):—i-sz),y) ds| dy

1 o~
<|z— / / Vaoe((1— 8)a + 52),9)| dydr < Bo2 'z — 2|
0
For (I;) we then get

(1) < B o, )2 — =] d=
|z—z|<2¢
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and estimate (using ¢ < 1)

/l < ’P(%Z)D*f]x —z|dz < / \P($7Z)|[27e|x 2| dz

|r—a|<2?
<ot / Ip(x,2)(1 + |z — 2|)°dz < 27% A, .
Hence (1) < 2’€5§00A5’00. For (I1,) we have
(II,) < Boo/ lp(z,2)| dz < BOOZ_ZE/ lp(z, 2)|(1 + |z — 2])° dz
lz—=[>2¢ la—=|>2¢

and thus (I1;) < 27&300145,0@ Finally, we obtain by Schur’s test

RSyl 22 < /Int1[ke]/Intoo[ke] < /A1 By \/ (Boo 4 Boo)Ac 0274,

The assertion is proved. ]

8.1.5. On operator topologies. We finish this section by stating a version of the uniform bound-
edness principle which is used for the partial sums of operators defined by kernels of the form

(8.7).

Lemma 8.7. Let X, Y be Banach spaces and let X : X — Y be bounded operators. Assume
that X n converges in the weak operator topology, i.e. there is a linear operator ¥ : X — 'Y so
that for every f € X and every linear functional g € Y,

Jm (Enf,g) = (Ef.g).
— 00
Then ¥ : X — Y is bounded, and there exists B < oo so that

[Zlx-y < supl|Exlx—y < B.

Proof. We have supy [(Enf,9)] < Cpg < oo for every f,e X, g € Y. By the uniform
boundedness principle this implies supy [|En f|ly < Cf < oo for all f € X. By the uniform
boundedness principle again there is A < oo so that A :=supy ||[En||x—y < oo. Thus Cf, <
Allflxllglly’. Passing to the limit we see (X f,g)| < A| fllx|lglly which implies [|X]|x—y <
A. 0

Given a formal series ) jen Ty of bounded operators we say that > jez T converges in the

weak operator topology as operators X — Y if the partial sums Xy = ZN:

=~ T} satisfy the
assumptions in Lemma 8.7.

Lemma 8.8. Let X, Y be Banach spaces, let W be a linear subspace of X which is dense in
X. Let Xy : X = Y be bounded operators. Assume that

Sxp IEn]xsy <A

and that for every f € W, and every g € Y’
Jim (Enfig) = (5f,9)
— 00

where X : W — Y is a linear operator. Then X converges to X3 in the weak operator topology
(as operators X — Y ) and we have ||X||x—y < A.

Proof. The assumptions imply that ||Xf]ly < || f|lx for all f € W, and ¥ extends uniquely to
a bounded operator X — Y with operator norm at most A. Moreover, using | Xy||x-y < A4 it
follows easily that ¥ — X in the weak operator topology. O
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8.1.6. Consequences for sums of dilated kernels. We now formulate some consequences of the
propositions above and the boundedness result (8.5).

Proposition 8.9. Let 7; € Int! N Reg;’rt, s0 that
Intg[7;] S A, Intz[r] + Reg i[7;] < B

Let T); denote the integral operator with kernel Dily;7;.

(1) Suppose that T = ZjeZ T; converges in the weak operator topology as operators L? - L2
Then, for 1 <p <2, T extends to an operator bounded on LP such that

2-2 2_4
1Tl r—re < Cape (1T 212 + TN 27, 12 (Alog(2 + B/A)) 7).
Moreover T extends to an operator bounded from H' to L' and
1T oz < Cae ([Tl 212 + Alog(2 + B/A)).

(ii) Suppose that T = ZjeZTj converges in the strong operator topology, as operators L? —

L?. Then the sum also converges in the strong operator topology as operators LP — LP, 1 < p < 2
and in the strong operator topology as operators H' — L.

Proof. By Proposition 8.3 we have for K as in (8.7) SI}[K] < log(2 + B/A) and the assertion
(i) follows from (8.5) and (8.3).

For (ii) we examine the proof of H' — L' boundedness. Let a be a 2-atom supported in
a cube @ with center yg, i.e. we have [lallz < |Q|7Y2, [a(z)dz = 0. Let Q* be the double
cube with the same center. By assumption Z;V:_ ~ Tja converges in L?(Q*) and by Holder’s
inequality in L'(Q*). Also, by the argument in the proof of Proposition 8.3,

1Tjall 1 mevg+) S / la(y)| o |Dily; 75 (, y) — Dily; 75 (, yq)| dv dy
< Bmin{(2diam(Q))F, (2diam(Q)) ")
and clearly Z;VZ_N T;a converges in L'(R?\ Q*) as well.

Let f € H'; we need to establish convergence of > ;T3 f in L'. By the atomic decomposition

[ = > .., cya, where a, are 2-atoms and Y, |c,| S ||fllgi. Given € > 0 take M so that
Y o2 arlev] <e. Then there is C independent of M, e so that for all N we have

| 3 703 e

It is now straightforward to combine the arguments and deduce the convergence of Zj T;f in
L.
In order to prove convergence in the strong operator topology as operators LP — LP, 1 <
2 2

‘ < Ce.
1

2_1 92
p < 2, we apply the interpolation inequality [[h[, < [R[|7 [A[ly " to h =3, 7Tjg where
g € H' N L% This yields that Zj T,g converges in LP. Since H! N L? is dense and since
the operator norms »_ jeg T are bounded uniformly in 7, it is now straightforward to show
convergence of » ;T f for every f € LP. O

In our applications we work with the following setting. Let ¢ € Cs°(B4(1)) have Jo=1
and define Pjf = f « #). Set (z) = ¢(x) — 27%(27 x), and set Q;f =[x »?) . We have
I=3%c7Qj Pj =3 k<;Qrand I — P; =3, . Qy in the sense of distributions.
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Corollary 8.10. Let s; : R? x R — C be a sequence of locally integrable kernels and assume
that
sup Intj[s;] < A, supIntl[s;] < B.
J J

Let S; be the integral operator with integral kernel Dily;s;. Suppose the sum S = ZjeZ S; P;

converges in the weak operator topology as operators L?> — L?. Then, for1 <p<2,S:LP — LP
is bounded and

2-2 2_
S|l Loz < Cape(1SIlz2sr2 + 1S]| 27, 12 (Alog(2 + B/A))» ).

Proof. The kernel of S;P; is equal to Dily;7; where

B = [ sle200 - ) ds.
Clearly Int}[r;] < Intl[s;] for e > 0 and in view of the regularity and support of ¢ we also have
Reg; (7] < Intg[s;]
for § < 1. The assertion now follows from Corollary 8.9. O

Corollary 8.11. Let s;, S; be as in Corollary 8.10 For k € N define Sk = EjeZ SiQivk-

Suppose that this sum converges in the weak operator topology as operators L?> — L?, and
suppose that for some &' > 0

Do = sup 28| ¥ 2, 2 < oo
k>0

Also define Dg := supy ||S*¥|| 12— z2. Then, for 1 <p <2,

/ ’ _2 2_

1S* N 2o 1 < Cp,d,e(mm{sze De, Do} + (min{27% Do, D})* 7 (Alog(2* + B/A))? 1).
Proof. By definition ||S¥||;2_,72 < min{2’k€lD6/,D0}. The integral kernel of S;Q;yx is given
by Dily; 7 5, where
() = [ 5502402k - ) de.

We have Int}[7; ;] < Intl[s;] for € > 0 and now

Regj i[7j1] S 2"Intg[s;] < 2°A
for § < 1. The assertion follows from Corollary 8.9. O

Corollary 8.12. Let sj, Sj, S* be as in Corollary 8.11. Define S = >jenSill — Pj) =
>SSk Forl<p<2,

, _2 ’ ’
De ) +D(2) pA%Alog (2+ De )log%71(2+ D + E))

S <C ,<D log (2
|| HLPHLP > Upid,e,e 0 Og( + DO DO DO A

Proof. By Corollary 8.11, we have
~ , , _2 2
1Slzosr 3 min{275 Do, Do} + Y (min{275 Do, Do})* 77 (Alog(2¥ + B/A))» .
k>0 k>0
Clearly, > ;< min{2~% Do, Dy} < Dolog(2 + D.//Dy). Also, the second sum equals
2-2 2 '+ D _2 B 2_

Dy PAr 'S min {27k = 1} 7 (log(2" + )7 .

k>0
To conclude apply the following Lemma 8.13 with § = —1 + 2/p. O
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Lemma 8.13. Fize >0, a>0,8>0. Let U,V > 1, then

> (min{27%U, 1})*1og”(2" + V) < Cea,3log(1 + U)log’(1+ U + V).
k>0

Proof. Let Jp(U,V) = (min{27%<U, 1})*log”(2* 4+ V).
We first consider the terms with 27%¢/207 < 1. Observe

Y RUV)Slog1+V) > (U275) Slog¥1+ V)

27ks/2U§1 2k€/2§U
2k<y

and

/(2 % B D (7F R i S N (P B L

2—ke/27<1 2—ke/20>1 k:2—ke/2U<1
2k>v

The main contribution comes from the terms with 275¢/2U > 1; here we use

> R(UV)Slogh1+V) > 15 log(l+U)log!1+ V)

27ka/2U21 2k5/2§U
2k <V

and

Yoo ROVIS D K S 1+D).
k:2—ke/2U>1 k:2ke/2<U
2k>y

Clearly, all four terms are < log(1 4 U)log?(1 4+ U + V) and the asserted bound follows. [

8.2. On a result of Journé. For a cube @ let Q* be the double cube with same center.

Definition 8.14. Let 7 : C§°(RY) — D'(R%) be an operator with Schwartz kernel K. We say
that T satisfies a Carleson condition if there is a constant C' so that for all cubes @ and for all
bounded functions f supported in @, Tf € L'(Q*) and the inequality

| sz < Il

is satisfied. We denote by ||T'||car the best constant in the displayed inequality.

Journé [28] considered a class of operators associated with regular singular integral kernels
satisfying, say, |K (z,y)| < |z —yl™% VoK (2, 9)| +|VyK(2,y)| < |z —y[~*" and showed that
the following conditions are equivalent.

e T satisfies a Carleson condition.
e T maps H! to L'.
e T maps Lg° to BMO.

He then used an interpolation theorem to show that each condition is equivalent with
e T maps L? to L?.

We now give versions of Journé’s theorem for larger classes of kernels which arise in our main
result.
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Definition 8.15. (i) A integrable function is called an co-atom associated to a cube @ if a is
supported on @, and satisfies ||a||oc < |Q|7! and [ a(x)dz = 0.

(ii) A linear operator defined on compactly supported functions with integral zero satisfies
the atomic boundedness condition if
IT|| At :=sup||Talj1 < oo

where the sup is taken over all co-atoms.

Remark 8.16. One can also make a definition of a class At(g) where one works with g-atoms
satisfying supp(a) C @, |lally < |Q[7**/? and [a(x)dr = 0. Define IT||at(q) = sup [|[Tallx
where the supremum is taken over all g-atoms. For the case 1 < ¢ < oo one has T' € At(q)
if and only if T' extends to a bounded operator H' — L', and ||T||a¢(q) = [|T|| 11 This
is a special case of a result by Meda, Sjogren and Vallarino [29]. The equivalence may fail for
the case ¢ = oo, as was shown by Bownik [3]. We remark that for special classes of Calderon-
Zygmund operators the equivalence holds true even for ¢ = co (see [30, §7.2|, and the proof of
Theorem 8.20 below). For most situations in harmonic analysis the use of co-atoms (instead of
g-atoms) does not yield a significant advantage, but in our application it will be crucial to work
with oco-atoms.

In the following three propositions T : C§°(R%) — D'(R?) will denote a linear operator with
Schwartz kernel K € D'(R% x RY) N Ll ((R? x RY)setminusA). The proofs use the arguments
of Journé |28, §4.2|.

Proposition 8.17. Suppose that T satisfies the atomic boundedness condition and the averaged
annular integrability condition. Then

1T llcart < 1Tl ac + Annay[K] .

Proposition 8.18. Suppose that SI®[K] < 0o , Ann,,[K]| < 0o and that T satisfies a Carleson
condition. Then T extends to a bounded operator from Lg® to BMO satisfying

1Tl zee~Brmo ST |can + SITK].

Proposition 8.19. Suppose that SII[K] < oo and that T extends to a bounded operator T :
L5° = BMO. Then T satisfies the atomic boundedness condition and

ITlas S 1Tl ge—mro + SI'[K].

For the convenience of the reader we give the proof of the three propositions. In what follows
Q@ will denote a cube, z¢ its center, and as above Q* will be the double cube with same center.

Proof of Proposition 8.17. Let f be a bounded function supported in a cube ). We need to
establish the estimate

(8.25) 17715 CIQU S (T e+ Anma K1)

Let @1 be a cube with the same sidelength of @* and of distance diam(Q*) to @*. Let fi be a
function supported in QUQs so that f1(y) = £(y) for y € Q, |l filloe < Ifloc and [ fi(y)dy = 0.

Then, if
a(z) = |Q| I fII f1(x)
then there is Cy > 0 so that Cd_la is an co-atom. Set fo = f — f1 so that fy is supported in Q1

and split
/ T flde < / Ti|de + / T folda.
Q* Q* Q*
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We estimate
(8.26) /Q T fildz < 1QU T a1

Since dist(Q*, Q1) ~ diam(Q1) ~ diam(Q*) =~ diam(Q) we may use the averaged annular
integrability condition and estimate

o [ ] Ky de £ Amn K],
’Q| 1 *
This yields
s [ rplie s [ IK@)lf)idedy )l QlAnn K]
Q* Q* Jh
Since || f2llco < 2 flloo, (8.25) follows from (8.26) and (8.27). O

Proof of Proposition 8.18. Let g € Lg® and let @ be any cube with center xg. We have to verify
(8.28) inf f [Tg(a) ~ Cldo < |T]oan + SI[K]
Q

where the slashed integral denotes the average over Q.
Let g1 = g1+, g2 = glga\ g+, SO that g = g1+g¢o. Since g has compact support it is immediate
by the assumed finiteness of Ann,,[K] that T'go(w) is finite for almost every w in

Bg = {w: |w— xg| < (2d)'diam(Q)}.
Now
inf ){2 Tg(e) — Clda 5 | | ){2 Tgr (2)]de + ){2 ITga(2) — Ton(ew)\de | do.

From the Carleson condition we get

){2 T (2)|dz < 4°|T|canllgnlloc S [Tl carllglloc -

Moreover,
f )[ (Tgs(x) — Tga(w)|de dw < |galloe sup )/ / K (z,y) — K (w,y)|dy da
BQ Q weBq JQ Rd\Q*
< SI%[K]|lg]loo -
and (8.28) follows. O

Proof of Proposition 8.19. Let a be an co-atom, associated with the cube Q. We need to verify
(8:29) [Tally S 1T Lge—Baro + SIZK].

First estimate T'a in the complement of Q*, using the cancellation of a:

/]Rd\Q* Tale)lde 5 /Rd\Q* /Q[K(x’y) — K(z,2q)]a(y)dy| dx

< /Q ol [ K@) - K(eao)ldedy

je—zq32ly—zql
< SU'[K]|lal1 < ST'[K].
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Let Q be a cube which is contained in CQ* \ Q" and has distance O(diam(Q)) to Q*, say, a
cube adjacent to @* and of same sidelength. The above calculation also yields

(8.30) /~ (Ta(x)|dz < STK].
Q
We choose such a cube @ and estimate

/ |Ta(z)|de S Ig+ 11+ 111G

where
Ig :/ Ta(x) — X Ta(y)dy)dx,
Il =[Q"| )[ Ta(y)dy — )[@Ta(y)dy :
111y = Q] )éTa(y)dy\.
Clearly

ol < Q| Tallsro < ||T|Le—Bmol@allLe S T Lo BMO-

To estimate I1g we let Q** be a cube containing both * and @, and of comparable sidelength.

Then

’)[ Ta(y)dy — )&Ta(y)dy)

* Q
< X Ta(y) — X Ta(z)dz‘ dy + f~ Ta(y) — f Ta(z)dz‘ dy
* *ok Q *%

s |ra - | Ta)de|dy < ITallmaro

and thus
g| ST e—smol@lllallee S 1T Le—BMmolQlllalle S T Lge—BMO -
Finally,
1116] < Q| Tatw)s] £ Tl gy < A,

by (8.30), and the proof of (8.29) is finished. O

Theorem 8.20. Let T : C°(R?) — D'(RY) and assume that the Schwartz kernel K is locally
integrable in (R? x R\ A. Assume that

SI[K] := Ann,, [K] + SI'[K] + SI®[K] < cc.
(i) Let 1 < q < 0o. The following statements are equivalent.

T satisfies a Carleson condition.

T maps Lg° — BMO.

T satisfies the atomic boundedness condition.
T extends to a bounded operator H' — L'.
T extends to an operator bounded on LY.
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(11) We have the following equivalences of norms.
(8.31) ||T”Carl + SI[K] =~ ||T”L8°%BMO + SI[K] ~ ”THAt + SI[K] ~q ||T||LqﬁLq + SI[K]
Moreover,

(8.32) 1T ac = T s -

Proof. The first three equivalences are immediate from a combination of Propositions 8.17, 8.18
and 8.19. Since oo-atoms satisty ||al| g1 < C it is clear that

1Tt ST vzt -
The converse
(8.33) 1Tl rrspr ST At

is not obvious (and the inequality without the term SI[K] might not hold if we drop our as-
sumption SI[K] < oo, see [3]). By the Coifman-Latter theorem about the atomic decomposition
(see [36, §II1.2]) we may write f = > o Aqaq, with > 5 [Aq| < [|f|lm and ag being oo-atoms;
here the convergence of the series is understood in the L! sense. We immediately get

| > 2aTao| <3 PallTlallagl S ITacls -
Q Q

However the decomposition f = ZQ Agagq is not unique and in order to prove that the expres-
sion ZQ AgTag can be used as a definition for T'f we need to show the following consistency
condition for a sequence of atoms {a, }>2 ;,

(8.34) Z ley| < o0, chay =0 = ZCVTCLV =0.
Q v v

Fortunately, a version of an approximation (or weak compactness) argument in [30, §7.2] applies
to our situation. As stated above the atomic boundedness condition implies the Carleson
condition. Let ¢ € C§° be supported in a ball of radius 1/2 such that [ ¢(z)dz = 1. Set
Pof = ¢@™) « f. Let K,, be the distribution kernel for P,,TP,,. Note that we have

| K (2, 9)| < ZmdAnnav[K] if |z —y| > 92—m

and
Ko (2, )] S 27T || cant if |2 — y| < 227

Hence K, € L®(R? x R?%) and thus P,,TP,, maps L' to L. This implies >, wPyTPya, =
P, TP, (> cya,) = 0. Now, since the P, form an approximation of the identity, it is clear
that, for each atom a,, we have ||P,TPyna, — Ta,|l1 — 0 as v — oo. Taking in account
that > |ay| < oo, a straightforward limiting argument yields > c¢,Ta, = 0. Note that the
condition SI[K] < oo is used to establish (8.32) only in order to verify the implication (8.34)
(via the boundedness of K, ); it does not enter in (8.32) itself.

We still have to show the equivalence of the first three conditions in (8.31) with the fourth
condition. Assume first that 7" is L¢-bounded. Then we have the standard estimates (8.3), (8.4)
and thus the H' — L' operator norms and Lg° — L™ operator norms of T" are bounded by
|T||La—ra + SI[K]. The other direction uses the interpolation result (cf. the remarks below)

1 1-1
1Tl zasze < ColTIE, 1T 2 ipaso

together with the equivalence of the first three conditions in (8.31) and the equivalence (8.32).
(]
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Remarks on interpolation of H' and BMO. In the above interpolation one uses the interpo-
lation formulas [H', BMO)y, = LP4, [H}, BMOJ]p = LP for 1 — 0 = 1/p, 1 < p < o0, or
a direct interpolation result for operators in §3.III of Journé’s monograph [28]. One also has
[LY, BMOlp, = LP4, [L}, BMOlg=LP for 1 —0 =1/p, 1 < p < 0.

The result for complex interpolation can be obtained from the results [H', LP]y = LP,
1/p=1—-9+9/p1, 1 < p < oo, (or its respective standard counterpart [L', LP1]y = LP),
together with [LP0, BM O]y = LP, 1/p = (1—0)/po, 1 < pp < oo which can be found in Fefferman
and Stein [16], see also the discussion in Janson and Jones [27]. The stated interpolation
formula for H' and BMO follows then from Wolff’s four space reiteration theorem for the
complex method [40]. One can also use the results by Fefferman, Riviére, Sagher [15] for the
real method, and then combine it with Wolff’s result [40] for the real method. From the above
remarks we also get an interpolation inequality for functions g € L' N BMO,

1 1-1
(8.35) lglls < Collgl 2 1f I 5ard, 1 <p < oo
which will be useful in the proof of Theorem 8.22 below.

8.3. Sums of dilated kernels. We shall now formulate some corollaries for operators of the
form (8.7) or its relatives. We use norms combining the various Schur and regularity norms.

For each j € Z, let 7; : R? x R? — C be a measurable function. Let 0 < ¢ < 1. Set, for
0<e<,

I7llop, = Intz[7] + IntZ°[7] + Regg ¢ [7] + RegZ5,[7] + Regz i [7] + RegZSy[r],
and set
I7]lop, := Int}[7] 4 Int$°[r].
This means for € > 0
(8.36)

I llop, =sup / (1 + [z — y)|r(, )| dy + sup / (1 + [z — y)|r(z, )| da
x Y

+ sup |h|7¢ [ |T(x + h,y) — 7(z,y)| dz+ sup !hle/!T(erh,y)—T(x,y)\dy

0<\h\§1 0<|h|§1

+ sup | / sy + 1) — (@, y) de + sup |h]™ / 7y + h) — (2, y)| dy
xT

0<|h|<1 0<|h|<1

and, for € = 0,
(8.37) I7llop, = Sup/ 7(2,y)| dy + sup |7 (z,y)| dz.
z y

We shall consider families {7;} for which the Op, norm is uniformly bounded in j. We let T}
be the operator with kernel Dily; 75, i.e.

(5.38) 1,() = [ 2152029 (5)dy.

Theorem 8.21. Suppose that sup; ||7j|lop, < Ce for some e € (0,1) and that sup; ||7j{|op, < Co-
Let T; be the operator with kernel Dily;T; and suppose that Z]T] converges to an operator
T:L®  — Ll

comp ioc 11 the sense that for compactly supported L™ functions f and g

N

(> Tif.g9) = (Tf,9)

N
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as N — oo and assume that there exists A > 0 such that for all x € R? t>0, N €N,

N
(39 [( X Tfg)| < A flemlglie i supp(f) Usupp(y) © B, ).
j=—N

Then T extends to an operator bounded on L*(R?) and

Ce
HT”L2—>L2 < Cd7€ (A + Cp log (1 + CT))>

Proof. The inequality (8.39) implies || Z;V: _~Tjllcan S A. This inequality extends to the limit

T. Let Ky, K be the Schwartz kernels of the operators Z;V:_ n I; and T respectively. Then
by Propositions 8.3 and 8.4, applied to both 7; and its adjoint version we have SI[Ky], SI[K] <
Colog(2 + C./Cp) . The assertion follows now from Theorem 8.20. O

Theorem 8.22. Suppose that sup; ||7j[|op, < Ce for some e € (0,1) and that sup; ||75]|op, < Co-
Let T} be the operator with kernel Dily;7; and suppose that the sum T =Y T; converges in the
sense of distributions on Cgy (test functions with vanishing integrals), i.e. for every f € C5o
and every g € C§° we have

N
(8.40) lim Y (Tjf,g) = (Tf,g).

N—oo |
j=—N

Then the following statements hold.
(1) If supy || Zj'vszj_joHlﬁLl < A, for some A < oo, then we also have

N
sw| 3 7
N =
j=—N

Moreover, T' extends to a bounded operator on L2, Zjvz_
topology and ||T||r2_r2 S A+ Colog (1+C-/Co).
(1) If supy || ZéV:_NTjHLQ_wz < B, for some B < oo, then we also have

S A+ Colog (1+%).
Co

L2—L2

N I converges toT" in the weak operator

N
c
TH < B+Cylog (1+ =5).
Sl]iprj—z_:N Mmoo ™ o og( +CO)

Moreover T extends to an operator bounded from H' to L', Z;VZ_NTJ- — T converges in the

weak operator topology (as operators H' — L') and ||T||g1_,r S B+ Colog (1+C-/Co).
(1ii) The sum T = ZjeZTj converges in the strong operator topology as operators H' — L'
if and only if it converges in the strong operator topology as operators L?> — L2.

Proof. The assertions on the operators Z;V:_ ~ T follow immediately from Theorem 8.20. Note
that CgY is dense in both H Land LP, 1 < p < co. The uniform bounds for the operator norms
of Z;\f:f ~ Tj and the convergence hypothesis (8.40) imply convergence in the respective weak
operator topologies.

Now we prove (iii). If T'=>_ jez T converges in the strong operator topology as operators
L? — L2 then it is immediate from Proposition 8.9 that T = jez T converges in the strong
operator topology as operators H' — L1.
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Vice versa assume that 7' =) jez Tj converges in the strong operator topology as operators
H' — L. By the interpolation inequality (8.35) we have for any finite set J € Z and any
f ey

1/2 1/2 1/2

DRI DL N DOLE NN DULT B Dok R

and since || > ;¢ 7 Tj[|Lee—pmo is bounded independently of J we see that 3, T} f converges in
L? for any f € Cgo- Since gy is dense in L? we conclude that Zj T} converges in the strong
operator topology as operators L? — L2. (]

We now formulate a version of Theorem 8.21 which has a convergence statement with respect
to the strong operator topology.

Theorem 8.23. Suppose that sup; ||7;llop, < C- for some € € (0,1) and that sup; ||7j|op, <

Co. Let Tj be the operator with kernel Dily;T;. Suppose that ZJT] converges to an operator
T: LEmp — LlloC in the strong sense that for any compactly supported L*° function f and for

any compact set K

N—oo

N
lim / ‘ 3" Tf(x) — Tf()|da = 0.
i
Suppose that there exists A > 0 such that for all z € R, t >0, N € N,

N
(8.41) Lo | 3 Tt d < aifl i suep() € B

Then the sum T = ZjeZ T; converges in the strong operator topology as operators L? = L? and
and

Ce
||T”L2—>L2 < Cd,e (A + Co log (1 + FQ))

Proof. If a is an L atom supported on a cube Q and Q* is the double cube, we see that
Z;V:_ yTa— Tain LY(Q*). Standard arguments using the cancellation of a yield

ntl[r;] (27diam —€ if 27diam
RA\Q*

L,
Regiylt [7j] (2/diam(Q))® if 2/diam(Q) < 1.

>
<
Altogether we see that Z;V:_ yTja — Ta in L'. By Theorem 8.21 we also have the uniform
bounds ||Tall; < Cye (A—i—Co log (1+ S—;)) for L>° atoms. Now, writing f € H  as f =Y c,a,
where the a, are oo-atoms and ) |c,| < oo, we easily derive that Z;V:_Nij — Tf in L'.

Thus we see that ) ; Tj converges in the strong operator topology as operators H' — L' and
we have the uniform bound

N C.
| jZ_:NTjHHHHI S (A+cotog (1+ C—O)).

We apply parts (i) and (iii) of Theorem 8.22 to see that that .7} converges in the strong

operator topology as operators L? — L?, and obtain the asserted bounds on the L? — L?
operator norms. O



74 ANDREAS SEEGER CHARLES K. SMART BRIAN STREET

The following lemma allows us to apply Theorems 8.21, 8.22 and 8.23 to sums of the form
Zj P;S;P; where Pjf = f * ##) and S; is an integral operator with kernel Dily;s;, with
sup; (Int}[s;] + Int[s;]) < oo.

Lemma 8.24. Suppose that Int![s] + Int>°[s] < C. and Int'[s] + Int™®[s] < Cy. Let ¢ € C§°
supported in {v : |v| < 10}. Let

Stay) = [ [ oo~ wistw. )06~ y) du .
Then HgHOpE < C: and ||f§||op0 < Cp.
Proof. Left to the reader. O

We also have

Lemma 8.25. Let s € Op,, 0 < e < 1. Let ¢ € C* supported in {v : |v| < 10} and let
si(ay) = [ ol — w)sw,y) dv,
salany) = [ s(w. 2000~ y) =

Then |[sillop. < lIsllop. I9llct, lIszllop. < lsllop. ¢llcr-

Proof. Immediate from the definition. O

9. ALMOST ORTHOGONALITY

We shall repeatedly use a rather standard almost orthogonality lemma which involves the
Littlewood-Paley operators Qy introduced in (6.4).

Lemma 9.1. Let Z be an index set. Suppose that for each j € Z, v € T, Z L? 5 L% isa
bounded operator such that for ki,ko € 7Z,

(9'1) H le lei&—kl Qj+k1+k2 HLQHLQ S Ajka’
where

Z Aj,kg < 00.

Jik2
Then the sum V¥ := ZjeZ Vj”, converges in the strong operator topology (as operators on L?),
with equiconvergence with respect to I, and we have
(9.2) sup [|[V¥|z2522 < Z Aj k-

14
Jik2

Proof. Recall, from §6, ), éka =>4 Qkék =1. Let f,g € LQ(Rd) with [|fll2 = [lg]l2 = 1.
By (6.6), we have

(S 1818)" =||(100r2)°

First observe, for integers J; < Jo,

[NIES

~ 1.
2

1 (T183) = [[(X1838)
k k
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Jo Ja
‘ <y, Z VIf>e|= ‘ <y, Z Z Qky Ok, Vi Oy Qi f > 12
Jj=J1 k1,ko€Z j=J1
Ja _ _
= ‘ <G> Y OV QO > 12
j=J1 k1,k2€Z
Ja—

> | < i Z > Qe Vit Qe s Qo f >12

ki1€Z j=J1—k1 ko€Z

<Z Hézlgu > (Z H Z leijﬂ Q]+k1+k2Q]+k1+k2fH )
k1€Z

ki1€Z j=Ji1—k1 ko€Z

IN

IN

Now

JQ*k‘l . 2 %
( Z H Z Z le VJV+k1 Qj+k1+k2 Qj+k1+k2fH2>

ki1€Z j=Ji1—k1 ko€Z
J2—j _
S Z Z ( Z Hlevjlji-k1gj+k1+k2Qj+k1+k2fH§)
JEL ko€Z k1=J1—j
Jo—j

<SS k(Y 1k 1B)”

JEZL ko€ ki=J1—j

N

We take the sup over g with ||g||2 = 1 and obtain from the two previous displays

Ja—j 1
03 | S v 13> A X 19wl IB)* 30D Anallf
j=J JEZ ko€ ki=J1—j JEZ ko€l
The first inequality in (9.3) implies that for fixed f € L? the partial sums of X% f = Z;V: NV
form a Cauchy sequence, more precisely, for each € > 0 there is N(e, f) € N (independent of 7)
such that || Xy, f — X, fll2 < € for N1, Na > N(g, f). By completeness of L% X% f converge
to a limit X¥f and X" defines a linear bounded operator on L?. Thus X N — 2" in the strong
operator topology, and, by the above, we get equiconvergence with respect to Z. [l

10. PROOF OF THEOREM 5.1: PART I

We are given a family ¢'= {¢;} with sup; ||5;|[5. < co. In this and the following sections we
use the notation
 supy il
sup, Tl
introduced in (5.6). Notice that always I'c > 1.
Recall,

A711+1,n+2(b17-- n+2 ZA (27) bl,- bm(I P)bn+17([ P)bn+2)
JEZL

Given € > 0 and ¢ it is our goal to prove Part I of Theorem 5.1, i.e. for 1 < p < 2, the estimate

(10.0) ALy pga(B1s - brsa)| < Cape(sup ) 1og(1+ ) ( TT Wonlloe ) Mo b2 -
J =1
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We formulate a stronger result which will also be useful in other parts of the paper. For this,
we need some new notation. Let 1 <1y #ly <n+2andlet {b] : j € Z, | # 11,12} C L™ (RY)
be a bounded subset of L>®(R%). Let k1, ks € N, and fix uy, us € U.

Define an operator S]lfll’l,; ; (which implicitly depends on {bZ 2 j €L, # 11,1}, up, and usg)
by the formula

[ ota)sit, )@ ds

— AT@D)y i i j i j j

- A[gj ](bjly ceey bll—l’ Qj+k:1 [ul]fa bfﬁ_la s 7652_1’ Qj+k2 [UQ]Q, b;2+17 s 7b1712)'
Theorem 10.1. Let 0 < e < 1 and suppose that sup; ||s;||5. < oo. Then

s Il
Sk‘ll,/i - Z Skll,lz%j
JEZL

converges in the strong operator topology, as bounded operators on L?. Moreover there is ¢ > 0
such that

I1,l : - !
155y s lz2 s 22 S llwa flulluzllu sup [|<5]| o1 min{1, n2 (ritha)ep 1 ( 1T supltileo)-
J £l 7

Proof that Theorem 10.1 implies inequality (10.1). For this, fix by, ..., b, € L™(RY) with
(10.2) 10jllcc =1, j=1,...,n.
For ki, ko € N, define operators V, Vi, , and Vi, , by the following formulas.

[ @@ doi= S AR o b (= PSP,
J
[ @)@ doi= ST b b Quein £ (- P,

/ 9(8) Vs o )(@) d = S AL 01, b Qs 2 Qi 4129):
J

The estimate (10.1) is equivalent to
(10.3) Vllzr—rr < sup llsjllzr log (1 + nlc).
j

In light of (6.2), we have the following identities,

V= Vi, Vo= Vik

k1>0 ko>0

To see (10.3) we first use Theorem 10.1 to deduce

Vis o llz2 22 S minfsup g5, 027 "2, sup gl 11}
J J

Thus, by Lemma 8.13,
WViillz e S ) min {sup|lgjlls,n2~ "< sup |l o1}
k1>0 J J
which implies

(10.4) Viy 2222 S sup ([l min{nl.27%2 log(1 4+ nT'.)}.
J
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We turn to the proof of (10.3). Define an operator W; by

AP (b by b, buse) = / Wb 1 (2)bn42(z) da

The Schwartz kernel of W; is Dily;w;(z,y) where

n

(10.5) wji(z,y) = /gj(a, x—y) H bi(27 (x — ay(z —y)) da.
i=1

We observe that Vi, = > ;(I — Pj)W;Qjtx,. If we set S; = (I — P;)W; then the Schwartz

kernel of S; is Dily;s; where s;(z,y) = w;(z,y) — [ ¢(x — 2" )wi(2/,y). It is easy to see that

Wt (s5) < [l = A and Tntl(s;) < Jclls, = B.

We wish to apply Corollary 8.12, with S¥ = SiQj+k, = Vi, By Lemma 10.4, we have

D.r < sup; Is;]l5. and Do S (sup; [[s;ll 1) log(l—i—n%). Plugging this into the conclusion
g 530 L
of Corollary 8.12, (10.3) follows, and the proof is complete. O

Proof of Theorem 10.1. In light of Theorem 2.9, it suffices to prove Theorem 10.1 in the case
li =n+1, la =n+ 2. We may also assume the normalizations

sup HbgHoo =1, 1<i<n,
(10.6) J
Jur [ =1 = [Juz |y

With these reductions, our goal is to show

(10.7) ISE 2 ey 2 S max { sup [|g; |5 n2” ®1 %)% sup [|g; 11} -
J

To finish the proof we define, for j € Z, k1, k2 € N, an operator Sj, k, = SZZ{}QH by

/g(.%') Sj,kl,sz(x) dr = A[§](2])](bj1> SERE) b‘Zw@j—s—kl [ul]fa @j—l—kg [u2]g>a

+1,n42
so that SZI,J = ZjeZ S5k k-
We claim that there is ¢ > 0 such that for j, k|, k) € Z, k1, ks € N,

(10-8) || Qwy, Stk s e Qi ks

L2—L2
< min { sup || |5, n2~F1HR2)es gtk mha =kt gup |16 4}
J J
To see this observe first that using
= — k147 = — koK),
19 Qs ok (]| oy o S 271919, Qg ey (12 Qg 2y 2 S 272 7Rl

it follows from the simple Lemma 2.7 that

< 9~ lk2—ka|=lk1+jl) .
2 ngJrk’l

| Qut St s oo Lt e || 2y p2 S 1

sin 212 gt | 122 , 1t follows from the main L“-estimate eorem 7.
Using || Q2222 | Qjra;ay l2 2 S 1, it follows £ h in L?-esti ; Th 7.8,
that
||B n2—(k1+k2)c€

€

| On Skt er e Dt ks || 2y 2 S s

for some ¢ > 0 (independent of n). Inequality (10.8) follows from a combination of the two
bounds.
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To prove (10.7) we use Lemma 9.1 and inequality (10.8) to conclude

. p— p— p— / p— y
||S’7€11+,1i;n+2||L2—>L2 < Z m1n{s1{p|]gj/\|58n2 (kitha)es  o—lka—k)| |k1+J|S%p‘|gj,||L1}

j.kLEZ 7 J
< min { sup [[j||5,n*/227 1R Ssup || 1},
j J
where we have used ||s;][z1 < [/5j||5.. This completes the proof (with c replaced by c/2). O

11. PROOF OF THEOREM 5.1: PART II

ll,n L1 In
§11.1 we shall formulate and prove a crucial L? bound for a useful generalization of the form
of All’n 4o and then deduce the asserted estimates for A} and A} The proof of the main

I,n+2 I,n+2"
L? bound will be given in §11.2.

This section is devoted to the boundedness of the multilinear forms Alln 42 and A

11.1. The main L? estimate. For 2 <[ < n, fix bounded sets {b{ :j € Z} € L*®(R?) with

supr{Hoogl, l=2,...,n.
J

For by € L>(R?), j € Z define an operator
Wilsjs b1] = Wilsj, b1, b3, ..., b
by
[ 9@ Wil 0) do = AL 008 1S9,

and we denotes its transpose by ‘W;[b1]:

/ £(@) Wilss, balg(x) do = Al )by, b, ..., B, £, ),

Define an operator Ty = Tn|[<) b1] by
N
Tv= > (I—P)Wls;, (I - P))bi]P;.
j=—N
Using I — Pj = ;o Qj4k for the operator on the left we decompose Tn = >, 7'](? where

No

TN = Y QuuWjlsj, (I — P)b]P;.
J=—N

We now state our main estimate and give the proof that it implies Part I1I of Theorem 5.1 in
§11.3 below.

Theorem 11.1. Let 0 < ¢ < 1, and sup; ||;][p. < oo. Let T be as in (5.6). Then TR

converges to an operator Tk, and Ty converges to an operator T, in the strong operator topology
as operators L? — L?. Moreover,

1T* 22522 < Cacllballoo sup s 1 min{2~*1*nl'Z, log? (1 + nT.)}.
J

and
T2 22 < Caellbrlloo sup [l 1 log™ %1 + nl'c).
J
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11.2. Proof of Theorem 11.1. For fixed k > 0, in order to bound 7% we need to prove that
for f € L? the limit

N
Y QuWilsy, (I = P)bi]P; f
j=—N

exists in L2 as N — oo and that the estimate
(11.1)

N
H > QirkWiles, (I — Py)ba]
j=—N

L2 S Ibtlloo sup il za min{2~**nT 2, log? (1 + nl'.)}
i

holds uniformly in N. By Proposition 6.5, both statements are a consequence of a square-
function estimate, namely, for k£ > 0

(11.2) (3 [[@rldWiles (1 = ) bleH)

JEZ
S b lloo 1 ll2 el sup g1l min{27 = *nT2, 1og®? (1 + nT:)}.
J

To show (11.2) one establishes the following two inequalities:

(113)
(3 [ 1@l Wil (7~ PP @) ~ @l Wil (0~ Boule) - 2y @)
< 17l ek 5up il 2 min {24100, log (1 + ')
and ]
1) (X [ [@ulaWilsy (1= Ppulica) - pra)f)

JEZ
S £ 2B lloo g sup sl min{2~*nT'2, 1og®(1 4 nT'.)}.
J

For the proof of (11.4) we need the notion of a Carleson function.

Definition 11.2. We say a measurable function w : R% x Z — C is a Carleson function if there
is a constant ¢ such that for all k¥ € Z and balls B of radius 27% (k € Z),

o0 1
(I;W/BZ lw(z, 7)|? daz) << o
=k

The smallest such c is denoted by ||w|| cari-

Remark. w is a Carleson function if the measure du(z,t) = > ey |w(x, j)2dz déy—;(t) is a
Carleson measure on the upper half plane (in the usual sense) and the norm ||w||cq is equivalent
with the square root of the Carleson norm of u.

Carleson measures or Carleson functions can be used to prove L?-boundedness of nonconvo-
lution operators. This idea goes back to Coifman and Meyer [11, ch. VI] and was crucial in the
proof of the David-Journé theorem [13]. One uses Carleson functions via the following special
case of the Carleson embedding theorem. A proof can be found e.g. in [28, §6.11I] or [36, §II.2].



80 ANDREAS SEEGER CHARLES K. SMART BRIAN STREET

Theorem. Let w be a Carleson function. Then,

(3 [ 173 @ Plute )7 dr)* < Calwlleanl

JEL

Note that (11.4) is an immediate consequence of this theorem and the following proposition.
Proposition 11.3. The function
wi (2, 7) = Q4 [ulWjlj, (I = Py)bi]1(x)
defines a Carleson function and there is C' < 1 so that for 0 < ' < C~'e? we have the estimate
(11.5) lwelcart S @jnlullblloolfullu sup lsjll 2 min{27*'nT2, 1og? (1 + nl.)}.
J

Our next proposition is a restatement of the other square-function estimate (11.3), in a
slightly more general form.

Proposition 11.4. Let 0 < e < 1. There exists C < 1 so that for 0 <&’ < C~le

(X [ 1@salal Wi, )7 2) = Qs slalWilsy 102 - Pif o))

JEZL

1/2

S 1 fll2 sup (18] loc fuflucsup [l 1 min{2 7" nT2, log(1 + nT.)}.
J J

We emphasize that the implicit constants in the above propositions are independent of n and
independent of the choices of b} with ||b][|oc = 1.

11.2.1. Proof of Proposition 11.8. We need to prove for zg € R?, ¢ € Z,
1/2
116 (Z ‘Bd xO 2Z ‘ Bi(z0,2¢ ‘QJJrk [gj’(I P)b1>b27'--a n ‘dl‘)

S 1B floo lusup [lsj 2 min{2 7 nl'2,1og? (1 + nl'.) .
J

Now
1

[BUz0,2%] J5u( 2Z)|Q;+k Wilsj, (I = Pj)bi, by, ... b)) f ()| da

1 Y .
B0, 1)] Bd(01)|Qj+k[u]wj[gj’u_Pj)bl’b]%“ b3 f (o + 2'a) | dar

and we have by changes of variables
(UL7) @y xll Wl (I = P)bu b, .. b flao + 2'a)
= Qe Witelsy, (I = Pivo)b, b3, .. b}] f(x)

where by () = by (zo +2%x), b} (2) = b) (v + 22), f(x) = f(xo+2'x) . Applying this with f = 1
we see that it suffices to prove (11.6) with zo =0, £ = 0.

The somewhat lengthy proof will be given in a series of lemmata, partially relying on the L?
boundedness results in §7. Our first lemma is a restatement of such a result.

Lemma 11.5. Let 0 < & < 1. There is C < 1 so that for all & < C~'e we have for all k > 0,
and for all u € U,

ke’
1Q 1 [ulWj s, 0]l 22 2 S min {27 |igjlls,, llsjll 2o } l1oalloo llulh.
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Proof. For f,g € L?, we have

— 27 . . —
/ 9(0) (@ ul Wil 1] f(2)) d = Al ) (b1, b, ., V1, £, Qs lulg).
From here, the result follows immediately from Theorem 7.8. g

We now give an estimate on A[¢®)](by, ..., bys2) under the assumptions that the supports
of b1 and b,o are separated.

Lemma 11.6. Let 0 < e < 1. Forall j;k>0,c € B.(R" xRY), u €U, R>5, by,...,by41 €
L®(RY), byyo € LYRY), with

supp(br) € {[v] = R}, supp(bn+2) C {|v] < 1},

we have
o o n+1 4
AL 101, b, @k [ulbnsa) | S el ( T 10ellso) 1Bnell e min { (29 R)=/4iclls.., ll< o }-
=1

Proof. Without loss of generality, we take ||bj||p~ = 1,1 <1 < n+1, |[bps2l|;r = 1, and
||uljy = 1. The bound

AP (b1, b, G lulbus2)| S Nl

follows immediately from Lemma 2.7, so we prove only the estimate

(11.8) |A[§](-2])](51, e bng1, Qyplulbny2)| S ||§||BE(2jR)_E/4-
We estimate

L)1, bast, @ lulbosz)]

= ‘ //// §(2j)(a, v)(llj[lbl(:r: — a;v)) byt (@ — v)u(2j+k)(a: — 2 )bpro(2) do da’ da dv

< sup /// 1<) (@, 0)||b1(z — 010)|[u® ) (2 — /)| da da dw.

/| <1

Fix 2/ € R? with |2/| < 1. Then

][ ¥ @l - arllu® e - o) de da do

< // o (e, v)||by(z — @12790) |20 FR) (1 4 27+k | — x’|)*d*% dx do dv

o o)
= Z Z /// l<(a, v)||b1(z — a12—jv)’2d(j+k)(1 + 2j+k|x _ $/|)—d—% de de dv

11=012=0 211§1+|v|§2l1+1
202 <1420k |p—g/|<2l2H1

:i > +§: > =D+ UD.

l1=02l2>R2i+k—2  11=02l2 < R27+k—2
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We begin with (I). We have, provided ¢’ < ¢,

(I) < i Z 2—115’—l2/4x

l1=02l2>R2j+k—2

/ ' d(j+k)
/// (L+[v])® [s(e, v)[|br(z — 1277 v)]| ’ dx dov dv

(14 2+k|z — o/|)?+5

20 <14 |v|<2hiHt
202 <1427k | g g/ | <2021

e}
S>> 2 Edls, S @R TV dlls, S (27R) TV <l
l1=02l2>R2j+k—2

We now turn to (I7). We have

(II):i do gheh

11=02l2 < R2j+k—2

’ . 2d(]+k)
/// (1 + [v])¥ [¢(a, )| |b1(z — 1277 v)| dx dodv .

(1 + 20+k|g — 2/|) %7

2l <14|v|<2l1+1
2l2 <1420 1k | g/ |<2l2 T
On the support of the integral, |z —a1277v| > R (by the support of by). Since 14271F|z —2/| <
212-1-1’ we have |x _ 33’| < ola+1—j—k Thus, |$| < ola+1—j—k 4 1 < % +1< % + % < %R. Thus,
a@1279v| > R and therefore |oy| > 27 £ > 2i-h R Plugging this in, we have for &’ = £/2,
~ ~ |U| ~

(H)gi > 9-he'~l2/4(1 | 9i-h R)~% /// (1+ [v])* %

l1=02l2 < R2i+k=2 211 <14|v|<2l1+1
2l2 <1420 +k |g—g/|<2l2+1
e . 9d(j+k)
(14 Jaa]) 7 [s (e, v)[[br(z — 1277 v))| ; —— dwdocdy
(1+ 27|z — 2/)7*3

o0 ’ ) ,
XX AR R s, £ (R)
=022 <R2I+k=2

Combine the estimates for (/) and (1) to obtain (11.8) and the proof of the lemma is complete.
O

Lemma 11.7. Let 0 < € < 1. Then for all j,k > 0, u € U, R > 5, and by € L>®(RY) with
supp(b1) C {|v| > R} we have

_ 1/2 . o
(1@l D@ ) ™ sl i (R Ul s}
Proof. Let B = {x : |x| <1}. We have, by the previous lemma,

_ 1/2 ' ) . _
( /B @aladWylss i) @) 2 dz) < sup A6, B 1 Qb))

lont2ll1=1
SUPP(b7L+2)§B

S suwp ulhlballocbaszl min {27 R) " gslls. . Il }

lbnall1=1
supp(bn12)CB

and the assertion follows. O
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SjsU

For j, k1,k2 > 0 and v € U, define an operator Vj, r, = Vi BY

/ F(@) Vjki ko9 () do = / 9(2) (Qjar, WIWlsj, Qg f1) () d

= A[gj@j)](Qj-l-szﬂ By, b, 1,1Q 0, [ulg).

Lemma 11.8. Let 0 < ¢ < 1. There exists ¢ > 0 (independent of n and &) such that for e’ < ce,
ki,ke >0, and for all f € L?(RY),

1/2 i o
([ X Vi f@P o)™ < Il fulhsup s, min {1,027 0507,
J

Jj=0
Proof. From Theorem 10.1 we get the bound

(11.9) H S Vikike

Jj=0

< JJufhy min {1, n2~= itk Y,

L2—L?

Let 9, be any sequence of 1. Note that 0;V} j, r, is of the same form as Vj , r, with ¢; replaced
by d;¢;. Thus, by (11.9),

| 326 Vikwwat ||, S 11z lulh min {1,n2=t1 4, ),
Jj=0
where the implicit constant does not depend on the particular sequence ;. By Khinchine’s
inequality
t 2 1/2 t
([ ik f@Pde) ™ S sup | 3205 Vikonad]
Jj=0 Jj=0

where the sup is taken over all 1-sequences {0;}. The result follows. O

Lemma 11.9. Let 0 < ¢ < 1. There exists ¢ > 0 (independent of n and €) so that for &' < ce?,
for all by € L=(RY), for all u € U,

N

(Z / (@i, [ W[5, (T — Py)ba]1) () | dx>

>0 lz|<1
< C(e, d)|ullallbr[loo sup |55 2 min{2 51 nI'Z, log*?(1 + nI'.)}.
J

Proof. Fix by € L®(R?%) and u € U. We may assume ||bi]r~ = 1 and [july = 1. Fix
0 < B <1andd > 0 to be chosen later, see (11.11) below. Given ki, ko > 0 we decompose
b]_ = b]ilO”OQ + bllc’lo’kQ where

phiskayy o |01 if [yl 2 max{10, potrilirha)y
Lee W1 if |y| < max{10, g 21+o(ki+k2)}
by (y) o= bily) — bSR3 (y).
We expand I — Pj =, Qji, and then have
_ 1/2
> 1@, [WWlss, (I = Pp)ba|1) () d) < (1) + (IT)
B

Jj=0
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where

= S S [ 1@ Wil Q@) P )

ko>0 720

= 3 (T [ 1@ W5, Qe 0 ) )

ko>0 720
We begin by estimating (I). Because j, k2 > 0,
k
supp(Qﬁ_ka 1,k *) C{y: |ly| > Rk, k,} where Ry, i, := max{5, ﬁ2(k1+k2)6},

we may apply Lemma 11.7 to see

ki k 1/2
= 3 (X [ 1@ W 5. Qi) @) )
ko>0 720
< j 2/4 1/2
S 3 (X min {2 )i sup sy )

ko>0 520

. 1/2

<sup gyl Yo (D min{1, 2792 (rtka)et/2g-e/2p2)

7’ ka>0  j>0
S supllsjllzr 3 min{l, 27(r IR T Y logh (1 4 57T

ko>0

< sup ||j | 1 minf{1, 27F199/4 37/} 1og®/2(1 + /1T ,).
J

We now turn to (/7). We have ||bk1’k2||2 S RZ{2k2||bkl’k2Hoo S Rd/ 'k, and use Lemma 11.8 to
estimate, for some ¢; € (0,1),

1

II Z Z/’ J+k’1 [gij]+k2b117k2] )($)’2dx)§

ko>0 52>0

1

k1,k 2

-y Z/|m1,k2b 52 @) de )
ko>0 720

k1,k : —cre(k1+k
(11.10) S Sl;PH%’HD Z Hb1,10 ?|| L2 min{1, n2 crelka+ Q)Fa}
ko>0

5 Su,p ngHLl Z (1 + B2k16+k26)d/2 min{l, n2701€(k1+k2)re}

J ko>0
= Y+ > =(Ih)+(IhL).
ko>0 ko>0
1<52k16+k26 1262k16+k26
We take
11.11 )Yl 5= 9e
(11.11) 5= ()" .

Notice that since §2F19+k20 > 1 in the sum (I1;) we may replace the power d/2 by d and get,
with the choice (11.11),

(B2]€15+1€25)d/2 (nQ—E/kl—g’k,‘Ql—wa) S l@dnl—\e2(k§1+k‘2)(§d—c1€)

< 2—(k1+k2)616/2
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and thus
(Ih) 5 Z g (kitka)ere/2 sup il S 9—kic1e/2 sup sl
k2>0 J j
Next,
(1) < sup 1511 22 Z min{1, n2~ (k1tkz2)cre 2}
k2>0
< sup ng L% 10g(2 + 2—015k1r€n) if 2_015’“11“671 > 1
~ i J I L 270151611'\5,”/ if 27618]611‘\6” < 1

< sup || 1 min{27 R nT, log(1 + nl'.)}.
J

Finally we use the choice (11.11) in the above estimate for (I) and get
c 52 B £ e £
(I) < sup|lg; ;1 min{L, 2791 8 naa 2 9} 10g¥2(1 4 niars 7 40)
J
< sup ||s;]| 1 min{1, 27 ke 12 10g¥/2(1 + nl',)
J

with ¢ = ¢1/8d. Combining this estimate with the above estimates for (II;) and (I13) yields
the assertion. O

Proof of Proposition 11.3, conclusion. The lemma is just a restatement of (11.6) for g = 0 and
¢ =0 and by (11.7) we reduced the proof of (11.6) to this special case. O

11.2.2. Proof of Proposition 11.4. We start with an elementary observation for f € L.
Lemma 11.10. For allk >0, j € Z, by € L®(R?), and u € U,
Q& [dWilss bl fllzee S lulhellssllzallballoo | fllso-

Proof. For g € L' with ||g|l1 = 1 we have, using Lemma 2.7,

27 j j =
| [ 9@ bWy ba)1) @) da] = [ AP 00, B Q)|
< Nballoo £ oo Qj+k[U]9||1H<jHL1 S lballoollwlfullssll 1
completing the proof. ]

Lemma 11.11. There is c € (0,1) (independent of n and €) so that for €' < ce?, and all k > 0,
JEZ, ucU, b € L°RY), f e L*(R?) we have

9 \1/2 ] e
/\Qg+k ilss, 0] 1(2) P f ()] dw) S W llellwliuliballzee mingligll e, 275 g1, }-

Proof. We may normalize and assume ||b1]|c = 1. We may assume, by scale invariance of the
result, that j = 0 (see (11.7)). The assertion follows then from the inequality

— / ’
(1112) ([ [@ulaWols it @) P @) dz) " < by minglel 2 Il

Because the convolution kernel of Py is supported in B%(0,1), it suffices to show (11.12) for
functions supported in a ball B of radius 1. We may assume (by translating the functions b;)
that B is centered at the origin. Let B* be the ball of double radius.

Now || Poflleo S || fll2 for f supported in B, and therefore it suffices to show
(11.13) 1Qk [l Wols, 01| 25+ S llulhemin{n2™* [[cls_, lllz1}-
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To show (11.13) we split 1 = Lo,, + 15 where Qs = {2 : [z < 5-2F9}, with a choice of § < €
kS
to be determined.

It follows from Lemma 11.5 (or directly from Theorem 7.8) that for some ¢ > 0 (independent
of n)

1@kl Wols, 0] Lay, [l 228+ S ILay,ll2llul min{n2™ =<5, <]}

(11.14) < llufly min{n2===®)iq||5_, [|s]| 1 }

and thus we want to choose § < ce(2d) ™!
Next we estimate the L?(B*) norm of Q[u]Wo[s, b1]1gc . Let S(a,v) = ¢(1—avq, -+, 1—ap, v)
ko
so that [|S]ls. < llsjlls, and [IS][pr = [lsjll 1. We have, for [|g[|p2(p-) = 1,

| / ulWols. baJLog )(x) da
[](bbb SRR na QU ) Qk ‘_ ’A blvbgv"'vbgthk[u]gv ILQE&)‘

- ‘//// a,v)bi(z — a1v) Hbo Lo, (2)u®) (y — 2 + v)g(y) dz dy dv da

and this is estimated by

I o~ e 401500 e v oy

|| >5-25%

< Q. Z //// &(a,v)[|[u®) (y — z +v)g(y)| dz dv da dy

1
201 >2.2k8 [o= 0211§|x\§2’1+1
2l2 <1+4|v|<2l2t!

11—3
-y Y Y ¥-
211>9.9k8 [5=(11—=3)V0  2l1>2.2ké [3=0

We estimate (1) <

~

Z Z 9~ch //// (1 + )|, 0)|[u®) (y — 2 + v)g(y)| dz dv do dy

2l >2.2k8 [o= (lLi=3)Vv 2ll<|l“<2l1+1
2l2 <14 |v|<2let!

oo
> > 2kl gl < sl Nulhdlighi2 ™ < lisls, ulu2 ™,
21 >9.2k6 [o=(1; —3)VO0

where the last inequality uses the support of g to see ||g|l1 < [lg]l2 = 1.
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For (II), we use the fact that lo < I3 — 3 to see that on the support of the integral, since
ly| <1 (due to the support of g), we have |y — x + v| ~ 2!*. Thus, we have

(11 ngmmlﬁﬂ' o)l d dv dy do

(1+2k|x —v—
211>2 2k 13=0 ol <[y <ol +1 | ?JD
2l2 <1+ |v|<2l2+t

11-3 2kd
> Z%kh%wL/ﬁ/ 9| de dv dy da

(1+2k|x —v— d+j
211>2 2ké 15=0 201 <|z| <201+ | y‘)
2l2 <1+ |v|<2l2 !

1—-3

—k—1 ~ -k -k
S D0 D 2 lsliz gl S Nulhdlslizlglh2 ™ < 27 4 fullulls]l -
2l1>2.2k6 lo=0

Finally, we have, by Lemma 11.10 applied to f = 1 ,
ks

’/ [lWolbi]lge () dz| S i<l ool

where the last inequality uses the support of g again to see ||g|li < |lglla = 1. If we take
d = ce/(4d) then a combination of the estimates for (I) and (II), and (11.14) , yields (11.13) for
¢’ < c£?/(4d). This completes the proof. O

In what follows we find it convenient to occasionally use the notation

(11.15) Mult{g}f = fg
for the operator of pointwise multiplication with g.

Lemma 11.12. Let 0 < ¢ < 1/2. Then there is ¢ > 0 (independent of n,e) such that for
e <ce?, forallk >0, j,l €Z,s; € B, u €U, by € L®(RY),

Q)1 [WlWilsj, 011 P Qj 1 — Mult{Q; 4, [u]Wji[sj, 1] 1} P Qi 12, 1o

< Jluliullorfloe min{nills 27, 27 <} if =0,
lullliballoo min{rlg 5.2/ 4275, [I< 2} if L <.

Proof. We may assume ||s|y = 1 and ||b1 ||z~ = 1. We have

(11.16) 1P Qj1illL2mr2 S minf27!, 1},

Now, by Lemma 11.5,

(11.17) 1Qj 4kl Wybi]ll 222 < lljll

and, by Lemma 11.10 and (11.16),

(11.18) M Q; i [u] Wlsj, b1] 1} Py Qjall 2 2 S min{L, 27} [<]| L1
moreover, by Lemma 11.11,

(11.19) IMult{Q; 1 [ulW; 5, ba) 1} P Qi p2 e S 27 6|l

A combination of (11.17), (11.18), and (11.18) immediately gives the assertion for [ > 0, and
also the second estimate for [ < 0. It remains to show that

(11.20)  [[(QjslulWjlsj: ba] Py Qjt — Mult{ Qe [ul Wl 011} Py Qjall 2 2
< nllsjlls. max{2!5/2, 214} if 1 < 0;
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indeed the assertion follows by taking a geometric mean of the bounds in (11.19) and (11.20).
By scale invariance (see (11.7)) it suffices to show (11.20) for j =0, i.e.

(11.21) |(R1 — R2) Q| 1>, 1 < nllsjlls. max{2!/2 2//4} if 1 < 0;

for Ry = Qu[u]Wols,b1]Py and Ry = Mult{Q[u]Wo[s,b1]1} Po. Let p1, pa, p be the Schwartz
kernels of Ry, Ro, R1 — Ro, and let 0_; be the Schwartz kernel of Q;. We wish to apply Lemma
8.6 (note the notation ! = —¢ in that lemma). It is immediate that oy satisfies assumptions

(8.23b) and (8.23¢) with By, Bso, Bos < 1. The function p satisfies the crucial cancellation
condition (8.24) since

(@k[u]Wo[g, bl]Po — Mult{@k[u]Wo[g, bl]l}Po)l =0.
It remains to check the size conditions (8.23a). We have
el < [[[ W= lias’ = llow - ) do’ dacdy
and thus clearly

sup / 1 (e )z < Jullislz < 1
Yy

since ||ull1 < ||ul|y. Also for some M > d + 1,

/ 1@, w)I(1+ |z — y)*dy

2kd (e, 2" — o)
< (1+|x—y|)€///‘ ’ dx’ da dy’ dy
/ (14 2k — o/|)d+z L+ [y —y)M

< / / / (e — )L+ | — o)l o o) dady' do’

where

okd / 1 (14 |z —y|)®
/ /
w(x,z',y") = dy .
( ) (1+ 26|z —2/|)02 ) A+ —yDM L+ 2" —y'])*

We have
sup [ fs(a,a’ = /)I(1+ |o' = ) davdy’ < [l
x/
and thus it suffices to show that
(11.22) sup/w(m,f,y)d:v’ S
zy

Now by the triangle inequality (1 + |z —y|)® < (1 + |z — 2'|)5(1 + |2' — ¢'|)*(1 + | — y|)® and

hence

2kd 1 _ e 1

/W(x,:r’,y)dﬂﬁ’ < / At -z]) ; / =ty 4o’
(1+ 26z — 2z ) L+ [y —yl)
kd _ IN\E
o[ 2ty

(1+ 2k|z — 2/|)9*2
and (11.22) follows easily, provided that e < 1/2. Thus condition (8.23a) is satisfied for p;. By
Lemma 11.10 it is immediate that condition (8.23a) is satisfied for po as well. Thus we have

verified the assumptions of Lemma 8.6 and (11.21) follows. This completes the proof of the
lemma. [l
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Proof of Proposition 11.4, conclusion. We may assume |luly =1, ||f|l2 = 1, and sup; ||bJ1||Oo =
1. For k > 0, define

Ryoj = QilulWils, b1 Py — Mult{Q e [u] W[z, b1} P
The proof is complete if we can show, for k > 0,

2 1/2 : —Elk:
(11.23) (Z HR-7ka2) < sup [lgjl| ;1 min {27 nT., log(1 + nT.)}.
; J
J

Lemma 11.12 implies

sup; |||/ min{nTc27%' 271}, if 1 >0,

R . . < ’
|| k,j Q]—HHLQHLQ ~ {supj ||§||L1 min{nF€215/42—kE , 1} ifl <0.

Now

(S = (5| 0
: J lez
S5 (S @inr[) £ S oup ey @yt (S 10501)

< sup sl 2 [Zmln{nF 9k’ o=l 4 Zmln{nf gle/dg—ke' 1}}
>0 <0

< sup |5/ 1 min {2_61knfs, log(1 + nFE)}
J
for some sufficiently small €1 > 0, and the proof is complete. O

11.3. Proof that Theorem 11.1 implies Part II of Theorem 5.1. Let 1 < p < 2. The
asserted result follows from

(11.24) ‘ZA[gf”](b{,...,b{_l,(I—Pj)bl,bﬂ' b — P)an,PbM)‘

.
JEZ
S sup |lllzlog™ 21+ nlo) ([T sup 167 lloo) 1Belloollbn 1 llpl1bnally
’ =l
and
(11.25) ‘ZA MW, by (= Pbiy b,y b, Pibas, (1 — P)bn+2)‘
JEZ

S sup <5l 21 10g5/2(1 + nfa)( H sup ||bZHoo) 1101]| 0 M| ort1 1 [ Brt-2 |-
J i=1,. J
i 17&[ Hn
Once (11.24) and (11.25) are established we use them for the choices bz =b;,if i <, bg = P;b;,
if | < i < n. Now it is crucial that || Pj||pe— e <1 (here ¢; > 0, and [ ¢; = 1 are used). Hence
the two inequalities for A}
of (11.24) and (11.25).

In order to establish (11.24) and (11.25) we may assume without loss of generality that | = 1.
This is because we can permute the first n entries of the multilinear form and replace ¢; by £¢;
as in (4.1). We may also assume that

Lnt1 and Al 42 claimed in Theorem 5.1 are an immediate consequence

101]]0c < 1, HbgHoo:l, 2<i<n.
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Now, in what follows let
Gjloyv) =¢(1—ai,...,1 —ay,v)

(as in (4.2)). To prove (11.24) for I =1 we observe

STACENI — P)ba b, B (1= Py)busa, Pibuta) = / bnsa(x) “Thn (2)dz
J

where
T =30 P Wil (1= PObi)(L = Py) = 3 PG, (I = P)bal(d = ).

Now we expand I — Pj = >, Qj+ and we get T =Y, *T"* where

J

The Schwartz kernel of S is equal to Dily;s; where

s5i(o,y) = / o(x — 2')o;(z', y)dy

with
. n .
(1126) o5(a) = [ Glave =9I = Bb(2 (o~ aste — ) [[ 527 (0 - asfo — )
=2
We wish to apply Corollary 8.12. It is easy to check that
Int'[s;] Ssupllsjllpr =2 A, ntl[s;] < supll;lls. =: B.
J J
Now || >2; SiQj+kllz2—r2 = 7% L2_ 2 and by Theorem 11.1
|32 850sss] .o S 00 Uln g2 1) 2= .
J
27K " 8,Q 4kl 22 S sup [lsj[|inl2 = Dy, .
- J
J

Now we easily obtain from Corollary 8.12 that
PIp LTI
k>0 j

and (11.24) is proved.

Finally we turn to (11.25), for [ = 1. The case p = 2 follows immediately from (11.24), by
duality replacing ¢; with ¢;. For p < 2 we observe that

5/2
sy S Cpsup Iyl 1og?*(1 4 nT2)

STAP(T — Py)bu b b Pibur, (I — Pybua) = / bus2(2) S Piboa () dz
JEZ

with S; = (I — P;)Wj[s;,b1]. The Schwartz kernel of S; is equal to Dily;s; where

5i(2,) = 03(2,) - / oz — '), y)dy

with o; as in (11.26). Then s; satisfies Int'[s;] < ||/l and Int}[s;] < |lsjll5. and (11.25) for
p < 2 follows immediately from the case p = 2 and Corollary 8.10.
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12. PROOF OF THEOREM 5.1: PART III

Let n > 2 and 1 <l <l < n. In this section, we consider the multilinear functional

(12.1)
AJ 1, (b1, b)) =
ZA[CJ(‘QJ)](blv ey bll—h (I - -Pj)bllvpjbll—‘rlv o 7ijlz—17 (I - Pj)bl27 -Izz'bl2+17 ey -F?bn+2)7
JEZ

where, for some fixed ¢ > 0, = {g; : j € Z} C B-(R" x R?) is a bounded set. The goal of
this section is to prove, for p € (1,2], by, ..., b, € L¥(R?), byy1 € LP(RY), byio € Lp'(Rd), the
inequality

n
(12.2) AL (b1, bns2)] < Cape sup g1l log(1 + nTe) (T T 10tlloo) 0n41llpl1bnrallp,
J =1

together with convergence of the sum (12.1) in the operator topology of multilinear functionals.
Moreover the operator sum Tll1 1, associated to All1 1, converges in the strong operator topology.

It will be convenient to prove a slightly more general theorem. Let {blj :3<1l<n,jeL}C
L>(R%) be a bounded set, with supjcy ||b] ||z = 1, for 3 <1 < n. For by, by € L®(R?) define
an operator S;[b1, ba| by

/ 9(@)(S;[b1,ba] f) () d == AN (T = P)br, (I = Py)ba, b ..., b, £ g)-

Theorem 12.1. With the above assumptions, for 1 < p < 2, the sums Z?’;foo P;S;lb1, bo] Pj
converge to S[by,be], in the strong operator topology as operators LP — LP, and S[by, ba] satisfies
the estimate

(12.3) IS[b1, ba]llzr—Lr < Cape sup g5l 21 log? (1 + nl'e) [1b1]|o |2l -
J

Proof of (12.2) given Theorem 12.1. Using Theorem 2.9 we see that Theorem 12.1 also implies
the inequality

‘ SN W, Py e B (= POBLLBL L B bt bae)
j

< sup gl 1og® (1 + nTe)1by oo 1bis oo ( TT 187 llo0) 1Bt llpllbns2ly-
J 1<i<n
i#ly,l2

Since || Pjbi||q < ||bi]lq we may replace b; by Pjb; for i +1 <1i <ly—1,4 >l + 1, and if we use
also P; = 'P; then (12.2) follows. O

The rest of this section is devoted to the proof of Theorem 12.1. Thus, we consider sequences
b) € L®(R?) fixed (3 <1 < n) with sup; [|b]||z = 1. The L? estimates in §10 will be crucial.
We restate them as

Proposition 12.2. There is C < 1 such that for e < e/C, and for all collections

{b‘Zl-‘rl 1j € Z}7 {bfz-i—Q 1j € Z} - LOO<Rd)7 with sup HbiL—HHOO =1, sup Hb7]1+2H00 =1,
J J
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we have for f,g € L2(RY) and ki, ks € N,

‘ZA Q]+k1f’Qj+k2.g7 37'--7b£+2)‘

JEZ

S [1f l2llgllo min {27 =20 sup ||g; |5, , sup |55 1 }-
J J

Let Ti, 1k, be defined by

(27 j
(124) A[ )}(Q]+k1f7 Q]+k29ab?;7"-7bgz+2) = /g(l‘) 7761,k27jf($) dx
Then Z Thr ko,j and Z YTy ks j cOnuETgE in the strong operator topology as operators L? — L?,
with equiconvergence with respect to b3, e bn Lo
Proof. This follows from Theorem 10.1. O

Proposition 12.3. Let {b,b} : j < —1} € L>°(R%) be a bounded set with Supj<_; ”b‘{HLoo =1,
I =1,2, and let by41,bpy2 be L functions supported in {y : |y| < 1}.

—1
27 ]
Z ‘A[g]( )Kb{:"'awaan—l-thn—i-?)}5 HbTH-IHLOOHbTH-QHLOO Sup‘|gj|’L1'

j==00 !

Proof. We may assume ||by 11|/~ = ||bns2||ze = 1. Then by Lemma 2.7

rYYn

27 i
A0, B, Pibnsr, Pibua)| S sup [0 1 | Pt 2l Pibnyz 2
J

< sup ([l 2127 g [[1 | Pibn2llt S sup g 1127
J J

where we have used ||Pj|| 11,2 < 2742 and then the support assumption on by, 41, by12. Now
sum over j < —1 and the proof is complete. ([l

Lemma 12.4. Let 0 < € < 1. For all R > 5, all 5 > 0, byt1,bnto € L™ supported in
{x:|z| <4}, by, by € L®(RY) with supp(b1) C {v : [v| > R}, we have

L) (b1, 2,08, b bt b)) Smin {(2TR) 2| Gls., il ) T Millees
le{1,2,n+1,n+2}

Proof. We may assume ||bj||p~ =1,1=1,2,n+ 1,n+ 2. The bound

(12.5) ALP) (b1, b2, B, b bt )] S sl

follows immediately from Lemma 2.7 and the assumptions on the supports of b, 1 and b, 4o.
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In order to establish the bound (27R)~%/2||q;|| 5. We estimate, using the assumption on
supp (b ),
o ‘
AL b1 b2, B BB bug)

yYno

= )/// (o, v)b1(z — a1v)ba(z — 0427) ﬁbj (x — agv))bn+1(:c — V)bpyo(x) de do dv

=3

: / / / R—|z| |§;2j)(a,v)‘|b1(x — a1v)| da dv dx
| <4 JJv|<8 J]aa | >

/ / |sj (o, w)| da dw
Jw|<2i+3 J)ay | > L=14L

27 |w|

here we have used R > 5. Let m < j 4+ 3. Clearly

(12.6) / / i) dadw < (2 ™R)lglls. < 2™ (R) < ls..
2m 1< |w|<2m o |> 5 l4|

277wl

Also
azn [ law)ldade $277 g e, S 2" s
am=1<|w|<2m J]ay|> R]m
We use (12.6) for 2™ < (2/R)Y/? and (12.7) for 2™ > (2R)'/2, and sum. The assertion
follows. .
Lemma 12.5. Forl=1,2,n+1,n+2, let {b{’khk? : g, k1, ko € N} € L®(R?) be bounded sets
with SUp; k. k, ||b‘l7’k17k2HLoo =1. Let >0, 6§ > 0 and assume
(12.8) supp(b{’kl’lﬁ) C{v: v > max{5,ﬂ2k15+k25}}, Vi, ki, k2 € N
and forl=n+1,n+2,
supp(b)™ ") C {v: [u] <4}, Vj, ki, ks €N,
Then
27 j j j _
ST AN R b ek R | < sup G| log?(1 + A7ITL).
g:k1,k2 €N /

Here the implicit constant depends on 0, but not on 3. The same result holds if instead of (12.8)
we have

(12.9) supp(by"1*2) C {|v] > max{5, 32K197k201Y ] Ky, ky € N,
Proof. Because our definitions are symmetric in b; and by, the result with (12.9) in place of

(12.8) follows from the result with (12.8). Thus, we may focus only on the proof with the
assumption (12.8). Applying the previous lemma, we have

DTS SRR e N 8 P i |

yi yYns Yn4+1 9 Yn42
jyklkaGN
. 5 —e/2
< Y min {2792 (max{5, B251%21) 2 sup || 1., sup sl 11}
dok1,k2€N J J

< sup [|gjl|r log® (1 + 87'T),
J

completing the proof. O
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Proposition 12.6. Let by, by, by 11, bnio € L°(R?). Let S, be defined by
(12.10) A[*)((I = Py)br, (I — Py)ba, b, .. b, Pibar, Pibpsa) = /bn+2(az) & ;bpi1(z) da.

Consider &; as a bounded operator mapping L functions supported in B40,1) to L*(B%0,1)).
Then the sum Y &; converges in the strong operator topology as bounded operators L>°(B%(0, 1))
to L'(B%(0,1)) and we have for supp(bn+1),supp(bn12) € {y : |y| < 1},

AL = P)bi (= Py)ba, B By Pibuit, Pibas)|
jEZ
Ssup gl log®(+nTe) [ Ibilleo.
J 1€{1,2,n+1,n+2}
Proof. We may assume ||bj||p~ =1,1=1,2,n+1,n+ 2.

By Proposition 12.3 the required estimate holds for the sum over negative j and thus we only
bound

(1211) | AL = Pbr, (I = P)ba by b Pibusa, Pybosa)
720
< sup g 11 log®(1 + nle).
J

Let 0 < < 1,0 < ¢ < 1 be constants, to be chosen later (see (12.14)). Implicit constants
below are allowed to depend on §, but do not depend on . For [ = 1,2 and k1, ks > 0 define

Pk ) bi(v) if [v| > max{10, 3 - 2k 0Fhk20+1}
l,00 T :
0 otherwise

and
b () o= bi(v) — 012 (v).
We have, by (6.2) and Remark 6.1,

( ST AN — Py)ou, (T = Py)bo. b, ..., b, Pibuss, P bn+2‘

j=0
> DA Qb Qitrabo, B B bt Prbusa)| < (1) + (I1) + (I11)
k1,ko>032>0
where
j .
Z Z ‘A[gj(Q )](Qjﬁ-klbllilo’]owa Qj+k2b2> b%a s 7b¥m P; bn+17 P; bn+2)’
k1,k2>0352>0
ST SN @k B, Qb2 B B, Pibayt, Pibaso)]
k1,k2>0352>0
III Z ‘ZA 2J) Q]-Hﬁblo 7Q]+/€26k1’k2 b] "'7bzwpbn+lapbn+2)’
k1,k2>0 3520

Because j, k1, ks > 0, and by the supports of the functions in question, we have

SUPP(Qji+ 1 b117k2> Supp(Qj+kzbkl’k2 ) € {v: |v] > max{5, 3 - 2F10TF20} 1
and
supp(Pjbn+1), supp(Pibpi2) € {v : [v] < 4}.
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Lemma 12.5 applies to show

(12.12) (D] + [(ID)] < sup gl 2 log? (1 + B7'T).
J

We now apply the L? result in Proposition 12.2. Let Ty, ,; be as in (12.4). Then 22550 Thi ko j

converges in the strong operator topology as operators L? — L2, with equiconvergence with
respect to bounded choices of by, 41, byi2 € L=(BY(0,1)), moreover the operator norms involve
some exponential deacy in k1, ko. If we apply this to b’flo’l”, bglo’l”, we may replace the L? norms

with L*-norms. Hence if we define operators &y, i, ; by

/bn+2($) Sy ko, jbnt1(2) dz = A[§j(2j)](@j+k1b17Qj+k2527b;]§7 ey Uy Pibnya, Pibp o)

we see that [ Zj bry2(2)Sky ko, jbnt1(x)da converges with equiconvergence in the choice of by, 42

the strong operator topology as operators L>(B%(0,1)) — L'(B%(0,1)). For the quantitative

estimates we apply the L? result in Proposition 12.2 and use the supports of b’f}d]@, bg}de to get

with ||bpi2lle < 1 and supp(bps2) € B4(0,1). Thus we get convergence of > 520 Ok ky j 0

for & < ce?
ey ! K1k K1k
(I11) S > max {27FF2nsup [|g;|l5,, sup |G| ra By 120155 12
(12.13) Fa k2 >0 ’ ’
< > max {277 nsup |glls., sup ||| p2 } (max{5, g 2R 0Tk,

k1,k2>0 J J

Set,
g a1

(12.14) §="17 B=(nl)"2.
Note that

(5 - 2M10 ka0 2 ==k g 5, ) = 275/ 2 /2 s 1.
J J

Using this in (12.13), we obtain

(I11) < sup [[5jl e Z max{2 k2 1} (1 + B 2k10+had)2d
k1,k2>0

< sup ||| 1 log?(1 + nl:).
J

Plugging the choice of 5 into (12.12) completes the proof of (12.11).

Finally, we reexamine the proof to get the asserted convergence in the strong operator topol-
ogy. This is immediate for the sums corresponding to the terms (I), (II) in view of the decay
estimates in the proof of Lemma 12.5. For (III) we easily get the assertion from the above state-
ments about convergence of »_ .~ &y, k,,; and the exponential decay estimates in k1, k2. O

Proof of Theorem 12.1, conclusion. We shall apply Theorem 8.23. We need to verify that for
every ball BY(xq,7), bpy1 € L¥(B%(x0,7)), [|bnsillec =1,

/ ‘ S PiSilbr, bal Pyb ()| dz — 0
Bawor) j1> N
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as N — oo and

(12.15) supr_d/ Z P;S;[b1, bo] Pjbyyr ()| do
N Bd(xo'r’) IJISN

< sup ||| 1 1og? (1 + L) || b1 oo 1b2|oo -
J
For g = 0 and r = 1 these statements follow from Proposition 12.6. We argue by rescaling
to obtain the same statement for other balls. Let ¢ be such that 2071 < < 26 Let by(2) =
bi(zo + 2x), i = 1,2,n+ 1,n+ 2 and b/ (z) = b/ “(x0 4 2z), 3 < i < n. Then by changes of
variables

/ brya(x) Sj[b1, balbyy1 () da

= 2€dA[g(2j+Z)] ((I - ‘Pj-i-f)glv (I - Pj-l—f)’i)/?afl;j ’ b]+£ +17 bn+2) .

We use the fact that the functions Enﬂ, bn4o are supported in the unit ball centered at the
origin. Then the result follows immediately from the statement for g =0, r = 1.

In order to verify the Op.-assumptions in Theorem 8.23 we use Lemma 8.24 with Cp <
sup; |[5j|l1 and C: < sup; |5l . Now Theorem 8.23 yields

~

1S[b1, ba]ll 2252 S byl oe b2l e (sup 1G5l 1) log? (1 + nTe).
J

Finally we combine this inequality with Corollary 8.10, with the choices A < sup; [|;||z1 and
B < sup; |[sjlls.- This yields the asserted LP bound. O

13. PROOF OF THEOREM 5.1: PART IV

Let 1 <1 <n+ 2. In this section, we consider the multilinear form

Af(br, ... bpta) ZA (21) [(Pjb1, ..., Pibi—1, (I — Pj)by, Pibiy1, ..., Pibyya),
jeJ

where J C Z is a finite set, and, given some fixed € > 0, = {; : j € Z} C B(R" x R%) is a
bounded set with [ ¢;(a,v) dv =0, Ve, j. Our task is to show that for p € (1,2],

n
(13.1)  [Af (b1, -, buy2)| < Capensup il log> (1 +nLo) [ [T 10illoo] 1on+1lollbn2lly
J i=1
where the implicit constant is independent of 7. Moreover we wish to show that the sum
defining the operator Tl2 associated to A12 via (5.12) converges in the strong operator topology

as operators bounded on LP. The heart of the proof lies in the next theorem which we shall
prove first. Let I'. = T'.(<) be as in (5.6).

Theorem 13.1. Let by, ..., b, € L®(R?), byy1,buso € L>(RY). Then,

N
Jim ASNPb, - P, (T = Py)by, Pibias - Pibusa) = A2 5(bis .., buto)
_)OOj——N
and A2, satisfies

n

A2 (b1, - bar2)| < Caen(sup llgyllz) log* (L +nlo) [ TT Ibmllz]lIbasllz2 bnrellc2-
J

m=1
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Moreover the sums defining the operator T2 o associated with A2 19 converge in the strong
operator topology as operators L? — L2.

The full proof of (13.1) will be given in §13.3 below.

13.1. Outline of the proof of Theorem 13.1. We give an outline of the steps and refer to
§13.2 for some technical details.

We first describe the basic decomposition of A,% 4o(b1, ..., byy2) which is derived from a de-
composition of A[%@J)](ijl, ooy Pibuyr, (I — Pj)byyo, for fixed j. Write

AEN(PybL, -, Pibast, (I — Pj)bayz)
— lim (A[g§2]>}(JDj+Mij1,... Py pi Piboit, (I — P;)bpss)

M—o0
— AP (P Pibrs . PoarPybasr, (I — P)bn+2)>
M J
. 2.
:A}lgloo zj\;jﬂ (A[CJ( )](Pj+mpjbl,~- Pj 1 mPibyy1, (I — Pj)byy2)

- A[gj@J)](PJ#m*lebl’ ooy Pjpm—1Pjbpa, (I - P )bn+2))
and use the multilinearity to obtain the decomposition

AV (Pyby, -, Piby 1, (I = Py)bnya)
n+1 0o
(13.2) —Z Z Alg; 27 Pjym-1Pjby, ..., Piym—_1Pibi_1,QjrmPjby,

=1 m=—o00
PiimPjbist, ..., PiymPibny1, (I — Pj)bpia).
The terms for [ = 1,...,n are handled in a similar fashion, in fact the estimates can be reduced
to the case | = 1 by using Theorem 2.9, permuting the first and the I*" entry, and accordingly
changing the family {¢;}.
Now let
(13.3) X €{P., P._1}.

Then we need to show

N 00 )
(13.4) (Z ST AN Piby, X2 Piba, o, Qo P, (1 — P)bn+2)’

j=—N m=—o0

n
< sup [l p2 log? (1 + nTe) (T 10illso) 1brr ll2]1bnr2ll2
J i=1
and

(13.5) (Z Z AN QjemPibr, X2 Pba, -, XT L Pibigr, (1 — P)bn+2))

—N m=—00

n
< sup [l log?(1+nTe) (T 10illoo) 141 ll2llbnrall2
J i=1
with implicit constants uniform in N; moreover we need to show the existence of the limits
as N — oo, for the corresponding operator sums in the strong operator topology. By another
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application of Theorem 2.9 (this time permuting the entries (1,n + 1)), with the corresponding
change of the family {c;}), we see that (13.4) can be deduced from

136 ‘ Z Z A 2J QJ+mP bl’ ]+mP'b23-‘ X;Lj’ribp bn+1a(I P)anrQ))

—N m=—0o0
n+1
<Sup|!<HL110g (14 nl%) HHb lloo) [[b1]]2[[brr2]2-

It remains to prove (13.5), (13.6). We shall also decompose further using (I — Pj)bpio =
> myeN @j+mybni2. This leads to the following definition.

Definition 13.2. Let m,my € Z, mo > 0.
For by41 € L™(R?) the operators 5" " [by11] are defined by

(137) [ 9(a)S} " o) (o) d
= A[ ](Q]—Hm jg7XJ+m1P b27 ot X]+m1P bna X;l:_»rilp bn-i—la Qj+m2f)-
For by € L>®(R?) the operators T; 0M2p) ] are defined by
(138) [ 9T "ol f(a) da

2 "
_A[( )](Q]+mlpbl7 ]—i—mleQv"' X]+m1Pb ij_mlpg Qj+m2f>

We formulate an auxiliary result. It gives bounds in the Op(e)-classes defined in (8.36)
for suitable normalizing dilates of the operators S7""[b,11], T;""""?[b1]. We use the same
notation for these operators and their Schwartz kernels.

Proposition 13.3. Let

(139) O_;n1,m2 = {
and
(1310) ’T;nl’mZ = {

There exists € > c(e) (independent of n) such that, for ma >0,

Dily- J(Sml e [bn+1]) if my >0,
D112 —j—mq (S;-nl’m2 [bn-i-l]) Zf mi < 07

D112 ]< Tmm2 [bl]) if myp > O,

D112 j—mq (ijl’mQ [b]_]) /Lf m]_ < O.

(13.11) 1777 lop, < 27 2202 G| b1 o
| o7 ™ o, S llsillza bt oo,
and
H7_m1,m2H <2 e'(Jm1]|+m2) 2”§'HBa”b1”
(1312) H7_m17m2 Op, ~ J 00

lop, < sl bl -

The proof will be given in §13.2 below. Note that we have the trivial estimate ||-[[op, < [|*[lop,,
and therefore the Op, bounds stated in Proposition 13.3 will only be used for 9e(Imal+ma) < n’l..

The estimates (13.5), (13.6) and the asserted existence of the limits follow easily from the
following Proposition.
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Proposition 13.4. Let by, ..., b, € L®(RY), with ||bi]jcc < 1,7 =2,...,n. Let = {¢;} be a
bounded family in B, J C Z% with #J < oo and let mq € Z, my € N.

Then there exist €’ > 0 so that the following estimates hold, uniformly in J.

(i) If bus1 € L®(RY),

(13.13) || 30 S5 o
JET

S min {272 g s sup g HIbo oo
L?2—L j j

(11) We have limy_o0 Zj-v:_N S;nhm? [bp+1] = S™™2[b,11] in the strong operator topology
(as operators L? — L?) and the bound (13.13) remains true for the limit S™1™2,

(iii) We have Y2, cq >0 <0 S™ ™2 by 1] — S[bpi1] with absolute convergence in L(L?, L?).
Also Zj.v:_N S;jlbns1] converges to an operator Slbn11] in the strong operator topology as oper-
ators L? — L? and

1Sbns1]ll2-s 22 < sup [l 21 log? (1 + nLe) [[bns | oo-
J

(v) In (i), (iii) the convergence in the strong operator topology is equicontinuous with respect
to {bp+1: ||bny1flec < 1}

Proof of Proposition 13.4, given Proposition 13.3. For the proof of (i) we apply the almost or-
thogonality Lemma 9.1. To this end we need to derive the estimate

(13.14) || Quy ST 1] Qb s | 2y 1

S AT = min [[by g [|oo {275 PPN sup ||| ., 27 R sup [l )
J J

for some 1 > 0. To see this we note that the bound

ST 2 b || 2y o S min [[bnga fleo {275 ™22 sup g1, }
j
(and hence the corresponding estimate for Q, ;Z_l,; *[bns1]Qjky ko) follows from Proposition

13.3. The bound

< 9= litmal—ma+kz|

Hle ;T;;:M[bnﬂ}gj-kkl-i-kgHL2_>L2 ~ SuPH%‘HU

J

follows from the fact that || Qk@Qillr2- 12, |QiQkll 22 < 27711, the definition of 7™, and
Lemma 2.7.
We now observe that for A7 as in (13.14) we have
S AT < by oo min { sup [l 1, 27D (g | 4 mg)Pn? sup ;1. ).
5. ka J J

By an application of Lemma 9.1 this yields (13.13) and the convergence result in (ii), with

equiconvergence with respect to b,y1 in the unit ball of L°°(R%). Summing in mq,mso yields
(iii). O

Proposition 13.5. Let by, ..., b, € L®(RY), with ||bi]lcc < 1,7 =2,...,n. Let = {¢;} be a
bounded family in Be, J C Z with #J < oo and let my € Z, my € N.
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(i) If by € L>®°(R%),

(13.15) H Sy [bl](

jeT

L2112

< min {27702 sup 1 s, sup |l s 1og(L + 27T b |oo-
J J

1) We have limpy_, o N:_ T2 (b = T™™2[by] in the strong operator topology (as
Jj=—N"j
operators L? — L?) and the bound (13.15) remains true for the limit T™™2,
191) We have Tmem2h ] — Tlby] with absolute convergence in L L?, L?).
m1EZL ma>0
Moreover Z;V:_NTj[bl] converges to an operator T[by] in the strong operator topology as oper-
ators L?> — L? and

IT ]Il 2222 < sup lll| 1 log® (1 + nTe) [[b1 | o
J

Proof. Use Propositions 13.4 and 13.3, together with Theorem 8.22 to deduce that S™"2[b,, 1] =
P S;-”l’m2 [brt1] converges in the strong operator topology as operators H! — L', with unifor-
mity in bp41, [|bp+1llec < 1, and we get the estimate

||Sm1,m2 [b”+1]HH1aL1 < sup ||§jHL1 min { log(1 + HZFE), 2_5/(|m1|+m2)n2rg}||bn+1||oo

Now for by € L™, b,41 € L*> we have by (13.7), (13.8)

[ ) S bl f@) e = [ @) T ) da.

mi,ma [b

The uniformity with respect to b,+1 in the strong operator convergence of » i S J n+1] NOW

implies that 772 [by] = 3, T;""™*[b1] converges in the strong operator topology as operators
H' — L' and we have the estimate

7™ ™2 [b1] || 1 o S bt floo sup [l 1 min { log(1 + n?T,), 27 (milFm2)p2p 3
From Theorem 8.22 we then get
T2 (b1] [ o, o S 191l sup I 1 min { log(L + n°T), 27 ImiHm2)n?T )

which is (ii). Statement (iii) follows after summing in mp, ma. O

13.2. Op.-bounds and the proof of Proposition 13.3.

Lemma 13.6. Let ¢ > 0, ¢g € O, supported in {y : |y| < 10}, ¢ € B(R™ x R?). For £ > 0
define

/// (a,v)[|¢o(y — a1v —y') — do(y — y)| dv da dy'.

|z—v—y|<100

Then,

sup / (1+ |z — y)*2| Fula, y)| dy + sup / (1 + | — g2 Fee )] dz < 272 goll a5, -
x Y
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Proof. We may assume ||¢||c1 = 1. We estimate, for each v,
Jasto= o) iEe ) do

N //// (1 + |z — y))*[c®) (a, v)||go(y — arv — ) — ¢o(y — ¥)| dv da dy' da

lz—v—y|<100
5 ///(1 + |’U|)€/2|g(2[’)(0{7v)‘|¢0(y — v — y/) . Qbﬂ(y . y,)’ dv da dy/
S //(1 + ‘”’)E/QKW)(@,U)\min{l, ’aw’s/Q} dv da

< //IUI‘E/QIC(QK)(@,UH dv da+//|041”|€/2|<(2£)(047U)| dv do.

Now
¢ —Le 5 —te —Le
/ / 10[7/2162) (1, 0)] der dv = 27472 / / 0725 (0 0)| dox dv S 2752 |15, 0 S 275/2 e,

and

// a1 v|/2c®) (v, v)| dov dv = 27/ // la1v]*/2|s(a, v)| da dv
< 9te/? / / (loa| + o))l (@ 0)]| da dv < 27/ ]| 5..

This completes the proof that sup, [(1+ |z — Y2 Fy(z,y)| do < 245/2”@\36.

Next we estimate for z € RY,

/ (1+ |2 — )72 Fo(z, )| dy

= //// (1 + |SU _y|)5/2|g(2z)(a,v)||¢0(y_ v _y/) _ ¢0(y—y/)\ duv dev dy/ dy

|xt—v—y|<100

< [[[] 0 R e min 0 ol 20 ey s

|xt—v—y|<100

S /// (1+ |U|)5/2|g(2e)(oz,v)\ min{1, |ayv|*/?} dv do da

|z—v—y|<100
& //(1 +[0)*/?[6) (o, v) | min{1, [arv|*/2} dv da

and above the last quantity has already been shown to be < 2/ ?|l<lls,. This completes the
proof of the lemma. O

Lemma 13.7. Let € > 0. For ¢ € C', supported in {y : |y| < 10}, ¢ € B.(R? x R™), j >0, let

@) = [ @0llot v -9) - (e )l o
Then
sup / 9;(@,y) dy + sup / gi(z,y) de < 279||sl|s, | Sl -
x Yy
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Proof. We may assume ||¢||c1 = 1. For any z, we have

/// (14 Jz =yl (@ v)l|é(@ — v — ) = (e — y)| dadv dy
5 ///(1 + ’«T — y’)s‘g(y)(a, U)| min{17 ’v|€}X{|m—v7y|§10 or [oy/<10} dev do dy
S //(1 + |”’)5|§(2j)(a,v)|min{1, ‘U|8} do dv

< / / 10[716@) (@, v)] dev do < 279 o] 5.,

where the last inequality has already been used in the proof of Lemma 13.6. By symmetry we
also get the corresponding second inequality with the roles of x and y reversed. ([l

Lemma 13.8. For ¢ > 0 there is € > 0 such that the following holds. Let ¢1,...,¢py1 € C?
supported in {y : |y| < 10} and such that for all but at most two I, ¢; > 0 and [ ¢ = 1. For

keZset Yif = fx). Forby,... bye L®(RY), ¢ € B(R" x RY) with

(13.16) /g(a,v) dv =0,

and define a kernel Kj = Kjy[b1,...,by] by

/g(ﬂ:)/KJ,k(%y)f(y) dydz = A (Vibr, ..., Y00, Y g, f).

Then, for j > k,

n
IDily K kllop,, S 27U Pnlclls, [T 1billocs
i=1

n
IDily—i Kjllop, < llsllz: H (LA
i=1

Here, the implicit constants may depend on max lpis |2 | Dis | o2 || Pis |l 2 | D |l o2 -
i1,i2,i3,04€{1,...,n+1}

Proof. The bound for the Opy norm is immediate so we focus only on the bound for the Op,-
norms. Note that by scaling (see Lemma 4.16)

ALPDNY b1, Vb, Y g, f) = 27F AL )(YobE, ., Yobf, Yog*, /%)
where b = b;(27%.), f¥ = f(27F.), ¢¥ = g(27%.). This leads to
Kjplbr, ... bal(z,y) = 2P K o[0F, .. 5] (282, 2Fy).
Now [|b¥|lec = ||billoos # = 1,...,n, and hence after replacing the functions b; by b¥, i =

1,...,n, it suffices to check the case £k = 0. That is, we need to prove, for £ > 0,
n

(13.17) 1Keolbrs- - bulllop, S 27 “nlls|ls. [T Ibilloe-
i=1

In what follows we may assume ||b;||z = 1,7 = 1,...,n. We will prove, under the assumption
that all but at most three of the ¢; satisfy ¢; > 0, [ ¢; =1 we have

(13.18) sup/(l + |z — y|)€/’K570(CE, y)| dy + sup/(l + |z — y|)€/]Kg70(x,y)\ dr < 2*El€n\|g\|38,
x Y
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where the implicit constant is allowed to depend on the C! norms of up to three of ¢; (instead
of the C? norms).

First we see why (13.18) yields the result. The explicit formula for the kernel is

(13.19) K&o(x,y):/(bnﬂ(y—v—x / (o, v HYO y — a;v) da dv.

It implies that 0,,, Ky o(z,y) is a term of the form covered by (13.18) (with ¢p41 replaced by
—0z,, Pn+1). Moreover, 9y, K;o(x,y) is a sum of n + 1 terms of the form covered by (13.18),
indeed differentiating (13.19) yields (setting b,+1 := g)

[buiata) [ 0, Keotw. ) dyda

n+1
=> ALYy, Y i, B, Yibi, Yo b, Y b1, ).

Thus, 0,,, K¢o(x,y) is a sum of n+1 terms of the form covered by (13.18). From these remarks,
it follows, given (13.18), that the expressions

Sgp |t | | Keolz,y + h) — Kooz, y)| dz,
0<|h|<1

sup (W1 [ |Keoly + 1) = Keola,)] do
0<|h|<1
sup [hl~ / [Keo(z + h,y) = Keo(z,y)| de,
0<|h|<1
up 07 [ Kool + ) = Kol dy
0<|h\<1
are all bounded by a constant times Q*ZE/nl\gHBE.

It remains to prove (13.18). We first compute with ¢(a,v) =¢(1 —aq,...,1 — an,v),
ALENY b, YE Y g, f) = ARCINOG by, Y Y )

— [[[ € @w=1w) [onw- dxHYo w(l - ) + any) devdw dy
—//g( // 2)av)¢n+1(y+v—x HYO (y+ (1 —a;)v)dvdadrdy

i=1
and changing variable in « again we get

Kyo(z,y) = // av¢n+1(y+’u—x HYOszy—l-az)dvda

// (o, v) ¢n+1(y+v—x Hngzy—i—az) Ont+1(y — ) HYO }dvda

i=1
here we have used the cancellation condition (13.16). Now

n
|KZ,0($7y)’ S I(I‘,y) + ZI‘[’L(m7y)
i=1
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where

I(e.y) = /|<2>av>||¢n+1<y+v—x> by — 2)| dv dar,

://|g (a’v)||¢n+1(?/—$)|/|¢)i(y+aw—w)—(bi(y—w)|dwdvda.

Now apply Lemma 13.6 to the expessions /I; and Lemma 13.7 to I, and (13.18) follows. This
completes the proof. O

Proof of Proposition 13.3, conclusion. We focus on the estimates for S7""™*[b,11] as the es-
timates for T]ml’mz [b1] are analogous (switch the roles of b; and b,y1). We may assume
”bn-&-lHoo =L

In what follows we identify operators with their Schwartz kernels. For an operator R we
denote by J,, R the operator with Schwartz kernel 9, , R(x,y).

We use Lemma 6.8 to write Qjtmy = EZ:l 2~ (ﬁm?)@quﬁm :
and ¢; € C§° supported in {z : |z| < 2}. Now

J n
ALy U@yt Pibr, Xy P, XJE Pibnit, Qs f)
=27 tm) Z// 2]) (a0 /6 Rﬁ-mz )Xf_tmlenJrl(x—U) x

Qj+m, Pibi(z — aqv) H Qjtm, Pjbi(z — oyv) dx dvda.
=2

(2d+m2)

where R§‘+m = fx ¢ ;

Integrating by parts we see that this expression equals

(13.20) —2° ”’”2)2( (2 Qjoms Pbrs X2 Pibas o, XL Pibyiy, RE, )

n+1 )
27
2 Al 1@t b1 X, Fybas o 00, X Py X;lrnilpbnﬂﬂmf))
v=2

We distinguish the cases m; < 0 and mq > 0.
For m; < 0 we write (13.20) as

[ ](Q]+m1p b1, ]+m1P ba, ... X;Limlp bn+1an+m2f)

d n+1 )
— —ma+m (2J sV n+1,p,v M
= —92 2 1ZZA[§]~ ]+m1]b1""’}/]+m1] bn+1’Rj+m2f)
p=1v=1
where, for m; < 0, the operators Y_f my,j re given by
Y'LIMV o 27j7m18mH(Qj+m1Pj) if v= 1,
Jtm.g Qj+mi P ifve{2...,n+1}

if 1 =1, and by

yisy T, (P, ) i v =i,
J+ma,j P]+m1P; ifre{l,...,n+1}\ {i}

if2<i<n+1
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Hence for m1 <0

27 n
A[<)KQmeflmrXﬁmnsz.. XL bt Qjema f)

2SS [ bR o
p=1v=1
and by Lemma 13.8
Dily—s—my K35, Mo, < NS ls.
for some ¢’ < e. This, together with Lemma 8.25, implies the asserted bound (13.11), for
mi S 0.
We now consider the case m; > 0. Now use the cancellation and support properties of @ j4m,
to write

Qjrmi By = 27" Zjm,
where Zj,,, = f * Uj(.i;) and {vj., : j € Z,m; € N} is a bounded family of CZ° functions
supported in {y : |y| < 2}.
We now write (13.20) as
29)
[;K%mfh,wﬂ%w-ﬂﬂf%%%wﬁ)

d n+1

—m2—mi1 E E 1,p,v n+1,u,v m
—2 A ]+Tn1 Jbl s ay;erl J bn—i—la Rj+m2 f)
p=1v=1

where (now for my > 0)

1
Y sHV

2~ 8 Z] mi if v=1,
jtmuig

Zjma ifve{2,...,n+1},
and for2<i<n-+1

yhrr 2" Jax#( J+m1P) if v =i,
TEMT ) Py, P ifye{l,...,n+1}\ {i}.

We see, using Lemma 13.8, that for m; > 0
(29
A (Qjm Pib1, X2 Piba, o XY Piboit, Qjimaf)

=2"m2mm ZZ/ n1 (@) K™ (@ y) Ry, f(y) dy

p=1v=1
with
iy K3 o, 5 llssls. -
Using also Lemma 8.25 we obtain the asserted bound (13.11), for m; > 0. 0

13.3. Proof of the bound (13.1), concluded. The following proposition will conclude the
proof of part IV in Theorem 5.1.

Proposition 13.9. Let 1 <1y # 1y <n+2. Then, forp e (1,2] and p’ =p/(p — 1)
AP Pt (= Pbaso)
jEz

< Cypen(sup [|s;ll 1) log® (1 +nLe) (T belloo) 1181, 1ot [ -
J 1#l1,l2
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Proof. By symmetry of the roles of by,...,b,41, via Theorem 2.9, it suffices to prove the result
for three cases: (I1,l2) = (n+1,n+2), (I1,ls) = (n+2,n+ 1), and (I1,l2) = (1,n + 1).

We begin with the case (I1,l2) = (n 4+ 1,n + 2). For this we define an operator S;; =
S1,5b1,...,by] by

/ 9(@)(S14b1, -, bl ) (@) da == Al [(Pjbas -, Pibus, (I = Py)bsa).

It is straightforward to verify the inequalities

IDily-; S1llop, S n(sup 158 H 1Bl oo
=1

lopy S (Sup lIjllze) H [[iloo;
=1

here € <1 and the Op,, Opy norms are as in (8.36), (8.37).
Theorem 13.1 shows

| sttt S 0w Il t0g(0 -+ T e

JEZL i=1

[Dily-; 51,

with convergence in the strong operator topology. By Proposition 8.9 we get, for 1 < p < 2,

H%sl,j[bl,...,bn] prsgp S Canen(oup 1) 10g*(1 + T Hlub oo,
J 1

H%tsm[bl,...,bn] i S C'dm’en(supngHLl)log (1+nl:) l_Il\b illoo:
J 7

and

which are equivalent to the statement of the proposition in the cases (I1,l3) = (n + 1,n + 2)
and (I1,l2) = (n+2,n+ 1), respectively. The convergence is in the sense of the strong operator
topology (as operators bounded on LP).

We now turn to the case (I1,l2) = (1,n + 1). If we apply Theorem 8.22 to Sy ; we also
get an H' — L' bound

H%tSl,y‘[bh...,bn] o S (supH§J||L1)log (1+nl.) l_Il”b e
! 3

This means that for by, ..., b, € L®°(RY), b,1o € L®(R?), byy1 € H'(RY), we have

(13.21) ‘ZA[gJ(.QJ)](ijl,..  Pibpt, (I — P)bn+2)‘
JEZ

n
S n(sup ;[ £2) log(1 + nTe) (T T 1Billoc) 1bn+1ll 271 [1Bn41 lloo-
J i=1

For j € Z, define an operator So j[b, ..., by, byta] by
/ (@) (S2,4b2, - b, b2l ) () da == Al ](g, Piba, ..., Pibu, f, (I — Pj)bpsz).

Since 'P; = P; the case (l1,13) = (1,n + 1) is equivalent to the inequality

(13.22) H S PiSs, bQ,...,bn,an]PjHLp_)Lp S noup el (1-+ L) 1 ol
JEZ le{2,...,n,n+2}
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To show (13.22) we first observe that by Theorem 2.9, there is a ¢ > 0 (independent of n) such
that for & < ce there are ¢; € Bo(R™ x R?) with |||z, < nlls[ls. and [|5l[z1 = [|s;]|z2 such
that

/bl(x)(‘s?,j[b%"'7bn7bn+2]bn+1)(x) d$:A[ (21)](P b27"'7 bn>(I P)bn+27blabn+1)'
If we apply (13.21) with the family {;} in place of {¢;} and £ in place of €) we get
’ ZA@(’Z])](ijla ooy Pibpgr, (I = P )bn+2)’
JEZ

sup; |15 |5

n
< nsup [lsjl 1) log® (1 +n ) (1] 1illoo) 1r-s1 121 b+t lloo
; su
J i=1

' H j”Ll
S n(sup [l 1) log™ (L + nle) (T T I1billoo) bl b1 /1o

J i=1

which (in view of ‘P; = P;) can be rephrased as

| Yo PisaslobsbusalB| S nGsupllgl)tog?4nrs) T bl
j J 1€{2,...n,n+2}

1,71

We wish to apply Lemma 8.24 to the kernels o; = Dily—; 53 ;. Observe that the Schur integra-
bility norms for these kernels satisfy the uniform estimates

It [o;] + t2[oy] < [1Glls, IT  lolex Snswlsls. T ol
le{2,...,n,n+2} J le{2,...,n,n+2}
and
mtlfo;] + tZfos] SIS0 [I Mol <swligl T lbelloos
le{2,...,n,n+2} J le{2,...,n,n+2}

Now Theorem 8.22 in conjunction with Lemma 8.24 applies to show

|2 PiSeglbn, o basd n(sup [Gllp)log* L +nls) [ oo
J J 1€{2,... n,n+2}

with convergence in the strong operator topology. Finally (13.22) follows by interpolation (see
Corollary 8.10). This completes the proof. O

14. PROOF OF THEOREM 5.1: PART V

In this section, we consider the multilinear form

A3(by, ... bpyo) ZA N(Pjby, ..., Pibpsa),

where the summation is a priori extended over a finite subset of Z, and where, for some fixed
€>0,{cj:j €Z} CB(R" x R?) is a bounded set with [ ¢;(a,v) dv =0, for all j and almost
every «. To prove part V of Theorem 5.1 we need to establish for 1 < p < 2 the inequality

(14.1) ’Ag(blv o bngo)] < Cd,p,enZ(Su,p l[jllz) 10g3(1 + nPS)(H HszOO) [bn+1 1l 1brt2lp-
J i=1

As in the previous section the heart of the proof lies in the case p = 2 which we state as a
theorem.
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Theorem 14.1. Let by, ...,b, € L®°(R?) and b, 1,bys2 € L?>(R?). Then,

N—oo |

N .
im > APy, .., Pibata) = A(by, ..., basz)
j=—N
and A3 satisfies

[A3(b, . ., bog2)| < Caen® sup [|s;] 1 1og® (1 + nLe) (T T 10illoo) l1bntll2llBnsa 2.
J i=1

The sum defining the operator T3[ny, ..., b,] associated to A® converges in the strong operator
topology as bounded operators L?> — L?.

Proof of (14.1) given Theorem 14.1. We may assume ||bj]jp~ = 1,1 = 1,...,n. For j € Z
define the operator T} by

[ 9@ 1350 dz = Al NP P P ).

Theorem 14.1 is equivalent to
|25
JEZ

Corollary 8.10 applies since sup; Int}[Dily—; 7] < sup; [<j |5, sup; Intj[Dily—; 7] < sup; [|; |1
This completes the proof. O

n
< 2 . 3 .
PN n Sl;p 5]z 1og”(1 + nl'c) H il

=1

We now turn to the proof of Theorem 14.1. The argument is analogous to the arguments in
the previous section and therefore we shall be brief.

14.1. Basic decompositions. We argue as in §13.1 and decompose
APN(Pybr, ..., Pibayz)
— lim (A[cj(y)](PjJrMijl, e s Piy s Pibpy1, P a Pibno)
M —o0

- A[§](2J)](Pj—Mijla ooy Py Pibp oy, ijMijn-ﬂ))

M
. 27
= A}gnoo ) EMH (A[Gj(- )](Pj+mpjb1a covs Pipm Pibpi2)

- A[§J(2])](Pj+m—1pjbl, ooy Pipm-1Pjbpq, Pj+m—1ijn+2))

and thus

ASNPibr, .., Pibpga) =
n+1 0o o
Z Z A[@( )](Pj+m—lpjbla~--7Pj+m—1ijl71aQj-i—mlebla]Dj-&-ijlerh--~7Pj+mpjbn+2>-

=1 m=—o0

We repeat the same procedure to each term and write, for fixed m € Z

A[§§2j)](Pj+m—113jbl, ooy Pjpm-1Pibi—1, Qjpm Pibi, Piym Pibita, .. ., Piym Pibpio)
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as the limit (as M — o0) of the differences

A[§(

jZJ)] (PjgmPjym—1Pjby, ..., PixnsPjym_1Pibi_1,

P mQj+mPibi, Py v Pipm Pibisa, - - -, Py v Pjm Pibn2)
—A[gj('zj)](ijMPj—f—m—lpjbh o s P Piym—1 Py,
P mQjrm Py, Py ar Pjrm Pibiyy, - o Pjo v Piym Pibny2) .

We continue as above, writing each difference as a collapsing sum, and than expanding each
summand using the multilinearity of the functionals. The limit of the expressions in the last
display becomes

27 mi,m
APy, Pibg) =Y D A bag)
(lil2)  (m1,m2)€Z?
1<l #lo<n+2

where, for I; < [o,

m 7m Pyp—
X busa) =
27
A[gj( )] (Pjtma—1Pjtmi—1Pb1, - - -, Pitmg—1 Pjm—1 Pby, -1,
Pjtimy—1Qj+mi Pibiy s Pjyma—1Pjrm Pibi 415 - - s Pirmy—1Pjym, Pibiy—1,
Qj+m2Pj+m1 ijl27 Pj—l—mzpj-i-nnpjblg—i-la s 7Pj+m2Pj+m1ijn+2)-

For [; > I there is an obvious modification.

There are (n+2)(n+1) = O(n?) terms in the sum > 1<l lp<ni2- 1t is therefore our task to
show that - -

n
(142) | 37 SR G sbuse)| S sup il og* (14 ) ([T 10dc)liones ellnalz
mi,mz j =1

then summing the O(n?) terms will complete the proof.

14.2. Proof of the bound (14.2). For k€ Z, 1 <1 <n+ 2, let
x L xP e (P, Py}
For 1 <li,ls <n+2, j,ky, ko € Z, define the operator

/ by (2) T2y, ()

= AL X Py X XA Pib XEELQ ks Pibat 1, Qs Pibosa),

J+m1 ]+m2 J+mi1 *j+ma Jj+mi
where we have suppressed the dependance of Tml’mQ on by, 1 #1y,ls.

Lemma 14.2. Let pjm, m, = min{27,27+™ 27Tm2} " There is a ¢ > 0 (independent of n so
that for &' > ce

. v P
(14.3) HDllpm1 MQJTJWILII:TYLQHOPS S minf2 Ml 22 T oz
1#£11,l2

and

IDiL, T lop, S sl [T Ilse
rre I#11,l2
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Proof. The bound for |[Dil -1 T |lop,, and, equivalently, for |7} *(lop, is immediate,
my,mg,j 7

so we focus only on the bound for [|Dil -+ T7)17™"
mi,mg,j

1, I # l,la. We distinguish the cases (i) mi,mo > 0, (ii) m; < min{0,mso}, (ili) ma <
min{0, my }.

lop,,- Fix l1,l2. We may assume ||b;[| o =

(i) The case mi, mo > 0. Now pjimy,my = 27. One uses that, for m > 0, Qj+mPj = 27" X, j,
where X, ; f = f * qﬁg? and {¢m, ; : m > 0} is a bounded subset of C*> functions supported in
{ly| < 2}. Then the bound

D355 o, S 27 sl

follows quickly. (14.3) follows in this case.

(ii) The case my < min{0,ma}, that is, pjm,m, = 27™. Lemma 13.8 (combined with
Theorem 2.9) shows that we have

|| Dilg—jmmy T3

Gl Hops S 270l s,

J+1

Using that X 7' Qjmy = 270 7™ X 11 o £, whete Xjmymaf = F¥6\ o, my and {6 myms -

me > my} C C°(B%(2)) is a bounded set, the bound

Dl T o S 27 I,

follows easily. Combining these two estimates, (14.3) follows.

(iii) The case ma < min{0,my}, that is pjm,.m, = 272, Now we use an integration by
parts argument as in the proof of Proposition 13.3 to obtain

| Dily—j—my Ty

G lop,, <2772 lislls, -

Using Lemma 13.8 (combined with Theorem 2.9), as above, we have

. _
IDilg--ma T3 12 o, < 27 0l 5,

Combining these two estimates yields (14.3) in this last case and the proof is complete. 0

ez Tj"ijjrl o converges in the strong operator topology

as operators L? — L? (with equiconvergence with respect to the {(by,...,by) : ||[|billcc < C})
and the estimates

() [, S min {2 O up s s 5510} TT Wl
JEZ i=1

for suitable M < 1, and

(145) SOy S, s S sl log? (1 ) e

m]p=—00 mMa=—00 jEZ =1

Proposition 14.3. For each my,ma, >

hold.

Proof. With Lemma 14.2 in hand, (14.4) is based on almost orthogonality (Lemma 9.1) and
follows just as in the proof of Proposition 13.4. (14.5) follows after summing in my, ma. O

We combine the above results with several applications of Theorem 8.22 to prove our last
proposition.
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Proposition 14.4. For1 <li,ls <n+ 2,

mi,ma2
H > T,

, S Sup I5j 1121 log? (1 + nI.) H 16| co-

. L2 L

J,mi1,m2 =1
The sum converges in the strong operator topology, with equiconvergence with respect to {(b1,...,by) :
[1billc < C}.
Proof. For r € Z define

j:mlymZ:
min{j7j+m17j+m2}:T
Note that 3.7 Srii s = D2 mymeez Tﬁll;;m, and Lemma 14.2 shows
. M
(14'6) HDﬂZ*"ST,hJQHop/E 5 n sup ngulge H HblHOCH
J 1#l1,l2
and
(14.7) 1Dl S, 5|y, < 087+ Loy sup il [T ol
J #1112

By Proposition 14.3,

|32 Senstne| g SRl log*(1-+ L) T 1o
reZ i=1

and using (14.6), (14.7), Theorem 8.22 shows

|3 Srasinsa] i, S Gupllgl g+ ar) (.
reZ i=1

Here we have convergence in the strong operator topology (as operators H! — L'), with
equicontinuity with respect to by, ..., b, in bounded subsets of L°>°(R%). Using the definition of
Sy, this is equivalent to

|2 Srtmsa]] 0 Sspllglr og@+ar) T Il
rez l#l2,n+2

with convergence in the strong operator topology (as operators H' — L') with equicontinuity
with respect to by, [ ¢ {lo,n + 2}, in bounded subsets of L>°(R?). This argument will now
be used repeatedly. Using this L' — L' result together with (14.6) and (14.7), Theorem 8.22

shows
|3 Sriamsa] . S swplsllislog® 04y TT il
rez l#£l2,n+2
Taking transposes, this shows
| sz, Sswplglortog’@+ar) T Il

reZ l#l2,n+2

Using this, (14.6) and (14.7), Theorem 8.22 shows

|3 Semseas),, S swlslimtog?@+nr) T il
rez J l#l2,n+2
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Using the definition of S, ,, this is equivalent to

I s, Sswlglotog®+are) T [0l
reZ J

111,12
Finally, using this again with (14.6) and (14.7), one last application of Theorem 8.22 completes
the proof of the proposition. O

H'—L

15. INTERPOLATION

We use complex interpolation to show that the LP! x --. x LP»+2 estimates in Theorem 2.8
follow from the special case in Theorem 2.10, together with Theorem 2.9.

Let K =3, gj@]) be as in the assumption of Theorem 2.8 with sup ||s;||5. < co. Define for a
permutation w of {1,...,n + 2}

AZ[K](b1, - -+ bny2) = AK](bo(1ys - - - beo(nt2))
so that AZ[K] = A[K®] with
K® =% (tos)®)

J
where £, is as in Theorem 2.9. There is & > ¢(g), B > 1, both independent of n, such that for
all permutations [[{50o||p, < Bn?|<||s. and [[{zo |z = |[c][z1. As a consequence we get for any

pair ly,ly € {1,...,n+ 2}, 1 # [ the estimate
|A[K] (b1, - -, byt2)]

Bn?supjey |Ils, )
SUPjez ”ngLl

TT erllo) Hew b s

< Cor g on” sup [|5;l| 1 log? (2 + 7
7 1¢{l1,l2}

Jje

a5.0) < A(TT oulloo )l ol s
1¢{l1,l2}

where 1+ < p <2 and
sup;ez |55l 8,

A= 3BCy gsn?sup ;|11 log® (2 +n—=—7——"-).
JEZL Supjez Il

Let R be the set of points (pl_l, .. ,p;_b) € [0,1]"*2 for which the inequality

n+2

(15.2) ALK (b, . bog2)| < AT 1bil,
=1
holds for all (b1, ...,bpy2) € LPL(RY) x -+ x LPr+2(RY).

We note that if Py = (pi(l), . ,p;}ﬂ’o) and P = (pl_j, . ,p;_b’l) both belong to R then, by
complex interpolation for multilinear functionals, we also have for 0 <9 <1

n+2

ALK (b, .. bog2)| < AT Ibillzeio roiny,
i=1
where [-,]g denotes Calderén’s complex interpolation method, see Theorem 4.4.1 in [1]. By

Theorem 5.1.1 in [1] (a version of the Riesz-Thorin theorem) we have the identification of the
complex interpolation norm with the standard L? norm:

1 fllizrio Loy, = [ fllze,  p™" = (1= Dpyg +Ipiy-
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We conclude that the set R is convex. Denote by e;, ¢ = 1,...,n + 2, the standard basis in
R™*2. By (15.1), R contains all points in R™*2 of the form

4] 1

Pig0) = 58+ 1359

i # 7.

Let
n+2

‘Bgz{mGRnJrz:in:l, ngj§(5—|—1)71,j:1,...,n+2}.
=1

Bs is a compact convex subset of R"™2, of dimension n+1. It is easy to see that {P; ;(0) : i # 5}
is the set of the extreme points of Bs. By Minkowski’s theorem (see e.g. Theorem 2.1.9 in [24])
every point in ;5 is a convex combination of (at most n + 2 of) the extreme points P; ;(6).
Thus we can conclude

q35 - R>
and we have verified (15.2) for all (n + 2)-tuples of exponents p;, with Z?;Ll? p;t =1 and
1+ <p; < oo. This completes the proof. O
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