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To Fulvio Ricci, with gratitude.



Preface

On 25–29 June 2018 the INdAM Meeting “Geometric Aspects of Harmonic
Analysis” took place in Cortona. This conference, which saw the participation of
over 120 mathematicians from around the world, was organised on the occasion of
Fulvio Ricci’s 70th birthday.

This short introduction is not meant to discuss the interest and relevance of Fulvio
Ricci’s mathematical contributions, which are witnessed by his bright career, the
quality of his scientific production, the awards he received and the level of the
scholars who participated in the conference. Some words in that direction can be
found in the letter by Elias Stein included in this volume. Instead, we would like
to express our appreciation of Fulvio and our gratitude to him for the humanity, the
rigour, the fairness he has always shown in mathematics and life and, last but not
least, his great openness to interact and collaborate with mathematicians of all ages
and from all over the world.

This volume originated in talks given in Cortona and presents timely syntheses of
several major fields of mathematics as well as original research articles contributed
by some of the finest mathematicians working in these areas.

It is our pleasure to thank all the organisations that contributed generously to the
conference with their financial support: the Istituto Nazionale di Alta Matematica-
INdAM, the Clay Mathematics Institute, the US National Science Foundation, the
Scuola Normale Superiore di Pisa, the Università degli Studi di Milano Bicocca,
and the Università degli Studi di Padova. Special thanks are due to the University of
Wisconsin–Madison, which kindly hosted the website of the conference.

On behalf of the entire organising committee of the conference we would like
to acknowledge our great appreciation to the director of INdAM, Professor Giorgio
Patrizio, and to the former director of SNS, Professor Vincenzo Barone. Their efforts
and suggestions helped to make this a most fruitful and enjoyable meeting.

We are also pleased to thank all the speakers for the distinguished and outstand-
ing lectures they gave.
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viii Preface

It is our pleasure to thank all people working at the Centro Convegni
Sant’Agostino and the Palazzone, which were the meeting’s venues, for their
friendliness, kindness and effectiveness; special thanks are particularly due to Mrs
Rita Santiccioli and Mrs Benedetta Biagiotti.

We owe a debt of gratitude to all the other organisers of the conference: Luigi
Ambrosio, Gian Maria Dall’Ara, Bianca Di Blasio, and especially the US organisers
Loredana Lanzani, Betsy Stovall and Brian Street, who applied for the NSF funding.

Finally, we would like to take this opportunity to thank all the participants in the
conference. We hope that the warm atmosphere of those days in Cortona will be a
nice memory for all of them.

Padova, Italy Paolo Ciatti
Birmingham, UK Alessio Martini
October 2020



At the Occasion of Fulvio’s Conference

Elias M. Stein could not attend the June 2018 conference in Cortona. Instead, he
sent a letter, which was read during the conference and is reproduced below.

Dear Fulvio and friends,
I’m sorry that I’m missing this wonderful celebration in your honor, Fulvio—I

can only blame my overly cautious doctor for this. But I want to take this opportunity
to say a few words of appreciation of your many remarkable achievements, and then
indulge in a few reminiscences.

First, we all know and recognize that your work continues to have broad impact
and wide influence—indeed your efforts have played a major role in transforming
a number of diverse area in analysis. Your constant urge to try to look at things
differently, your deep insights, great energy, and your keen appreciation for what is
really important, has made all of this possible. In working with others (you’ve had at
least 20 collaborators), your wisdom and warmth have brought out the best in your
coworkers, and in many cases made them even better than they thought possible, as
I can readily attest.

I will indicate the sweep of your interests and contributions by sketching only a
partial list of the main areas of your work.

• Harmonic analysis of singular integrals of Radon-type on nilpotent groups.
• Geometry and analysis of non-symmetric harmonic spaces, and the study of their

boundary groups.
• The theory of solvability of invariant differential operators on the Heisenberg

group.
• The study of maximal functions and singular integrals associated to polynomial

maps.
• Spectral multipliers on the Heisenberg group, their connection with the Hodge-

Laplacian, and the origin of flag kernels.
• The general theory of operators with flag kernels on nilpotent groups, and most

recently, the theory of singular integrals controlled by multiple norms.

ix



x At the Occasion of Fulvio’s Conference

Fulvio—allow me now to come to some personal recollections. I’m not sure
when we first met. It might have been before 1980, but we really got to know each
other a few years later when you came to the Institute for the whole academic year
with Sandra and Alberto. We began working together then, and wrote a nice (but
forgettable) paper. However what was important is that we learned to appreciate
each other, that we had mathematical empathy, and that we could easily talk together
in that common language we both loved.

There followed a series of visits by you in Princeton, and by me in Torino.
Besides all the mathematics we did together—which I will always treasure—I
remember with nostalgia the hotel Bologna near the train station, the cafes in the
elegant Piazza San Carlo, and the pleasant walks to the Politecnico where we worked
all day, interrupted only by lunch (not at a mensa!), but with paninis in the nice cafes
in the area.

We also had the good fortune to twice spend one-week stays during the summer
(with our families and a few friends) at the Villa Ronconi, right on the shore of Lake
Como, with its marvelous grounds and stunning views. However, soon thereafter
my university, in its wisdom, decided to dispose of this unique holding, and we
were thus expelled from our own private paradise. Nevertheless, a few years later
we had the lucky chance to spend (again with our families and some good friends) a
summer month in Berkeley. While not paradise, Berkeley and its surroundings were
the next best thing on earth! It was there that Alex Nagel joined our collaboration,
and a few years later we also attracted Steve Wainger to our common effort.

And now, after these few warm recollections of the past, I come to some words
about the present and future. Having myself passed this milestone a number of years
ago, I can say with some certainty that this is a new beginning—maybe not what one
would like as an ideal starting point—but nevertheless bracing, full of interesting
challenges to undertake and try to master, and rich in the achievements that can be
hoped for, and the joy and satisfaction they entail. So with this in view, I wish you
all the best of fortune in your further life and adventures!

Happy birthday!
Eli
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An Extension Problem and Hardy Type
Inequalities for the Grushin Operator

Rakesh Balhara, Pradeep Boggarapu, and Sundaram Thangavelu

Dedicated to Professor F. Ricci on his 70th birthday

Abstract In this paper we study the extension problem associated to the Grushin
operatorG = −�−|x|2∂2

w on R
n+1 and use the solutions to prove trace Hardy and

Hardy inequalities for fractional powers ofG.

Keywords Grushin operator · Extension problem · Hardy and trace Hardy
Inequalities

1 Introduction and Main Results

In this article we are interested in proving Hardy type inequalities for fractional
powers of the Grushin operatorG = −�− |ξ |2∂2

w on R
n+1. Recall that in the case

of Laplacian� on R
n such inequalities are well known and there is a vast literature

on the topic. For 0 < s < 1, two kinds of Hardy inequalities for the fractional
powers (−�)s/2 have been studied. The inequality

((−�)s/2f, f ) � cn,s
∫
R
n

|f (x)|2
(1 + |x|2)s dx
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2 R. Balhara et al.

with a sharp explicit constant cn,s is known as Hardy’s inequality with non-
homogeneous weight function whereas the inequality

((−�)s/2f, f ) � Cn,s
∫
R
n

|f (x)|2
|x|s dx

is the Hardy inequality with homogeneous weight. The constant Cn,s is also known
to be sharp and explicit. It is of interest to prove such inequalities when� is replaced
by more general elliptic/subelliptic operator. A particularly interesting case is the
one where we have the sublaplacian L on Heisenberg groups H

n in place of the
Laplacian �. In the articles [13] and [14] the authors have established Hardy type
inequalities for (conformally invariant) fractional powers of L.

In this work we are mainly interested in proving Hardy type inequalities for
fractional powers ofG. There are several ways of proving Hardy inequalities for the
Laplacian, see [2, 10] and [20]. For the case of sublaplacian L the authors in [13]
have used the method of ground state representation developed by Frank, Lieb and
Seiringer [9] in proving a version of Hardy inequality for the sublaplacian with non-
homogeneous weight. Later, in [14] the same authors have used a different method
in proving analogues of both inequalities making use of solutions of the so called
extension problem for the sublaplacian. The extension problem for the Laplacian
studied by Caffarelli and Silvestre [4] deals with the initial value problem

(�+ ∂2
ρ + 1 − s

ρ
∂ρ)u(x, ρ) = 0, u(x, 0) = f (x), x ∈ R

n, ρ > 0.

The solutions of this problem can be written down explicitly and using them one
proves the following inequality known as trace Hardy inequality: for reasonable
real valued functions ϕ from the domain of (−�)s/2 one has

∫ ∞

0

∫
R
n
|∇x,ρu(x, ρ)|2ρ1−sdxdρ ≥ cs

∫
R
n
u(x, 0)2

(−�)s/2ϕ(x)
ϕ(x)

dx

valid for all real valued functions f ∈ C∞
0 (R

n+1). When u is a solution of the
extension problem with initial condition f , the left hand side of the above reduces to
a constant multiple of ((−�)s/2f, f ). Further, the choice ϕ(x) = (1+|x|2)−(n−s)/2
allows us to simplify the right hand side and we obtain the Hardy inequality

((−�)s/2f, f ) ≥ cn,s
∫
R
n

|f (x)|2
(1 + |x|2)s dx.

When f (x) = (1 + |x|2)−(n−s)/2 both sides of the above inequality are equal with

cn,s = 2s
�( n+s2 )

�( n−s2 )
.

All of these are well known in the case of the Laplacian on R
n. Recently, in

[14] the authors have carried out similar analysis for the sublaplacian L on the
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Heisenberg group H
n. Our aim in this article is to show that the same analysis can

be done also for the case of the Grushin operator. Thus we will be studying the
extension problem for the Grushin operator and use the solutions to prove trace
Hardy and Hardy inequalities for fractional powers of the Grushin operator.

In the Euclidean case, an important role is played by the identity

(−�)s/2(1 + |x|2)−(n−s)/2 = 2s
�(n+s2 )

�(n−s2 )
(1 + |x|2)−(n+s)/2

which follows from the transformation property of the Macdonald function. This
can be easily proved by taking the Fourier transform: writing

ϕs(x) = (1 + |x|2)−(n+s)/2 = 1

�(n+s2 )

∫ ∞

0
e−t (1+|x|2)t

n+s
2 −1dt

and taking the Fourier transform we see that

ϕ̂s(ξ) = (4π)−n/2

�(n+s2 )

∫ ∞

0
e−t e−

1
4t |ξ |2 t

s
2 −1dt.

The integral on the right hand side is given in terms of the Macdonald function
K−s/2, see [12], page 407):

K−s/2(|ξ |2) = 2s/2−1|ξ |−s
∫ ∞

0
e−t e−

1
4t |ξ |2 t

s
2 −1dt.

The change of variables u = |ξ |2
4t proves that

|ξ |s ϕ̂−s (ξ) = 2s
�(n+s2 )

�(n−s2 )
ϕ̂s(ξ)

as desired. The corresponding identity used in the case of the sublaplacian L is the
Cowling-Haagerup [6] formula

Ls((1 + |z|2)2 + 16t2)−(n+1−s)/2 = 42s �(
n+1+s

2 )2

�(n+1−s
2 )2

((1 + |z|2)2 + 16t2)−(n+1+s)/2.

This identity is a consequence of certain transformation property of the Kummer’s
function. In our case we make use of the following relation which is the analogue
of the above identity:

G̃s((1 + |ξ |2)2 +w2)−(n+2−2s)/4 = 22s �(
n+2+2s

4 )2

�(n+2−2s
4 )2

((1 + |ξ |2)2 +w2)−(n+2+2s)/4.
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Here G̃s stands for the conformally invariant fractional power of the Grushin
operator and the above identity can be proved by expanding the functions involved
in terms of Laguerre functions and making use of an identity proved for Laguerre
operators in [5].

2 Preliminaries on the Grushin Operator

By the Grushin operator we mean the degenerate elliptic operator G = −� −
|ξ |2∂2

w, ξ ∈ R
n, w ∈ R on R

n+1. Here � stands for the standard Laplacian on R
n.

When f is an integrable function on R
n+1 let

f λ(ξ) =
∫ ∞

−∞
f (ξ,w)eiλwdw

stand for the inverse Fourier transform of f in the last variable. Then it follows
that (Gf )λ(ξ) = H(λ)f λ(ξ) where H(λ) = −� + λ2|x|2 is the scaled Hermite
operator on R

n. The spectral decomposition ofG can be written in terms of Hermite
expansions. Let Pk(λ) stand for the projections of L2(Rn) onto the k−th eigenspace
of H(λ) with eigenvalue (2k + n)|λ| so that

H(λ) =
∞∑
k=0

((2k + n)|λ|)Pk(λ).

Then the spectral decomposition of G is given by

Gf (ξ,w) = (2π)−1
∫ ∞

−∞
e−iλw

( ∞∑
k=0

((2k + n)|λ|)Pk(λ)f λ(ξ)
)
dλ.

For a bounded function m defined on the spectrum of G, viz. R+ we can define the
operatorm(G) by

m(G)f (ξ,w) = (2π)−1
∫ ∞

−∞
e−iλw

( ∞∑
k=0

m((2k + n)|λ|)Pk(λ)f λ(ξ)
)
dλ

which is clearly a bounded linear operator on L2(Rn+1). The choice m(a) =
e−ta, t > 0 leads to the heat semigroup e−tG generated by the Grushin operator.
For information on the spectral theory of the Hermite operator we refer to [17].

We make use of the following representation of the Heisenberg group H
n in

order to transfer operators in the Heisenberg setting into the setting of Grushin.
On L2(Rn+1) we define the representation π by

π(z, t)f (ξ,w) = f (ξ − y,w − t − ξ · x + 1

2
x · y), f ∈ L2(Rn+1), z = x + iy.
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It is easy to see that π is a strongly continuous unitary representation of H
n on

L2(Rn+1). More generally, for any f ∈ Lp(Rn+1), 1 ≤ p ≤ ∞, we can check that
π(z, t)f converges to f in Lp(Rn+1) as (z, t) goes to 0. The connection between
the sublaplacian L and the Grushin operator G arises from the following. We can
easily check that π(Xj ) = −ξj ∂∂w and π(Yj ) = − ∂

∂ξj
where Xj = ∂

∂xj
+ 1

2yj
∂
∂t

and Yj = ∂
∂yj

− 1
2xj

∂
∂t

are the vector fields on H
n which along with T = ∂

∂t
form

a basis for the Heisenberg Lie algebra. Thus we see that π(L) = G and this allows
us to express certain functions ofG in terms of operators related to L. For example,
the heat semigroup e−tG generated by the Grushin operator can be written as

e−tGf (ξ,w) =
∫
H
n
qt(z, a)π(z, a)f (ξ,w)dzda (1)

where qt (z, a) stands for the heat kernel associated to L. A simple proof of this goes
as follows.
∫
H
n
qt (z, a)π(z, a)f (ξ, w)dzda=

∫ ∞

−∞

∫
C
n
qt (z, a)f (ξ−y, w−a−ξ ·x+1

2
x·y)dzda

which by Plancherel theorem for the Euclidean Fourier transform simplifies to

∫
C
n

∫ ∞

−∞
e−iλweiλ(−x·ξ+

1
2x·y)qλt (z)f λ(ξ − y)dλdz.

Recalling the definition of the Schrödinger representation πλ(z, a) of Hn (see [18])
and using the fact that qt (x + iy, a) is even in y we get

∫
H
n
qt (z, a)π(z, a)f (ξ,w)dzda =

∫ ∞

−∞

∫
C
n
e−iλwqλt (z)πλ(z, 0)f λ(ξ)dzdλ.

But it is well known that
∫
C
n
qλt (z)πλ(z, 0)dz =

∫
H
n
qt(z, a)πλ(z, a)dzda = e−tH(λ)

(see Sections 2.8, 2.9 in [18]). In view of the spectral resolution of G we obtain the
desired representation:

∫
H
n
qt (z, a)π(z, a)f (ξ,w)dzda = e−tGf (ξ,w).

The above representation gives us an easy proof of the fact that e−tGf converges
to f in Lp(Rn+1) for all 1 ≤ p <∞. This can be seen as follows. It is well known
that qt is a Schwartz class function H

n with
∫
H
n qt (z, a)dzda = 1 and it satisfies

qt (z, a) = t−n−1q1(t
−1/2z, t−1a). Therefore, making a change of variables in (1)
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we get

e−tGf − f =
∫
H
n
q1(z, a)

(
π(t1/2z, ta)f − f )dzda (2)

from which our claim is immediate. More generally, the following is true and we
will make use of it later.

Lemma 1 Suppose ϕ ∈ L1(Hn) with
∫
H
n ϕ(z, a)dzda = c and for t > 0

define ϕt(z, a) = t−n−1ϕ(t−1/2z, t−1a). Then for any f ∈ Lp(Rn+1), 1 ≤ p <

∞, π(ϕt )f converges to cf in the norm as t → 0.

3 An Extension Problem for the Grushin Operator

In this section we study the following extension problem for the Grushin operator
G. Given f ∈ Lp(Rn+1) we are interested in finding solutions u(ξ,w, ρ) of the
equation

(−G+ ∂2
ρ+ 1 − 2s

ρ
∂ρ + 1

4
ρ2∂2

w

)
u(ξ,w, ρ) = 0, u(ξ,w, 0) = f (ξ,w). (3)

It might appear to be natural to study the extension problem

( −G+ ∂2
ρ + 1 − 2s

ρ
∂ρ
)
u(ξ,w, ρ) = 0, u(ξ,w, 0) = f (ξ,w) (4)

instead of the above. However, the problem (3) is more suitable for the study of trace
Hardy and Hardy inequalities. The solutions of (4) are related to pure powersGs of
the Grushin operator whereas those of (3) are related to the conformally invariant
fractional powersGs (see Section 4 for the definitions ofGs andGs). A solution of
(4) is given by the following formula of Stinga–Torrea [15]:

u(ξ,w, ρ) = ρ2s

�(s)

∫ ∞

0
e−

1
4t ρ

2
e−tGf (ξ,w)t−s−1dt (5)

where e−tG is the heat semigroup generated by G. Then it is not difficult to see
that u(ξ,w, ρ) solves (4) and u(ξ,w, ρ) converges to f in Lp(Rn+1) as ρ → 0
for 1 ≤ p < ∞. It is also known, see [15], that ρ1−2s∂ρu(ξ,w, ρ) converges to a
constant multiple of Gsf as ρ → 0.

By modifying the Stinga–Torrea formula (5) we can also write down a solution
of the extension problem (3). Let pt,s(ρ,w) be the heat kernel associated to the
generalised sublaplacian (see [1])

L(s) = ∂2
ρ + 1 + 2s

ρ
∂ρ + 1

4
ρ2∂2

w
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on R
+ × R. Then the solution of the above extension problem can be written down

explicitly in terms of the function e−tGf . Indeed, we have the following analogue
of the Stinga–Torrea formula.

Theorem 2 For f ∈ Lp(Rn+1), 1 ≤ p ≤ ∞ a solution of the extension problem
(3) is given by

u(ξ,w, ρ) = ρ2s
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)e−tGf (ξ,w −w′)dw′dt. (6)

As ρ tends to zero, the solution u(ξ,w, ρ) converges to Csf in Lp(Rn+1) for 1 ≤
p <∞ where Cs = 1

4�(s)π
−s−1.

Proof Applying G to the function u and noting that e−tGf (ξ,w) satisfies the heat
equation −Gut(ξ,w) = ∂tut (ξ,w) we see that

Gu(ξ,w, ρ) = −ρ2s
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)∂t e−tGf (ξ,w − w′)dw′dt.

Integrating by parts in the t variable we can transfer the t derivative to pt,s(ρ,w)
and since it satisfies the heat equation associated to L(s) we obtain

Gu(ξ,w, ρ) = ρ2s(∂2
ρ + 1 + 2s

ρ
∂ρ + 1

4
ρ2∂2

w

)

×
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)∂t e−tGf (ξ,w −w′)dw′dt.

A simple calculation shows that

ρ2s(∂2
ρ+

1 + 2s

ρ
∂ρ+1

4
ρ2∂2

w

)
v(ξ,w, ρ) = (

∂2
ρ+

1 − 2s

ρ
∂ρ+1

4
ρ2∂2

w

)
(ρ2sv(ξ,w, ρ))

for any function v(ξ,w, ρ). This proves that u satisfies the extension problem.
Since the heat semigroup e−tG is contractive on Lp spaces it follows that

‖u(·, ρ)‖p ≤ ρ2s
( ∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)dw′dt
)
‖f ‖p.

We also know that (see [1])

∫ ∞

−∞
pt,s(ρ,w)e

iλwdw = (4π)−s−1
( λ

sinh(tλ)

)s+1
e−

1
4λ coth(tλ)ρ2

.



8 R. Balhara et al.

In view of this we obtain

‖u(·, ρ)‖p ≤ Cρ2s
( ∫ ∞

0
e−

1
4t ρ

2
t−s−1dt

)
‖f ‖p ≤ C‖f ‖p.

In order to prove that u(·, ρ) converges to f we make use of the fact that e−tGf
converges to f in Lp(Rn+1) as t tends to zero for 1 ≤ p < ∞. From the explicit
form of pt,s(ρ,w) we note that pρ2t,s(ρ,w) = ρ−2s−4pt,s(1, w/ρ2). Thus the
solution u of the extension problem is given by the integral

u(ξ,w, ρ) = ρ−2
∫ ∞

0

∫ ∞

−∞
pt,s(1, w′/ρ2)e−tρ2Gf (ξ,w − w′)dw′dt.

Letting

Cs = ρ−2
∫ ∞

0

∫ ∞

−∞
pt,s(1, w′/ρ2)dw′dt

= (4π)−s−1
∫ ∞

0
t−s−1e−

1
4t dt = 1

4
�(s)π−s−1

we write u(ξ,w, ρ) − Csf (ξ,w) as the sum of the following two terms:

I1(ξ,w, ρ)= ρ−2
∫ ∞

0

∫ ∞

−∞
pt,s(1, w

′/ρ2)
(
e−tρ2Gf (ξ,w−w′)−f (ξ,w−w′)

)
dw′dt

and

I2(ξ,w, ρ) = ρ−2
∫ ∞

0

∫ ∞

−∞
pt,s(1, w′/ρ2)

(
f (ξ,w −w′)− f (ξ,w))dw′dt.

Clearly,

‖I1‖p ≤ ρ−2
∫ ∞

0

∫ ∞

−∞
pt,s(1, w′/ρ2)‖e−tρ2Gf − f ‖pdw′dt

and hence converges to zero as ρ goes to zero. On the other hand ‖I2‖p also
converges to zero as translation is continuous on Lp and pt,s(ρ,w) satisfies the

estimate pt,s(ρ,w) ≤ Ct−s−1e− c
t
(ρ2+|w|) for some constants C and c. 
�

Remark 3 The solution of the extension problem for the Grushin operator given in
(6) can be written as ρ2sπ(
s,ρ) for a suitable function 
s,ρ on the Heisenberg
group. In fact let us define


s,ρ(z,w) =
∫ ∞

0

( ∫ ∞

−∞
pt,s(ρ,w

′)pt (z,w −w′)dw′)dt.
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Using the fact that π(pt ) = e−tG it can be easily shown that

ρ2sπ(
s,ρ) = ρ2s
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)π(0, w′)e−tGdt.

Since π(0, w′)f (ξ,w) = f (ξ,w −w′) it follows that

ρ2sπ(
s,ρ)f (ξ,w) = ρ2s
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)e−tGf (ξ,w −w′)dt (7)

is the solution defined in (6). Using the homogeneity properties of the heat kernels
pt,s and pt we can check that ρ2s
s,ρ(z,w) = ρ−2n−2
s,1(ρ

−1z, ρ−2w) and
‖
s,1‖L1(Hn) = 1

4�(s)π
−1−s . Thus the solution of the extension problem is given

by

u(ξ,w, ρ) = ρ−2n−2
∫
H
n

s,1(ρ

−1z, ρ−2a)π(z, a)f (ξ,w)dzda (8)

which gives, in view of Lemma 1, another proof that u(ξ,w, ρ) converges to
1
4�(s)π

−1−sf (ξ,w) as ρ goes to 0.

Remark 4 We can also rewrite the solution in the form

u(ξ,w, ρ) =
∫
R
n+1
Kρ(ξ, y,w −w′)f (y,w′)dydw′

where the kernelKρ satisfies the homogeneity condition

Kρ(x, y,w) = ρ−n−2K1(ρ
−1x, ρ−1y, ρ−2w).

The kernel Kρ is expressible in terms of 
s,ρ . We also remark that the functions

s,ρ are known explicitly (see [13]). By using explicit formulas for the kernels pt,s
and pt we can calculate the above integral obtaining


s,ρ(z,w) = C1(n, s)
(
(ρ2 + |z|2)2 +w2)−(n+1+s)/2

,

where C1(n, s) = 2n+s−1π−n−s−2�
(
n+1+s

2

)2
.

In the above theorem we have shown that the solution defined by (6) satisfies
the uniform estimates ‖u(·, ρ)‖p ≤ C‖f ‖p. It is therefore natural to ask if all the
solutions of (3) satisfying the uniform estimates ‖u(·, ρ)‖p ≤ C, ρ > 0 are given
by the formula (6) for some f ∈ Lp(Rn+1).

Theorem 5 Assume 1 ≤ p < ∞ and let u(ξ,w, ρ) be a solution of the extension
problem (3) which satisfies the uniform estimates ‖u(·, ρ)‖p ≤ C, ρ > 0. Then
there exists a unique f ∈ Lp(Rn+1) such that u can be expressed as in (6).
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Proof Under the hypothesis on u it follows that there is a subsequence ρk tending
to 0 and an f ∈ Lp(Rn+1) such that u(ξ,w, ρk) converges to f weakly. With this
f let us define

v(ξ,w, ρ) = ρ2s
∫ ∞

0

∫ ∞

−∞
pt,s(ρ,w

′)e−tGf (ξ,w −w′)dw′dt.

The theorem will follow once we show that u = v. In order to prove this we
make use of the uniqueness theorem for solutions of the extension problem for the
sublaplacian proved in [14]. This theorem for the sublaplacian was proved as an
easy consequence of results from [3] and [7].

We make use of the fact that L(π(z, t)ϕ,ψ)) = (π(z, t)Gϕ,ψ) for any two
functions ϕ,ψ on R

n+1. Therefore, if u(ξ,w, ρ) is a solution of the extension
problem for the Grushin operator with initial value 0 then for any ϕ ∈ Lp′

(Rn+1)

( − L + ∂2
ρ + 1 − 2s

ρ
∂ρ + 1

4
ρ2∂2

t

)(
π(z, t)u(·, ρ), ϕ)

= (
π(z, t)(−G+ ∂2

ρ + 1 − 2s

ρ
∂ρ + 1

4
ρ2∂2

w)u(·, ρ), ϕ
) = 0.

Hence the hypothesis on u shows that ‖(π(·, ·)u(·, ρ), ϕ)‖∞ ≤ C and so by the
uniqueness theorem for the sublaplacian (see Theorem 1.1 in [14]) we conclude that
(π(z, t)u(·, ρ), ϕ) = 0 for all ϕ and hence u = 0. 
�

4 Fractional Powers of the Grushin Operator

Given a bounded functionm on the spectrum ofG one can define the operatorm(G)
via spectral theorem by

m(G)f (ξ,w) = (2π)−1
∫ ∞

−∞
e−iλwm(H(λ))f λ(x)dλ.

Thus we can think of m(G) as an operator valued multiplier for the Euclidean
Fourier transform on R. Indeed, by identifying L2(Rn+1) with L2(R,X) where
X = L2(Rn) the above can be rewritten as

m(G)F(w) = (2π)−1
∫ ∞

−∞
e−iλwM(λ)F̂ (λ) dλ

where F(w)(ξ) = f (ξ,w) and M(λ) = m(H(λ)). Assuming that m(H(λ)) is
a bounded linear operator on X = L2(Rn) the above is precisely the definition
of operator valued Fourier multipliers studied by L. Weis in [19]. The operator
valued functionM(λ) is known as the multiplier corresponding to m(G). With this
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terminology, the fractional powersGs, 0 < s < 1 are defined via the multiplier

Ms(λ) = (2|λ|)s
∞∑
k=0

�( 2k+n+1+s
2 )

�( 2k+n+1−s
2 )

Pk(λ).

More explicitly,

Gsf (ξ,w) = (2π)−1
∫ ∞

−∞
e−iλw(2|λ|)s

( ∞∑
k=0

�( 2k+n+1+s
2 )

�( 2k+n+1−s
2 )

Pk(λ)
)
f λ(ξ)dλ.

Observe that Gsf is well defined as an L2 function under the assumption that

Ms(λ)f
λ(ξ) is an L2 function of (ξ, λ) on R

n+1. By Stirling’s formula,
�( 2k+n+1+s

2 )

�( 2k+n+1−s
2 )

behaves like (2k+n)s and henceGsf will be inL2(Rn+1) if for every λ,H(λ)sf λ ∈
L2(Rn) and

∫ ∞

−∞

∫
R
n
|H(λ)sf λ(ξ)|2dξdλ <∞.

The domain of Gs consists precisely of those f ∈ L2(Rn+1) for which the above
condition is satisfied. It is clear that all Schwartz functions are in the domain and
thereforeGs is densely defined.

Returning to the solution of the extension problem (3) we can now prove the
following result which is the analogue of the result proved in [4] (see equation (3.1))
for the Laplacian on R

n.

Theorem 6 Assume 0 < s < 1 and let f ∈ Lp ∩ L2(Rn+1) be such thatGsf also
belongs to Lp ∩ L2(Rn+1). Let u(ξ,w, ρ) be the solution of the extension problem
(3) defined by (6). Then−ρ1−2s∂ρu(ξ,w, ρ) converges to BsGsf in Lp∩L2(Rn+1)

as ρ goes to 0, where Bs = 2−1−2sπ−1−s�(1 − s).
Proof In order to prove this theorem we make use of the formula (7) for the solution
of the extension problem. We claim that there is an explicit constant Cn,s such
that −ρ1−2s∂ρ

(
ρ2sπ(
s,ρ)

) = Cn,sπ(ψs,ρ)Gs as operators where ψs,ρ(z,w) =
ρ−2n−2ψs,1(ρ

−1z, ρ−2w) with ‖ψs,1‖L1(Hn) = C2(n, s), where

C2(n, s) = 2−n+sπn+1�(1 − s)/�
(n+ 1 − s

2

)2
.

Once we have this claim, it follows from Remark 3 that −ρ1−2s∂ρu(ξ,w, ρ) =
Cn,sπ(ψs,ρ)Gsf (ξ,w) and hence the theorem follows from Lemma 1 with Bs =
Cn,sC2(n, s). In order to prove the claim, we make use of the formula

Ls
−s,ρ(z,w) = (2π)2sρ2s
s,ρ(z,w) (9)
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which has been proved in Cowling–Haagerup [6] (see also [5]). Here Ls is the
conformally invariant fractional power of the sublaplacian which is defined by the
relation L̂sf (λ) = f̂ (λ)Ms(λ) where Ms(λ) is the same family of operators used
in the definition ofGs and f̂ stands for the operator valued group Fourier transform
of f on H

n. From (9) we obtain

π(
−s,ρ)Gsf (ξ,w) = (2π)2sρ2sπ(
s,ρ)f (ξ,w) = (2π)2su(ξ,w, ρ). (10)

In [14] the authors have calculated that −ρ1−2s∂ρϕ−s,ρ =ρ−2n−2ψs,1(ρ
−1z, ρ−2w)

for an explicit function ψs,1 and constant C2(n, s), where ϕs,ρ(z,w) = ((ρ2 +
|z|2)2 + 16w2)− n+s+1

2 . Thus differentiating both sides of (10) by ρ and multiplying
by −ρ1−2s , we obtain

C1(n,−s)π(ψs,p)Gsf (ξ,w) = −(2π)2sρ1−2s∂ρu(ξ,w, ρ).

This proves our claim with Cn,s=(2π)−2sC1(n,−s)=2n−3s−1π−n−s−2�(n+1−s
2 )2.

Finally we calculate Bs using the value of C2(n, s) calculated in [14]:

Bs =
(

2n−3s−1π−n−s−2�(
n+ 1 − s

2
)2
)

×
(

2−n+sπn+1�(1 − s)/�(n + 1 − s
2

)2
)

= 2−1−2sπ−1−s�(1 − s).

The proof is complete. 
�

5 Trace Hardy and Hardy Inequalities

Consider the vector fieldsXj = ξj ∂∂w , Yj = ∂
∂ξj

and T = 1
2ρ

∂
∂w

on R
n+1 ×R

+. Let

X be one of these vector fields. For real valued functions u, v defined on R
n+1 ×R

+
consider

∫ ∞

0

∫
R
n+1

(
Xu− u

v
Xv

)2
ρ1−2s dξ dwdρ.

Using integration by parts and assuming that u and v are such that u
2

v
Xv vanishes

at infinity, we have

∫
R
n+1

u

v
XuXv dξdw = −

∫
R
n+1

u

v
XuXv dξdw −

∫
R
n+1
u2X(

1

v
Xv) dξdw.
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Simplifying, we get

∫
R
n+1

u2

v2 (Xv)
2 dξ − 2

∫
R
n+1

u

v
XuXv dξ =

∫
R
n+1

u2

v
X2v dξ. (11)

Consequently,

∫ ∞

0

∫
R
n+1

(
Xu− u

v
Xv

)2
ρ1−2s dξ dwdρ

=
∫ ∞

0

∫
R
n+1
(Xu)2ρ1−2s dξ dwdρ +

∫ ∞

0

∫
R
n+1

u2

v
(X2v)ρ1−2s dξ dwdρ.

In a similar way, using integration by parts, we can check that

∫ ∞

0

u2

v2 (∂ρv)
2ρ1−2s dρ − 2

∫ ∞

0

u

v
∂ρu ∂ρv ρ

1−2s dρ

=
∫ ∞

0

u2

v
∂ρ(ρ

1−2s∂ρv) dρ + lim
ρ→0

(
u2

v
ρ1−2s∂ρv

)

which leads to the equation

∫ ∞

0

∫
R
n+1

(
∂ρu− u

v
∂ρv

)2
ρ1−2s dξ dρ

=
∫ ∞

0

∫
R
n+1
(∂ρu)

2ρ1−2s dξ dρ +
∫ ∞

0

∫
R
n+1

u2

v
∂ρ(ρ

1−2s∂ρv)ρ
1−2s dξ dρ

+
∫
R
n+1

u2(ξ, 0)

v(ξ, 0)
lim
ρ→0

(ρ1−2s∂ρv)(ξ, ρ) dξ.

Let us now consider the gradient

∇u = (X1u, · · · ,Xnu, Y1u, · · · , Ynu, 1

2
ρ ∂wu, ∂ρu). (12)

Adding the above equations we obtain the identity

∫ ∞

0

∫
R
n+1

|∇u− u

v
∇v|2ρ1−2s dξ dwdρ =

∫ ∞

0

∫
R
n+1

|∇u|2ρ1−2s dξ dwdρ

+
∫
R
n+1

u2(ξ, 0)

v(ξ, 0)
lim
ρ→0

(ρ1−2s∂ρv)(ξ, ρ) dξ dwdρ

+
∫ ∞

0

∫
R
n+1

u2

v
(−G+ 1

4
ρ2∂2

w + ∂ρ)(ρ1−2s∂ρv)dξ dwdρ.
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If v solves the extension problem

(
−G+ ∂2

ρ + 1 − 2s

ρ
∂ρ + 1

4
ρ2∂2

w

)
v(ξ, ρ) = 0,

then the last term in the above vanishes. As the left hand side is non-negative, this
leads to the following inequality known as trace Hardy inequality in the literature.

Proposition 7 Let u be a real valued compactly supported continuous function on
R
n+1 × [0,∞) which is smooth for ρ > 0. Let v be a real valued function which

solves the extension problem for the Grushin operator. Then

∫ ∞

0

∫
R
n+1

|∇u(ξ,w, ρ)|2ρ1−2s dξ dwdρ

� −
∫
R
n+1

u2(ξ,w, 0)

v(ξ,w, 0)
lim
ρ→0

(ρ1−2s∂ρv)(ξ,w, ρ) dξdw.

When v is the solution of the extension problem for the Grushin operator
G with initial condition ϕ ∈ L2(Rn+1) defined by (6) then we have proved
that limρ→0 ρ

1−2s∂ρv = −BsGsϕ where Bs is given in Theorem 4.1. Thus the
inequality in the above proposition takes the form

∫ ∞

0

∫
R
n+1

|∇u(ξ,w, ρ)|2ρ1−2s dξ dwdρ� cs
∫
R
n+1

u2(ξ,w, 0)

ϕ(ξ,w)
Gsϕ(ξ,w, ρ) dξdw

where cs = 21−2s �(1−s)
�(s)

. In the case of the sublaplacian on H-type groups, there are
explicit functions ϕs,δ such that Lsϕ−s,δ = δsCn,sϕs,δ with explicit constant Cn,s
which have allowed the authors in [14] to simplify the quotient Lsϕ−s,δ

ϕ−s,δ to get a sharp
trace Hardy inequality. Unfortunately in our context, though we can find analogues
of ϕs,δ the quotient Gsϕ−s,δ

ϕ−s,δ does not seem to simplify. But things are not so bad if
we slightly modify the definition of the fractional powerGs .

Recall that Gs is defined in terms of the multiplier

Ms(λ) = (2|λ|)s
∞∑
k=0

�( 2k+n+1+s
2 )

�( 2k+n+1−s
2 )

Pk(λ).

Instead of this we use the slightly different multiplier

M̃s(λ) = (2|λ|)s
∞∑
k=0

�( 2k+n+2+2s
4 )

�( 2k+n+2−2s
4 )

Pk(λ)

in defining the modified fractional power G̃s . Note that G̃s is nothing but ( 1
2G)s .

The operators Gs and G̃s are comparable. For 0 < s < 1 let C1(s) and C2(s) be
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defined by

C1(s)= inf
k

�( 2k+n+1+s
2 )

�( 2k+n+1−s
2 )

�( 2k+n+2−2s
4 )

�( 2k+n+2+2s
4 )

, C2(s)
−1 = inf

k

�( 2k+n+1−s
2 )

�( 2k+n+1+s
2 )

�( 2k+n+2+2s
4 )

�( 2k+n+2−2s
4 )

.

In view of Stirling’s formula for the gamma function, these constants are positive
and finite. Then it follows that

C1(s)〈G̃sf, f 〉 ≤ 〈Gsf, f 〉 ≤ C2(s)〈G̃sf, f 〉. (13)

The operator G̃s is better behaved as we can see from the following proposition.

For any s ∈ R and δ > 0 let us,δ(x,w) = ((δ + |ξ |2)2 + w2)− n+2+2s
4 defined on

R
n+1. We have an explicit expression for the action of G̃s on u−s,δ.

Proposition 8 For any δ > 0 and 0 < s < 1, we have G̃su−s,δ(ξ,w) =
Cn,sδ

sus,δ(ξ,w), where Cn,s = 22s�( n+2+2s
4 )2

�( n+2−2s
4 )2

.

Proof Since u−s,δ is radial in ξ the action of G on u−s,δ is the same as that of the
generalised sublaplacian L(n/2−1) = −∂2

r − (n−1)
r
∂r − r2∂2

w. Therefore, the result
follows from Theorem 3.11 in [5]. This can be proved by expanding the function
uλ−s,δ(r) in terms of Laguerre functions of type (n/2 − 1). We leave the details to
the reader. 
�

Using the above proposition it is easy to prove a Hardy inequality for the
modified fractional power G̃s . If we let Ts to stand for the operator

Tsf (ξ,w) = ((δ + |ξ |2)2 +w2)
n+2

4 G̃s
(
((δ + |ξ |2)2 +w2)−

n+2
4 f

)
(ξ,w),

then it follows that

Ts((δ + |ξ |2)2 +w2)
s
2 = Cn,sδs((δ + |ξ |2)2 + w2)−

s
2 .

Therefore, using Schur test we can prove the following inequality (see Section 5.1
in [13]).

Theorem 9 Let f ∈ L2(Rn+1) be real valued and assume that Gsf ∈ L2(Rn+1).
Then for any δ > 0 we have the inequality

〈G̃sf, f 〉 � A1(n, s)δ
s

∫
R
n+1

(f (ξ,w))2

((δ + |ξ |2)2 +w2)s
dξ dw

where A1(n, s) = 4s
�(n+2+2s

4 )2

�(n+2−2s
4 )2

. The inequality is sharp and equality holds when

f = u−s,δ.
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Remark 10 In view of (13) we also have the Hardy inequality forGs , namely

〈Gsf, f 〉 � C1(s)A1(n, s)δ
s

∫
R
n+1

(f (ξ,w))2

((δ + |ξ |2)2 + w2)s
dξ dw.

Finally, using the above Hardy inequality we can prove the following trace Hardy
inequality for the Grushin operatorG.

Theorem 11 Let δ > 0 and 0 < s < 1. For any real valued compactly supported
continuous function u on R

n+1 × [0,∞) which is smooth for ρ > 0, we have the
inequality

∫ ∞

0

∫
R
n+1

|∇u(ξ,w, ρ)|2ρ1−2s dξ dwdρ

� C1(s)BsA1(n, s)δ
s

∫
R
n+1

u(ξ,w, 0)2

((δ + |ξ |2)2 +w2)s
dξ dw.

In view of Hardy’s inequality for Gs all we have to do is to prove the following
energy estimate for the Grushin operator. The following result is the analogue of
Theorem 1.2 in [8] proved in the context of Heisenberg groups.

Theorem 12 Let δ > 0 and 0 < s < 1. For any real valued compactly supported
continuous function u on R

n+1 × [0,∞) which is smooth for ρ > 0, we have the
inequality

∫ ∞

0

∫
R
n+1

|∇u(ξ,w, ρ)|2ρ1−2s dξ dwdρ � Bs〈Gsf, f 〉

where f (ξ,w) = u(ξ,w, 0) and Bs = 2−1−2sπ−1−s�(1 − s).
Proof In proving this theorem we closely follow the proof of Theorem 1.2 in [8].
We therefore give only a sketch of the proof referring to [8] for details. In what
follows we assume that u is smooth. The general case can be dealt with using an
approximation argument.

Let Hs(Rn+1) be the completion of C∞
0 (R

n+1) with respect to the norm
‖f ‖2

(s) = 〈Gsf, f 〉. It can be verified that the dual of Hs(Rn+1) is H−s(Rn+1).

If g ∈ H−s(Rn+1), it follows that h = G−1
s g = G−sg ∈ Hs(Rn+1). Let

H(ξ,w, ρ) be the solution of extension problem with initial condition h defined
as in (6). In view of Theorem 2 and Theorem 6, H(ξ,w, ρ) converges to Csh
with Cs = 1

4�(s)π
−s−1 and −ρ1−2s∂ρH(ξ,w, ρ) converges to BsGsh with Bs =

2−1−2sπ−1−s�(1−s). If we letW(ξ,w, q) = H(2−1/2ξ, 2−1w, ρ) with q = ρ2/2,
thenW satisfies the equation

2
(
q∂2
q + (1 − s)∂q + q∂2

w −G)W(ξ,w, q) = 0. (14)
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Moreover, as q → 0, we have W(ξ,w, q) → Csh(ξ,w) in Hs(Rn+1) and
−q1−s∂qW(ξ,w, q) → 2s−1BsGsh(ξ,w) in H−s(Rn+1). We define U(ξ,w, q) =
u(ξ,w, ρ) with q = ρ2/2 and proceed as in the proof of Theorem 1.2 in [8]. We
leave the details to the reader. 
�

6 An Isometry Property of the Solution Operator Associated
to the Extension Problem

In this section we will prove an isometry property of the solution operator associated
to the extension problem for the Grushin operator. Such a property has been already
proved in the context of R

n and H
n in [11], see also [14]. Let u(ξ,w, ρ) be the

solution of the extension problem given by (6). For s > 0, for which Gs makes
sense (e.g. 0 < s < (n + 1)), recall that the Sobolev space Hs(Rn+1) is defined as
the completion of C∞

0 (R
n+1) under the norm

‖f ‖2
(s) = 〈Gsf, f 〉 = ‖G1/2

s f ‖2
L2(Rn+1)

.

Let
λα, α ∈ N
n be the scaled Hermite functions which are eigenfunctions of scaled

Hermite operator H(λ) = −� + λ2|ξ |2. In view of the spectral decomposition of
Gs we have that

‖f ‖2
(s) = (2π)−1

∫ ∞

−∞
(2|λ|)s

(∑
α∈Nn

�(
2|α|+n+1+s

2 )

�(
2|α|+n+1−s

2 )
|〈f λ,
λα〉|2

)
dλ.

We think of the solution u(ξ,w, ρ) as a function on R
n+3 which is radial in the

third variable. Thus U(ξ,w, ζ ) = u(ξ,w, |ζ |) is a function on R
n+3. For (α, β) ∈

N
n × N

2, let 
λα,β(ξ, ζ ) = 
λα(ξ)

λ/2
β (ζ ), where 
λα(ξ) and 
λ/2β (ζ ) are Hermite

functions on R
n and R

2 respectively. Now we define the Sobolev space H̃ s+1(Rn+3)

in terms of 
λα,β(ξ, ζ ) as the space of all functions U ∈ L2(Rn+3) for which the
following norm is finite.

‖U‖2
H̃ s+1(Rn+3)

= (2π)−1
∫ ∞

−∞
(2|λ|)s+1

⎛
⎝ ∑
(α,β)∈Nn×N

2

�(
2|α|+|β|+n+1+1+s+1

2 )

�(
2|α|+|β|+n+1+1−s−1

2 )
|〈Uλ,
λα,β〉|2

⎞
⎠ dλ

where Uλ is defined as usual by

Uλ(ξ; ζ ) =
∫ ∞

−∞
U(ξ,w, ζ )eiλwdλ.
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We begin with the following expansion of the function U(ξ,w, ζ ) in terms of
Hermite functions. We let L(λ, a, b) be defined by

L(λ, a, b) =
∫ ∞

0
e−λ(2t+1)ta−1(1 + t)−b dt, λ > 0, a > 0, b ∈ C.

Proposition 13 If U(ξ,w, ζ ) = u(ξ,w, |ζ |), where u(ξ,w, ρ) is the solution of
the extension problem given in (6), then

Uλ(ξ; ζ ) =
∑
α

aλα,ζ (s)〈f λ,
λα〉
λα(ξ) (15)

where the coefficients are given by

aλα,ζ (s) = (4π)−s−1(2|λ|)s |ζ |2sL
( |λ||ζ |2

4
,

2|α| + n+ 1 + s
2

,
2|α| + n+ 1 − s

2

)
.

Proof It is easy to see that

Uλ(ξ, ζ ) = |ζ |2s
∫ ∞

0
pλt,s(|ζ |)e−tH(λ)f λ(ξ)dt (16)

which follows from the spectral decomposition of G. We also have

e−tH(λ)f λ(ξ) =
∑
α∈Nn

e−t (2|α|+n)|λ|〈f λ,
λα〉
λα(ξ) (17)

and the heat kernel for the generalised sublaplacian is given by

pλt,s(|ζ |) = (4π)−s−1
(

λ

sinh(tλ)

)s+1

e−
1
4λ coth(tλ)|ζ |2 . (18)

We substitute (17) and (18) in (16) and we get

Uλ(ξ, ζ ) =
∑
α

aλα,ζ (s)〈f λ,
λα〉
λα(ξ)

where the coefficients are given by the integral

aλα,ζ (s) = (4π)−s−1|ζ |2s
∫ ∞

0

(
λ

sinh(tλ)

)s+1

e−
1
4λ coth(tλ)|ζ |2e−t (2|α|+n)|λ|dt.
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We make use of the change of variables coth(t|λ|) = 2u + 1 or u = 1
e2t|λ|−1

in the

above integral and note that e2t |λ| = 1 + 1
u

, sinh(tλ) = 1
2u

−1/2(1 + u)−1/2 and
dt = −1

2|λ|u(1+u)du. The above integral then simplifies to

aλα,ζ (s) = (4π)−s−1(2|λ|)s |ζ |2sL
( |λ||ζ |2

4
,

2|α| + n+ 1 + s
2

,
2|α| + n+ 1 − s

2

)
.

(19)

The proof is complete. 
�
Lemma 14 The Hermite expansion of L

( |λ||ζ |2
4 , a, b

)
in ζ -variable is given by

2π |λ|−1�(b − a + 1)
∑
β∈N2

�(a + |β|
2 )

�(b + |β|
2 + 1)



λ/2
β (0)
λ/2β (ζ ).

Proof We make use of the following two dimensional Mehler’s formula:

∑
β∈N2

r |β|
λ/2β (ζ )

λ/2
β (ζ ′) = (2π)−1|λ|(1 − r2)−1e

− |λ|
4

1+r2
1−r2 (|ζ |

2+|ζ ′ |2)+ |λ|
1−r2 ζ ·ζ

′
.

If we take r =
√

t
1+t and ζ ′ = 0, then the above yields

e−
|λ||ζ |2

4 (2t+1) = 2π |λ|−1
∑
β∈N2

t
|β|
2 (1 + t)−( |β|

2 +1)

λ/2
β (0)
λ/2β (ζ ). (20)

Recall that

L
( |λ||ζ |2

4
, a, b

)
=
∫ ∞

0
e−

|λ||ζ |2
4 (2t+1)ta−1(1 + t)−bdt.

In view of (20), it is easy to see that

L
( |λ||ζ |2

4
, a, b

)
= 2π |λ|−1

∑
β∈N2



λ/2
β (0)

(∫ ∞

0
t

|β|
2 +a−1(1 + t)−( |β|

2 +b+1)dt

)

×
λ/2β (ζ ).

Since
∫∞

0 (1 + t)−bta−1dt = �(a)�(b−a)
�(b)

, we get the required expansion. 
�
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We are now ready to prove the following theorem. Let Psf = U where
u(ξ,w, ρ) is the solution of the extension problem given by (6) and U(ξ,w, ζ ) =
u(ξ,w, |ζ |). The operator Ps has the following isometry property.

Theorem 15 For 0 < s < n + 1, the operator Ps : Hs(Rn+1) → H̃ s+1(Rn+3)

satisfies

‖U‖2
H̃ s+1(Rn+3)

= cn,s‖f ‖2
(s)

for an explicit constant cn,s = s�(s)2

4π2s+1 .

Proof In view of Proposition 13, the function Uλ has the expansion

Uλ(ξ, ζ ) =
∑
α∈Nn

aλα,ζ (s)〈f λ,
λα〉
λα(ξ) (21)

where the coefficients are given by (with a = 2|α|+n+1+s
2 and b = 2|α|+n+1−s

2 )

aλα,ζ (s) = (4π)−s−1(2|λ||ζ |2)sL
( |λ||ζ |2

4
, a, b

)
. (22)

Since the L−function has the transformation property (see Cowling–Haagerup [6])

L(λ, a, b) = �(a)

�(b)
(2λ)b−aL(λ, b, a),

for all a, b ∈ C and λ > 0, the coefficients aλα,ζ (s) can be written as

aλα,ζ (s) = (4π)−s−122s �(a)

�(b)
L
( |λ||ζ |2

4
, b, a

)
. (23)

We use Lemma 14 to write the coefficients aλα,ζ (s) as

aλα,ζ (s) = ds |λ|−1�(a)

�(b)

∑
β∈N2

�(
2|α|+|β|+n+1−s

2 )

�(
2|α|+|β|+n+3+s

2 )


λ/2
β (0)
λ/2β (ζ ), (24)

where ds = 2−1π−s�(s + 1). From (21) and (24), we have that

〈Uλ,
λα,β 〉 = ds |λ|−1�(a)

�(b)

�(
2|α|+|β|+n+1−s

2 )

�(
2|α|+|β|+n+3+s

2 )


λ/2
β (0)〈f λ,
λα〉.



An Extension Problem and Hardy Type Inequalities for the Grushin Operator 21

Therefore, recalling the norm in H̃ s+1(Rn+3) we see that

‖U‖2
H̃ s+1(Rn+3)

= (2ds)2

2π

∫ ∞

−∞
(2|λ|)s−1

⎛
⎝∑
(α,β)

�(a)2

�(b)2

�(
2|α|+|β|+n+1−s

2 )

�(
2|α|+|β|+n+3+s

2 )


λ/2
β (0)2|〈f λ,
λα〉|2

⎞
⎠ dλ

= (2ds)2

2π

∫ ∞

−∞
(2|λ|)s−1

∑
α

�(a)2

�(b)2
Cλα(s)|〈f λ,
λα〉|2dλ

where

Cλα(s) =
⎛
⎝∑

β

�(
2|α|+|β|+n+1−s

2 )

�(
2|α|+|β|+n+3+s

2 )


λ/2
β (0)2

⎞
⎠

which can be simplified further.
If hj ’s are the one dimensional Hermite functions, then we know that



λ/2
β (ζ ) = (|λ|/2)1/2hj

(
(|λ|/2)1/2ζ1

)
hl

(
(|λ|/2)1/2ζ2

)

for ζ = (ζ1, ζ2) ∈ R
2 and β = (j, l) ∈ N

2. We also know that 
λ/2β (0) = 0 unless
β = (2j, 2l) for j, l ∈ N and in this case we have that (see Eq. (1.1.21) in [16])



λ/2
β (0)2 = |λ|

2π2

�(j + 1/2)�(l + 1/2)

�(j + 1)�(l + 1)
; β = (2j, 2l).

We also make use of the following properties of the hypergeometric function
F(a, b; c; z):

∞∑
j=0

�(a + j)�(b + j)
�(c + j)�(j + 1)

zj = �(a)�(b)

�(c)
F (a, b; c; z)

and

F(a, b; c; 1) = �(c)�(c − a − b)
�(c − a)�(c− b), Re(c − a − b) > 0.

The above two equations imply

∞∑
j=0

�(a + j)�(b + j)
�(c + j)�(j + 1)

= �(a)�(b)�(c − a − b)
�(c − a)�(c − b) (25)
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Consider now

∑
β

�(
2|α|+|β|+n+1−s

2 )

�(
2|α|+|β|+n+3+s

2 )


λ/2
β (0)2

= |λ|
2π2

∞∑
j,l=0

�(
2|α|+2j+2l+n+1−s

2 )

�(
2|α|+2j+2l+n+3+s

2 )

�(j + 1/2)�(l + 1/2)

�(j + 1)�(l + 1)

= |λ|
2π2

∞∑
j=0

( ∞∑
l=0

�(
2|α|+2j+n+1−s

2 + l)�(1/2 + l)
�(

2|α|+2j+n+3+s
2 + l)�(l + 1)

)
�(j + 1/2)

�(j + 1)

= |λ|
2π2

∞∑
j=0

�(
2|α|+2j+n+1−s

2 )�(1/2)�(s + 1/2)

�(s + 1)�( 2|α|+2j+n+2+s
2 )

�(j + 1/2)

�(j + 1)

= |λ|
2π2

�(1/2)�(s + 1/2)

�(s + 1)

∞∑
j=0

�(
2|α|+n+1−s

2 + j)�(1/2 + j)
�(

2|α|+n+2+s
2 + j)�(j + 1)

= |λ|
2π2

�(1/2)�(s + 1/2)

�(s + 1)

�(
2|α|+n+1−s

2 )�(1/2)�(s)

�(s + 1/2)�( 2|α|+n+1+s
2 )

= |λ|
2πs

�(
2|α|+n+1−s

2 )

�(
2|α|+n+1+s

2 )
.

Thus the expression for Cλα(s) simplifies to yield

Cλα(s) = |λ|
2πs

�(
2|α|+n+1−s

2 )

�(
2|α|+n+1+s

2 )

and consequently we obtain

‖U‖2
H̃ s+1(Rn+3)

= (2π)−1 d
2
s

πs

∫ ∞

−∞
(2|λ|)s

∑
α

�(
2|α|+n+1+s

2 )

�(
2|α|+n+1−s

2 )
|〈f λ,
λα〉|2dλ

= s�(s)2

4π2s+1 ‖f ‖2
(s).

This completes the proof of the theorem. 
�
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7 Hardy–Littlewood–Sobolev Inequality for Gs

In this section we study the Lp − Lq mapping properties of the operatorG−s, 0 <
s < 1. In [13] the authors have shown that the integral kernel of the operator L−s
is given by ks(z, t) = cn,s |(z, t)|−Q−2s where Q = 2n + 2 is the homogeneous
dimension of the Heisenberg groupHn. In view of the relation π(L) = G, it follows
that G−s is also an integral operator whose kernel is given in terms of ks . Indeed,
by spectral theorem

G−sf (ξ,w) = π(L−s )f (ξ,w) =
∫
H
n
ks(z, t)π(z, t)f (ξ,w)dzdt.

A simple calculation shows that

G−sf (ξ,w) =
∫
R
n+1
Ks(ξ, η,w −w′)f (η,w′)dηdw′, (ξ, η ∈ R

n,w,w′ ∈ R)

where the kernelKs is given by the integral

Ks(ξ, η,w) = cn,s
∫
R
n

((|x|2 + |ξ − η|2)2 + (
w − 1

2
x · (ξ + η))2

)− n+1−s
2
dx,

for ξ, η ∈ R
n,w ∈ R. From the above expression, it follows that the kernel has the

homogeneity

Ks(δξ, δη, δ
2w) = δ−(n+2)+2sKs(ξ, η,w), δ > 0

and consequently a necessary condition for the boundedness ofG−s fromLp(Rn+1)

into Lq(Rn+1) is that 1
q

= 1
p

− 2s
n+2 . In the following theorem we establish the

boundedness of G−s from Lp into Lq under the above condition on p and q .

Theorem 16 Let 1 < p < q < ∞ be such that 1
q

= 1
p

− 2s
n+2 . Then there exists

a constant Cn,s(p) such that for all f ∈ Lp(Rn+1) the inequality ‖G−sf ‖q ≤
Cn,s(p)‖f ‖p holds.

Proof In order to prove the theorem we split the kernel into two parts asKs = K0
s +

K∞
s with K0

s (ξ, η,w) = Ks(ξ, η,w)χ|ξ−η|≤μ(ξ, η,w) where μ is to be chosen
later. We observe that

∫
R
n+1
K0
s (ξ, η,w)dηdw

=
∫
R
n

∫
{|ξ−η|≤μ}

∫ ∞

−∞

((|x|2 +|ξ−η|2)2 + (
w− 1

2
x · (ξ+η))2

)− n+1−s
2
dwdηdx
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can be evaluated as follows:

∫
R
n

∫
{|ξ−η|≤μ}

∫ ∞

−∞

((|x|2 + |ξ − η|2)2 + (
w − 1

2
x · (ξ + η))2

)− n+1−s
2
dwdηdx

=
∫
R
n

∫
{|ξ−η|≤μ}

∫ ∞

−∞

((|x|2 + |ξ − η|2)2 +w2
)− n+1−s

2
dwdηdx

which after a change of variables leads to

∫
R
n

∫
{|ξ−η|≤μ}

(|x|2 + |ξ − η|2)−n+sdηdx

=
∫

{|η|≤μ}
|η|−2n+2s+n( ∫

R
n
(1 + |x|2)−n+sdx

)
dη = Cμ2s .

This estimate on the kernelK0
s allows us to conclude that

∥∥∥∥
∫
R
n+1
K0
s (ξ, η,w −w′)f (η,w′)dηdw′

∥∥∥∥
p

≤ Cμ2s‖f ‖p.

On the other hand, by Hölder’s inequality we estimate

∣∣∣∣
∫
R
n+1
K∞
s (ξ, η,w −w′)f (η,w′)dηdw

∣∣∣∣
≤
( ∫

R
n+1

|K∞
s (ξ, η,w − w′)|p′

dηdw′)1/p′
‖f ‖p.

We now claim that

( ∫
R
n+1

|K∞
s (ξ, η,w −w′)|p′

dηdw′)1/p′
≤ Cμ− n+2

q

where q is as in the theorem. In view of the definition and the Minkowski integral
inequality, the above integral is bounded by

∫
R
n

( ∫
{|ξ−η|>μ}

∫ ∞

−∞

((|x|2 + |ξ − η|2)2

+ (
w −w′ − 1

2
x · (ξ + η))2

)− n+1−s
2 p′

dw′dη
)1/p′

dx

=
∫
R
n

( ∫
{|ξ−η|>μ}

∫ ∞

−∞

((|x|2 + |ξ − η|2)2 +w′2)− n+1−s
2 p′

dw′dη
)1/p′

dx.

We split the x-integral into two parts and estimate them separately.
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∫
|x|≤μ

( ∫
{|ξ−η|>μ}

∫ ∞

−∞

((|x|2 + |ξ − η|2)2 + w′2)− n+1−s
2 p′

dw′dη
)1/p′

dx

≤ C
∫

|x|≤μ

( ∫
{|η|>μ}

(|x|2 + |η|2)−(n+1−s)p′+1
dη

)1/p′
dx.

The above integral can be estimated by

∫
|x|≤μ

( ∫
{|η|>μ}

|η|−2(n+1−s)p′+2dη
)1/p′

dx ≤ Cμ− n+2
p

+2s = Cμ− n+2
q .

Proceeding as above we also have

∫
|x|>μ

( ∫
|ξ−η|>μ

∫ ∞

−∞

((|x|2 + |ξ − η|2)2 + w′2)− n+1−s
2 p′

dw′dη
)1/p′

dx

≤ C
∫

|x|>μ

( ∫
|η|>μ

(|x|2 + |η|2)−(n+1−s)p′+1
dη

)1/p′
dx

which in turn is bounded by

∫
|x|>μ

( ∫
|η|>μ

|x|−2(n+1−s)p′+2+n(1 + |η|2)−(n+1−s)p′+1
dη

)1/p′
dx

≤ C
∫

|x|>μ
|x|−2(n+1−s)+ n+2

p′ dx ≤ Cμ− n+2
q .

Combining the two estimates we have proved our claim with a suitable constant C
and consequently, we have

∣∣∣∣
∫
R
n+1
K∞
s (ξ, η,w −w′)f (η,w′)dηdw

∣∣∣∣ ≤ Cμ− n+2
q ‖f ‖p.

We can now easily prove that the operatorG−s is weak type (p, q). Indeed, given

λ > 0 and f with ‖f ‖p = 1 we choose μ in such a way that Cμ− n+2
q = λ

2 . With
this choice we have

∣∣∣∣
∫
R
n+1
K∞
s (ξ, η,w −w′)f (η,w′)dηdw

∣∣∣∣ ≤ λ

2
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and therefore,

∣∣∣{|G−sf (ξ,w)| > λ}
∣∣∣ ≤

∣∣∣∣
{∣∣∣∣
∫
R
n+1
K0
s (ξ, η,w −w′)f (η,w′)dηdw′

∣∣∣∣ > λ2
}∣∣∣∣ .

The estimate on the kernel K0
s gives us the inequality

∣∣∣{|G−sf (ξ,w)| > λ}
∣∣∣ ≤

(2Cμ2s

λ

)p ≤ C
(‖f ‖p
λ

)q
.

By Marcinkiewicz interpolation theorem we get the boundedness of G−s from Lp

into Lq . 
�
From the above theorem we obtain the following Hardy–Littlewood–Sobolev

inequality for the operatorGs/2.

Corollary 17 For 0 < s < 2, we have the inequality

( ∫
R
n+1

|f (ξ,w)| 2(n+2)
n+2−2s dξdw

) n+2−2s
(n+2) ≤ Cn,s〈Gsf, f 〉.

Proof From Theorem 7.1 with s/2 in place of s andGs/2f in place of f we get the
inequality

( ∫
R
n+1

|f (ξ,w)| 2(n+2)
n+2−2s dξdw

) n+2−2s
(n+2) ≤ Cn,s〈Gs/2f,Gs/2f 〉.

The corollary follows from the observation thatGs differs fromG2
s/2 by an operator

that is bounded on L2(Rn+1). 
�
Remark 18 The Hardy–Littlewood–Sobolev inequality for the sublaplacian on the
Heisenberg group reads as

( ∫
H
n
|f (z, t)| (2n+2)

n+1−s dzdt
) n+1−s
(n+1) ≤ Cn,s〈Lsf, f 〉.

In [9] the authors have calculated that sharp constant in the above inequality. More
precisely, they have shown that

C−1
n,s = �(n+1+s

2 )2

�(n+1−s
2 )2

ω
s
n+1
2n+1
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where ω2n+1 is the surface area of the unit sphere in R
2n+1. It would be interesting

to see what the sharp constant is in our case. We conjecture that in our case

C−1
n,s = �(n+2+2s

4 )2

�(n+2−2s
4 )2

ω
2s
n+2
n+1.

This conjecture is supported by the observation that when f is a radial function on
H
n, Lsf is the same as Gsf where G is the Grushin operator on R

2n+1 acting on
f (ξ,w) considered as a function on R

2n+1 which is radial in the ξ variable.
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Sharp Local Smoothing Estimates
for Fourier Integral Operators

David Beltran, Jonathan Hickman, and Christopher D. Sogge

Abstract The theory of Fourier integral operators is surveyed, with an emphasis
on local smoothing estimates and their applications. After reviewing the classical
background, we describe some recent work of the authors which established sharp
local smoothing estimates for a natural class of Fourier integral operators. We
also show how local smoothing estimates imply oscillatory integral estimates and
obtain a maximal variant of an oscillatory integral estimate of Stein. Together
with an oscillatory integral counterexample of Bourgain, this shows that our local
smoothing estimates are sharp in odd spatial dimensions. Motivated by related
counterexamples, we formulate local smoothing conjectures which take into account
natural geometric assumptions arising from the structure of the Fourier integrals.
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1 Basic Definitions and Examples of Fourier Integral
Operators

1.1 Motivating Examples

This article explores aspects of the theory of Fourier integral operators (FIOs), a
rich class of objects which substantially generalises the class of pseudo-differential
operators. The genesis of the theory can be found in various early works on
hyperbolic equations [17, 18, 28, 35, 41] but for the purposes of this article the
study of FIOs began in earnest in the groundbreaking treaties of Hörmander [29]
and Duistermaat–Hörmander [16].

For the majority of this discussion it will suffice to work with the following
definition of a FIO, although below a more general and robust framework is recalled.

Preliminary definition A Fourier integral operator (or FIO) F of order μ ∈ R is
an operator, defined initially on the space of Schwartz functions S(Rn), of the form

Ff (x) := 1

(2π)n

∫
R̂
n
eiφ(x;ξ)a(x; ξ)f̂ (ξ) dξ (1)

where

• The phase φ : Rn × R
n → R is homogeneous of degree 1 in ξ and smooth away

from ξ = 0 on the support of a.
• The amplitude a : Rn × R

n → R belongs to the symbol class Sμ; that is, a is
smooth away from ξ = 0 and satisfies

|∂βx ∂αξ a(x; ξ)| �α,β (1 + |ξ |)μ−|α| for all(α, β) ∈ N
n
0 × N

n
0.

Taking φ(x; ξ) := 〈x, ξ〉, one immediately recovers the class of pseudo-
differential operators associated to standard symbols (that is, symbols belonging
to some class Sμ). For the purposes of this article this is a somewhat trivial case,
however, and it is constructive to consider some more representative examples of
FIOs.

Example 1 Prototypical FIOs arise from the (Euclidean) half-wave propagator,
defined by

eit
√−�f (x) := 1

(2π)n

∫
R̂
n
ei(〈x,ξ 〉+t |ξ |)f̂ (ξ) dξ. (2)



Local Smoothing for Fourier Integral Operators 31

Under suitable regularity hypotheses on f0 and f1, if f+ := 1
2 (f0 − i(√−�)−1f1)

and f− := 1
2 (f0 + i(√−�)−1f1),1 then the function

u(x, t) := eit
√−�f+(x)+ e−it

√−�f−(x)

solves the Cauchy problem

{
(∂2
t −�)u(x, t) = 0

u(x, 0) := f0(x), ∂tu(x, 0) := f1(x)
. (3)

Up to a constant multiple, each term in the expression for u(x, t) is of the form

Ft f (x) := 1

(2π)n

∫
R̂
n
ei(〈x,ξ 〉±t |ξ |)|ξ |−j f̂ (ξ) dξ

for either j = 0 or j = 1. These operators provide important examples of FIOs of
order −j . Indeed, much of the motivation for the development of the theory of FIOs
was to provide an effective counterpart to the theory of pseudo-differential operators
to study hyperbolic, rather than elliptic, PDE, a fundamental example being the
wave equation (3). The reader is referred to the original papers [16, 29] and the
classical texts [32] and [15] for further discussion in this direction.

Example 2 One may also consider wave propagators on other Riemannian man-
ifolds (M, g), defined with respect to the Laplace–Beltrami operator �g. In
particular, suppose (M, g) is a compact n-dimensional Riemannian manifold, in
which case −�g has a discrete, positive spectrum which may be ordered 0 = λ2

0 <

λ2
1 ≤ λ2

2 ≤ . . . (here the eigenvalues are enumerated with multiplicity). Thus,
one may write −�g = ∑∞

j=0 λ
2
jEj where each Ej is the orthogonal projection

in L2(M) onto a one-dimensional eigenspace associated to the eigenvalue λ2
j . For

proofs of these facts see, for instance, [52, 69].
Now consider the half-wave propagator

eit
√−�gf (x) :=

∞∑
j=0

eitλjEjf (x). (4)

1In general,m(i−1∂x) denotes the Fourier multiplier operator (defined for f belonging to a suitable
a priori class)

m(i−1∂x)f (x) := 1

(2π)n

∫
R̂
n
ei〈x,ξ 〉m(ξ)f̂ (ξ) dξ

for anym ∈ L∞(R̂n). The operatorm(
√−�x) is then defined in the natural manner via the identity

−�x = i−1∂x · i−1∂x .
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If u is defined as in the previous example (but now the initial data f0, f1 is defined
on M and the multipliers are interpreted in terms of the spectral decomposition),
then this function solves the Cauchy problem

{
(∂2
t −�g)u(x, t) = 0

u(x, 0) := f0(x), ∂tu(x, 0) := f1(x)
. (5)

In local coordinates, one may construct a parametrix for the propagator (4) which
is of the form of a Fourier integral operator. In particular, for some t0 > 0 one may
write

eit
√−�gf (x) =

∫
R̂
n
eiφ(x;t;ξ)a(x; t; ξ)f̂ (ξ) dξ + Rtf (x) for all 0 < t < t0

for some suitable choice of phase φ and 0-order symbol a, where Rt is a smoothing
operator (that is, a pseudo-differential operator with rapidly decaying symbol). Here
the Fourier transform of f is taken in the Euclidean sense, in the chosen coordinate
domain. This construction is a special case of a general result concerning strictly
hyperbolic equations (of arbitrary order) which dates back to Lax [35]; further
discussion can be found in [15, Chapter 5] or [53, Chapter 4].

Example 3 Closely related to the wave propagator (2) are the convolution operators

Atf (x) := f ∗ σt (x), t > 0

where σ = σ1 is the surface measure on the unit sphere S
n−1 and σt is defined by

∫
R
n
f (x) dσt(x) :=

∫
R
n
f (tx) dσ(x).

When n = 3 the solution to (3) at time t is related to At via the classical Kirchhoff
formula (see, for instance, [51, Chapter 1]). These averaging operators are also of
significant interest in harmonic analysis and, in particular, the spherical maximal
function of Stein [56] and Bourgain [4] is defined byMf(x) := supt>0At |f |(x).

To see how such averages fall into the Fourier integral framework, recall that the
method of stationary phase (see, for instance, [58, Chapter VIII] or [53, Chapter 1])
yields the formula

σ̂ (ξ) :=
∑
±
e±i|ξ |a±(ξ)

for the Fourier transform of the measure σ , where a± ∈ S−(n−1)/2 are smooth
symbols of order −(n− 1)/2. Thus, one may write

Atf (x) =
∑
±

1

(2π)n

∫
R̂
n
ei(〈x,ξ 〉±t |ξ |)a±(tξ)f̂ (ξ) dξ;

note that the operators appearing in this formula agree with those arising in
Example 1 except for the choice of symbol.
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1.2 Distributions Defined by Oscillatory Integrals

The remainder of this section will be dedicated to describing a more general
framework for the study of FIOs. For much of this article the preliminary definition
given in the preceding subsection is sufficient; the refined definitions are included
here in order to relate this survey to the perspective espoused in many of the
references, and in particular in the classical works [16, 29].

In contrast with the discussion in the previous subsection, here the operators will
be defined in terms of a kernel. Formally, the kernel of the FIO in (1) is given by

K(x; y) := 1

(2π)n

∫
R̂
n
e−i(〈y,ξ 〉−φ(x;ξ))a(x; ξ) dξ,

although without strong conditions on the symbol a this integral is not defined in
any classical sense. To give precise meaning to such expressions one appeals to the
theory of distributions; the relevant concepts from this theory are reviewed presently.

1.2.1 Distributions

Given W ⊆ R
d open, let D(W) denote the space of test functions on W ; that is,

D(W) is the space C∞
c (W) of C∞ functions with compact support in W under the

topology defined by fj → f as j → ∞ for fj , f ∈ D(W) if

(i) There exists a compact setK ⊂ W containing supp f and supp fj for all j ∈ N;
(ii) ∂αx fj → ∂αx f uniformly as j → ∞ for all α ∈ N

d
0 .

One then defines the space of distributions D′(W) on W to be the dual topological
vector space to D(W) endowed with the weak∗ topology. With this definition
D′(W) is complete.2

1.2.2 Homogeneous Oscillatory Integrals

Now let ϕ : W × (RN \ {0}) → R be a smooth function, a ∈ Sμ(W × R
N) and

consider the oscillatory integral formally defined by

I [ϕ, a](w) :=
∫
R̂
N
eiϕ(w;θ)a(w; θ) dθ forw ∈ W. (6)

If μ < −N , then this integral converges absolutely and, moreover, the resulting
function of w defines a distribution onW (by integrating I [ϕ, a] against a given test

2Here a sequence (uj )nj=1 ⊆ D′(W) is Cauchy if (〈uj , f 〉)∞j=1 is a Cauchy sequence of complex
numbers for all f ∈ D(W).
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function). If μ > −N , then it is not clear that the expression (6) makes sense and
additional hypotheses are required on ϕ to give the integral meaning. In particular,
suppose that

ϕ is homogeneous of degree 1 in θ (7)

and

∇w,θϕ(w; θ) �= 0 for all (w; θ) ∈ W × (RN \ {0}) (8)

where the gradient ∇w,θ is taken with respect to all the variables (w; θ). Now let
β ∈ C∞

c (R
N) satisfy β(0) = 1 and consider the truncated integral

I j [ϕ, a](w) :=
∫
R̂
N
eiϕ(w;θ)β(2−j θ)a(w; θ) dθ.

Each I j [ϕ, a] is a well-defined function which induces a distribution. Moreover,
under the conditions (7) and (8), a simple integration-by-parts argument allows one
to deduce that for anyK ⊆ W compact

|〈I j [ϕ, a], f 〉| ≤ CK2−j ∑
|α|≤k

‖∂αx f ‖L∞(K) for all f ∈ D(W) with supp f ⊆ K

where k satisfies μ < −N+k (see, for instance, [53, Theorem 0.5.1]). Since D′(W)
is complete, one may therefore define I [ϕ, a] to be the distribution given by the limit
of the sequence of distributions I j [ϕ, a].
Definition 4 The distribution I [ϕ, a], defined for ϕ satisfying (7) and (8), will
be referred to as (local)3 homogeneous oscillatory integral. By a slight abuse of
notation, the distribution I [ϕ, a] will also be denoted by the formal expression (6).

In what follows, it will be useful to assume a further condition on the phase ϕ.

Non-degeneracy hypothesis A smooth function ϕ : W×(RN \{0})→ R satisfying
(7) and (8) is a non-degenerate phase function if, in addition, it satisfies

if ∂θϕ(w; θ) = 0, then
N∧
j=1

∇w,θ ∂θj ϕ(w; θ) �= 0. (9)

The rationale behind this additional hypothesis will become apparent in Sect. 1.4.

3The terminology local, as opposed to global, will become clearer in Sect. 1.5.
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1.3 Local Fourier Integral Operators

For X ⊆ R
n and Y ⊆ R

m open, any distribution K ∈ D′(X × Y ) defines a natural
continuous linear mapping T : D(Y )→ D′(X) given by

〈T (f ), g〉 := 〈K,f ⊗ g〉 for all (f, g) ∈ D(Y )× D(X). (10)

In fact, a converse to this observation also holds, which is the content of the
celebrated Schwartz kernel theorem (see, for instance, [31, §5.2]). In particular,
given any continuous linear mapping T : D(Y ) → D′(X) there exists a unique
distribution K ∈ D′(X × Y ), referred to as the (Schwartz) kernel of T , such that
(10) holds.

Definition 5 A continuous linear operator F : C∞
c (Y ) → D′(X) is a (local)

Fourier integral operator if the Schwartz kernel is given by a homogeneous
oscillatory integral I [ϕ, a] for some non-degenerate phase function ϕ : X × Y ×
R
N \ {0} → R and amplitude a ∈ Sμ(X × Y × R

N).

Given a test function f ∈ C∞
c (Y ), by an abuse of notation the distribution Ff

will also be denoted by

Ff (x) =
∫
R
n

∫
R
N
eiϕ(x;y;θ)a(x; y; θ) dθ f (y) dy. (11)

Example 6 The averaging operator from Example 3 can be expressed as

Atf (x) =
∑
±

1

(2π)n

∫
R
n

∫
R̂
n
ei(〈x−y,ξ 〉±t |ξ |)a±(tξ) dξ f (y) dy, (12)

where this formal expression is interpreted in the above distributional sense. Note
that the phase ϕ(x; y; ξ) := 〈x−y, ξ〉± t|ξ | satisfies the desired conditions (7), (8)
and (9).

There are significant short-comings in defining FIOs in this way. In particular,
there are fundamental problems regarding uniqueness: a given operator will admit
many distinct representations of the form (11).

Example 7 Once again recall the operator Atf from Example 3, which can be
interpreted as taking an average of f over the sphere x + tSn−1. For fixed x, t ,
this surface corresponds to the zero locus of the defining function


(x; t; y) := |x − y|2
t2

− 1.

This allows one to rewrite the averaging operator as

Atf (x) :=
∫
R
n
f (y)a(x; t; y) δ(
(x; t; y))dy
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where δ(
(x; t; y))dy is the normalised induced Lebesgue measure on x + tSn−1

(see, for instance, [58, Chapter XI, §3.1.2] or [59, Chapter VIII, §3]) and a(x; t; y)
is an appropriate choice of bump function. Using the heuristic identity

δ(x) = 1

2π

∫
R

eiλx dλ

for the Dirac δ function, this leads to the expression

Atf (x) = 1

2π

∫
R
n

∫
R̂

eiλ
(x;t;y)a(x; t; y) dλ f (y) dy. (13)

Thus, one arrives at an alternative Fourier integral representation of the averageAtf
to that in (12). Although this argument has been presented as a heuristic, it is not
difficult to make the details precise, provided (13) is interpreted correctly (that is,
as converging in the sense of oscillatory integrals); the full details can be found, for
instance, in [58, Chapter XI].

1.4 Wave Front Sets and Equivalence of Phase

Examples 6 and 7 show that very different phase/amplitude pairs [ϕ, a] can define
the same Fourier integral operator. It is natural to ask whether one can formulate
a “coordinate-free” or “invariant” definition of FIOs which does not rely on fixing
a choice of phase and amplitude. Such a global definition does indeed exist and is
discussed in detail in [16, 29] as well as the texts [15, 53, 63]. The full details of
the global theory of Fourier integral operators is, however, beyond the scope of this
article, but nevertheless here some of the basic ideas are presented.

To arrive at a global definition of Fourier integral operators, it is necessary to
analyse the geometry of the singularities of the underlying Schwartz kernel. This
leads to the construction of a geometric object known as the canonical relation for
a given FIO, which is in some sense independent of the choice of phase function
used to define the kernel (this is the content of Hörmander’s equivalence of phase
theorem, discussed below). The idea is then to think of the FIO purely in terms of
the canonical relation (and some order), without reference to a particular choice of
pair [ϕ, a].

To carry out the above programme, some basic definitions from microlocal
analysis (which may be described as the geometric study of distributions) are
required.
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1.4.1 The Singular Support

Once again, letW ⊆ R
d be some fixed open set.

Definition 8 The singular support sing suppu of u ∈ D′(W) is defined to be the
set of points in w ∈ W for which there exists no open neighbourhood upon which u
agrees with a C∞ function.

The singular support identifies the location of the singularities of a distribution,
but for a complete geometric description one must also understand the associated
“directions” of the singularities.

Example 9 Let γ : [0, 1] → R
2 be (a parametrisation of) a smooth curve and let μ

be a smooth density on γ in R
2, viewed as a measure (and therefore a distribution)

on the plane. In particular, there exists some a ∈ C∞
c (R) with support in (0, 1) such

that μ is defined by

∫
R

2
f dμ :=

∫ 1

0
(f ◦ γ )(t)a(t) dt for all f ∈ C(R2).

It is immediate that the singular support of μ consists of the support of the measure
(and is therefore a subset of the curve). Given x0 ∈ suppμ, one expects that the
singular direction should the normal to the curve at x0. A rigorous formulation of
this intuitive statement is discussed below.

To identify the singular directions, one appeals to the correspondence between
regularity and the decay of the Fourier transform. For instance, recall that any f ∈
C∞
c (R

n) satisfies

|f̂ (ξ)| �N (1 + |ξ |)−N for all N ∈ N (14)

for ξ ∈ R̂
n

(and, moreover, the property f ∈ C∞
c (R

n) is completely characterised in
terms of the decay of the Fourier–Laplace transform by the Paley–Weiner theorem
[31, §7.3]). If u ∈ D′(W) andw /∈ sing suppu, then it follows that there exists some
ψ ∈ C∞

c (W) satisfying ψ(w) �= 0 for which f := ψu is a C∞
c function satisfying

(14). Given w ∈ sing suppu and ψ ∈ C∞
c (W) satisfying ψ(w) �= 0 as above, the

idea is now to analyse the directions in which (14) fails for f := ψu. Since in this
case ψu is no longer guaranteed to be a function, the precise definition requires
some facts about Fourier transforms of distributions, which are recalled presently.

1.4.2 Tempered Distributions and the Fourier Transform

If S(Rn) denotes the Schwartz space, then recall that the space of tempered
distributions is the dual S′(Rn), which can be identified with a subspace of D′(Rn).
The Fourier transform û ∈ S′(Rn) of a tempered distribution u ∈ S′(Rn) is defined
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by 〈û, f 〉 := 〈u, f̂ 〉 for all f ∈ S(Rn). If u ∈ D′(W) is compactly-supported (in
the sense that there exists a compact set K ⊂ W such that 〈u, f 〉 = 0 whenever
f ∈ D(W) is supported outside K), then u automatically extends to a tempered
distribution and, moreover, the Fourier transform û is a C∞ function which grows
at most polynomially. For proofs of these facts see, for instance, [31].

1.4.3 The Wave Front Set

Let u ∈ D′(W) be compactly supported. Define �(u) to be the set of points η ∈
R̂
n \ {0} for which there does not exist an open conic neighbourhood C upon which

|û(ξ)| �N (1 + |ξ |)−N for all N ∈ N and all ξ ∈ C.

Given u ∈ D′(W) and w ∈ W one then defines

�w(u) :=
⋂

ψ∈C∞
c (W)

ψ(w) �=0

�(ψu).

By the discussion following (14), it is clear that if �w(u) �= ∅, thenw ∈ sing suppu.

Definition 10 (Wave Front Set) If u ∈ D′(W), then the wave front set WF(u) of
u is defined

WF(u) := {
(w; ξ) ∈ W × (Rd \ {0}) : ξ ∈ �w(u)

}
.

Example 11 Returning to the measure μ discussed in Example 9, fix x0 ∈
sing suppμ so that x0 = γ (t0) for some t0 ∈ supp a. Suppose η ∈ R̂

2 \ {0} does not
lie in the linear subspace Nx0γ spanned by the normal to γ at x0. It is not difficult
to show that there exists a conic neighbourhood C of η and some ε0 > 0 such that

|〈ξ, γ ′(t)〉| ≥ ε0|ξ | for all ξ ∈ C and |t − t0| < ε0.

If ψ ∈ C∞
c (R

2) is chosen to have support in a sufficiently small neighbourhood
of x0, it therefore follows by non-stationary phase (that is, repeated integration-by-
parts) that |(ψμ)̂ (ξ)| �N (1 + |ξ |)−N for all N ∈ N and ξ ∈ C and, consequently,
�x0(μ) ⊆ Nx0γ . On the other hand, if η ∈ Nx0γ ∩ S

1 and ψ ∈ C∞
c (R

2) satisfies
ψ(x0) �= 0, then the asymptotic expansion for oscillatory integrals (see, for instance,
[58, Chapter VIII]) shows that |(ψμ)̂ (λη)| fails to decay rapidly in λ ≥ 1.

For a homogeneous oscillatory integral I [ϕ, a], as defined in Sect. 1.2, it is not
difficult to show that the wave front set of this distribution is contained in

�ϕ := {(w, ∂wϕ(w; θ)) ∈ W × (Rd \ {0}) : (w; θ) ∈ supp a, ∂θϕ(w; θ) = 0}.
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Indeed, as a rough sketch of why this should hold, taking the Fourier transform
of I [ϕ, a] · ψ for some ψ ∈ C∞

c (R
d) yields an oscillatory integral in the (w; θ)

variables with phase ϕ(w; θ)−〈w, ξ〉. By non-stationary phase (that is, integration-
by-parts), one expects rapid decay away from the set of (w; ξ) for which the phase
admits a (w; θ)-stationary point. Since the w-gradient of the phase is given by
∂wϕ(w; θ)− ξ and the θ -gradient is ∂θϕ(w; θ), this naturally leads one to consider
the set �ϕ . The full details can be found, for instance, in [31, Theorem 8.1.9].

1.4.4 Non-degeneracy and Lagrangian Manifolds

If the phase function ϕ is non-degenerate in the sense that (9) holds, then it follows
from the implicit function theorem that

�ϕ := {
(w, θ) ∈ W × (RN \ {0}) : ∂θϕ(w, θ) = 0

}

is a smooth d-dimensional submanifold. Moreover, one may readily verify that the
map κ : �ϕ → W×(Rd \{0}) given by κ(w, θ) := (w, ∂wϕ(w, θ)) is an immersion
with image�ϕ . Typically, in this situation one identifiesW×(Rd\{0})with T ∗W\0,
the cotangent bundle ofW with the zero section removed. The rationale behind this
is that, under the above identification,�ϕ has a special property defined with respect
to the natural symplectic structure on T ∗W . Concepts from symplectic geometry
form an important part of the analysis of FIOs, but will only be mentioned in passing
here (see, for instance, [15] for a thorough introduction to symplectic differential
geometry and its connection to Fourier integral theory).

Definition 12 A smooth (immersed) submanifold � ⊆ T ∗W \ 0 is conic if it is
conic in the fibres: that is, (w, tξ) ∈ � for all t > 0 whenever (w, ξ) ∈ �. Such
a � is a Lagrangian submanifold if it is d-dimensional and the restriction of the
canonical 1-form ω := ∑d

j=1 ξjdwj on T ∗W to � is identically zero.

It is not difficult to show that �ϕ is a (conic) Lagrangian submanifold.4

Conversely, given any conic Lagrangian submanifold � ⊂ T ∗W \ 0, one can show
that locally � agrees with �ϕ for some non-degenerate phase function ϕ (see, for
instance, [29, §3.1]).

4The pull-back κ∗ω of ω is given by

d∑
j=1

∂wj ϕ(w, θ)dwj = dφ −
N∑
i=1

∂θi ϕ(w, θ)dwj .

This vanishes identically on �ϕ since ∂θϕ(w, θ) = 0 and the homogeneity of ϕ with respect to θ
implies ϕ(w, θ) = θ∂θϕ(w, θ) = 0.
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1.4.5 Equivalence of Phase

The correspondence between conic Lagrangian submanifolds and non-degenerate
phase functions described above is clearly not unique: for instance, one may
compose the phase function ϕ with any fibre-preserving diffeomorphism (w, θ) �→
(w, θ̃(w, θ)) to obtain a new phase function ϕ̃ which satisfies �ϕ = �ϕ̃ . However,
in this case it follows by the change of variables formula that I [ϕ, a] = I [ϕ̃, ã]
where ã(w, θ̃(w, θ)) = a(w, θ)|∂θ θ̃(w, θ)|−1. Thus, provided the symbols are
appropriately defined, the phases ϕ and ϕ̃ define the same homogeneous oscillatory
integral.

Now suppose ϕ, ϕ̃ are two phase functions which satisfy �ϕ = �ϕ̃ , but are
not necessarily related by a fibre-preserving diffeomorphism. What can be said
about the homogeneous oscillatory integrals in this case? A typical example of this
situation has already appeared above.

Example 13 Fixing t ∈ R \ {0}, consider the phase function ϕt : Rn × R
n × (Rn \

{0}) → R featured in Example 1 and Example 3, given by ϕt(x, y; ξ) := 〈x −
y, ξ〉 + t|ξ |. Then a simple computation shows that

�ϕt = {
(x, x + t ξ|ξ | , ξ,−ξ) : (x, ξ) ∈ R

n × R
n \ {0}}.

Now consider the phase function ϕ̃t : Rn × R
n × (R \ {0})→ R given by

ϕ̃t (x, y; λ) := λ
( |x − y|2

t2
− 1

)
,

which is featured in the alternative representation for the averaging operator from
Example 7. A simple computation shows that

�ϕ̃t =
{(
x, y, 2λ

x − y
t2

,−2λ
x − y
t2

)
: |x − y| = t

}
.

However, making the substitution ξ = 2λx−y
t2

, this set agrees precisely with that in
Example 13.

Note that the fibres of ϕt and ϕ̃t have different dimensions so clearly the two
phases cannot be related via a fibre-preserving change of variables.

It is still true that, for suitable choices of amplitude function, the phases discussed
in Example 13 define the same homogeneous oscillatory integral (indeed, both
phases are used to represent the same averaging operator At ). These observations
suggest the possibility of a unique correspondence between conic Lagrangian
manifolds � and homogeneous oscillatory integrals. This correspondence is the
subject of the following fundamental result of Hörmander [29].

Theorem 14 (Hörmander’s Equivalence of Phase Theorem [29]) Supposeϕ and
ϕ̃ are non-degenerate phase functions defined on a neighbourhood of (w0, θ0) ∈
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W × R
N and (w0, θ̃0) ∈ W × R

Ñ , respectively, which define the same Lagrangian
submanifold there.

Then every homogeneous oscillatory integral I [ϕ, a]with a ∈ Sμ+(d−2N)/4(W×
R
N) and supp a in a sufficiently small θ -conic neighbourhood5 of (w0, θ0) can also

be written as I [ϕ̃, ã] for some ã ∈ Sμ+(d−2Ñ)/4(W × R
Ñ ) with supp ã in a small

θ̃ -conic neighbourhood of (w0, θ̃0).

The equivalence of phase theorem suggests that rather than thinking of the
distribution I [ϕ, a] as defined by some choice of phase/amplitude pair [ϕ, a], one
should think of the distribution as determined by the conic Lagrangian submanifold
�. This perspective is described in the following subsection.

1.5 Global Theory

The equivalence of phase theorem allows much of the analysis of the previous
sections to be lifted to the more general setting of smooth manifolds W . Given a
conic Lagrangian submanifold� ⊂ T ∗W , one roughly defines Iμ(W,�) to be the
class of homogeneous oscillatory integrals which can be locally represented as some
I [ϕ, a] for some non-degenerate phase function ϕ for which�ϕ locally agrees with
� and symbol a belonging to the class Sμ+(d−2N)/4. Here N is the dimension of
the fibres (that is, the number of Fourier variables θ ) in this local representation. To
give more precise details of this definition requires a brief review of basic concepts
pertaining to analysis on manifolds.

1.5.1 Distributions on Manifolds

Let W be a d-dimensional smooth manifold so that W is equipped with a system
of coordinate charts κα : Wα → W̃α , each of which is a diffeomorphism from some
open subsetWα ⊆ W to an open subset W̃α ⊆ R

d .

Definition 15 A distribution u on W is an assignment of a distribution uα ∈
D′(W̃α) to every coordinate chart which satisfies the following consistency prop-
erty: given two charts καj : Wαj → W̃αj , j = 1, 2, the identity

〈uα2 , f 〉 = 〈uα1 , f ◦ α1 ◦ α−1
2 〉

holds whenever f ∈ D(W̃α2) is supported inside κα2(Wα1 ∩Wα2). The space of all
distributions onW is denoted by D′(W).

5Here a θ-conic neighbourhood of (w0, θ0) ∈ W × R
N \ {0} is an open neighbourhood U ⊆

W × R
N \ {0} of (w0, θ0) such that (w, tθ) ∈ U for all t > 0 whenever (w, θ) ∈ U .
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Remark 16 It makes perfect sense, in analogy with the definition in the Euclidean
case, to consider the dual of the space of test functions onW . Elements of this dual
are slightly different objects to the distributions defined above, however, and are
known as distribution densities (see, for instance, [31, §6.3]).

1.5.2 Global Homogeneous Oscillatory Integrals

Let � ⊆ T ∗W be a closed, conic Lagrangian submanifold and μ ∈ R. A global
homogeneous oscillatory integral of order μ is a distribution u ∈ D′(W) such that
for every coordinate chart κα : Wα → W̃α the associated distribution uα ∈ D′(W̃α)
is of the form uα = I [ϕα, aα] where:

(i) Each ϕα is a non-degenerate phase function defined on a θ -conic open
subset Uα ⊆ W̃α × R

Nα for some integer Nα ∈ N. Furthermore, an open
neighbourhood of � is diffeomorphically mapped to

�ϕα := {(w, ∂wϕ(w, θ)) : (w, θ) ∈ Uα, ∂θϕ(w, θ) = 0}

under the coordinates induced by κα.6

(ii) Each aα ∈ Sμ+(d−2Nα)/4(Rd × R
Nα ) is supported in Uα and has compact w-

support.

1.5.3 Global FIOs and Canonical Relations

Fix a pair of manifolds X and Y with dimX = n and dimY = m and let � ⊆
T ∗X \ 0 × T ∗Y \ 0 be a conic Lagrangian submanifold. The (global) homogeneous
oscillatory integrals in Iμ(X × Y,�) define (global) Fourier integral operators via
the Schwartz kernel on each coordinate chart. The resulting collection of operators
is denoted by Iμ(X, Y,C) where C is what is known as the canonical relation: it is
the rotated and reflected copy of � given by

C := {
(x, ξ, y,−η) ∈ T ∗X \ 0 × T ∗Y \ 0 : (x, y, ξ, η) ∈ �}.

One typically works with the canonical relation C rather than � since it is often
easier (notationally speaking) to formulate various hypotheses over C and C arises
naturally in the composition calculus for FIOs (see, for instance, [53, Chapter 6]).
Of course, C inherits the symplectic structure of � and, in particular, if ωX :=∑n
j=1 ξjdxj and ωY := ∑n

j=1 ηjdyj denote the canonical 1-forms on X and Y ,
respectively, then ωX − ωY vanishes identically on C.

6In particular, if π : T ∗W → W denotes the projection onto the base point, then for each chart
κ : Wα → W̃α one may define the induced local coordinates on the tangent bundle κ̃ : π−1(Wα)→
W̃α × R

d by κ̃(w, ξ) := (κ(w), (dκw)−�ξ).
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1.5.4 Global Versus Local Theory

In the global approach to Fourier integral theory one typically frames the hypotheses
on the operator in terms of geometric properties of the canonical relation (some
examples of this will be given in Sect. 2, where the rotational and cinematic
curvature conditions are discussed). For the majority of this article, however, it will
suffice to work with a concrete representation of the operator given by a choice
of phase and amplitude as in (1). In this local approach, the hypotheses on the
operator are framed in terms of properties of the choice of phase function φ and
its derivatives.

The local approach will in fact afford no loss of generality, since the problems
under consideration are all of a local nature and it is always possible to locally
express any FIO as an operator of the form of (1). Indeed, if dim X = dim Y ,
given any FIO as above, basic results in symplectic geometry (see, for instance, [15,
Proposition 3.7.3] or [53, Proposition 6.2.4]) guarantee that the canonical relation C
can be expressed locally as a graph (modulo a reflection) of the form

(x, η) �→ (x, S(x, η), T (x, η),−η).

Moreover, it is not difficult to show that S = ∂xφ and T = ∂ηφ for some generating
function φ. Indeed, the canonical 1-form ωX −ωY is given in the above coordinates
by

n∑
j=1

[
Sj (x, η)−

n∑
i=1

ηi∂xj Ti(x, η)
]
dxj −

n∑
j=1

[ n∑
i=1

ηi∂ηj Ti(x, η)
]
dηj .

By the Lagrangian property ofC, the coefficient functions must all vanish identically
on the domain, which implies that φ(x, η) := 〈η, T (x, η)〉 is a suitable generating
function. Thus, the canonical relation induced by the phase function ϕ(x, y, ξ) :=
φ(x, ξ)−〈y, ξ〉 agrees locally with C and consequently, by the equivalence of phase
theorem, the FIO admits a local expression of the form (1).

2 Local Smoothing Estimates

This survey is primarily concerned with the continuity of FIOs as maps between
certain function spaces. Such problems are inherently local in nature and, conse-
quently, for the majority of the discussion it will suffice to work FIOs of the form
(1). In particular, let F be an operator given by

Ff (x) := 1

(2π)n

∫
R̂
n
eiφ(x;ξ)a(x; ξ)f̂ (ξ) dξ (15)



44 D. Beltran et al.

for a choice of phase φ and symbol a ∈ Sμ(Rn × R
n) satisfying the conditions

described in Sect. 1.1. We are interested in two kinds of estimates:

1. Lp-Sobolev bounds

‖Ff ‖Lps (Rn) � ‖f ‖Lp(Rn). (16)

Here Lps (Rn) denotes the standard Sobolev (Bessel potential) space defined with
respect to the Fourier multipliers (1 + |ξ |2)s/2 (see, for instance, [55, Chapter
V]).

2. Given a 1-parameter family of FIOs (Ft )t∈I for I ⊆ R a compact interval, we
will consider inequalities of the form

( ∫
I

‖Ft f ‖p
L
p
s (R

n)
dt
)1/p

� ‖f ‖Lp(Rn). (17)

A prototypical case which motivates (17) is given by the family of half-wave
propagators Ft := eit

√−�. In this case, taking F = Ft for a given t (or the
composition of this operator with a pseudo-differential operator) in (16) leads to
fixed-time estimates for solutions to the wave equation; owing to this, such Lps
bounds will often be referred to as fixed-time estimates (regardless of whether the
operator involves a time parameter). On the other hand, (17) is a “space-time"
estimate.

Clearly, if one has a uniform bound of the kind (16) for every operator belonging
to a 1-parameter family (Ft )t∈I , then (17) follows directly by integrating these
estimates over the time interval I . However, in many situations averaging over time
has an additional smoothing effect; this allows for stronger space-time estimates
than those obtained trivially by averaging fixed-time inequalities. This phenomenon
is referred to as local smoothing.

In this section known and conjectured local smoothing properties of FIOs are
described. In contrast with the fixed time case, the necessary conditions on p for
which an inequality of the form (17) can hold can be quite subtle, depending on
various geometric properties of the phase. An indication of the key considerations
is provided below.

It transpires that local smoothing estimates are substantially stronger than their
fixed-time counterparts and have many applications and implications in harmonic
analysis and PDE. For instance, as is well-known, the sharp range of local smoothing
inequalities for the wave propagator is known to imply numerous major open prob-
lems in harmonic analysis, including the Bochner–Riesz problem on convergence
of Fourier series and the Kakeya conjecture. Non-sharp local smoothing estimates
can also be very useful, and provide powerful tools for studying a wide range of
maximal and variational problems in harmonic analysis (see, for instance, [2, 23, 24]
for recent examples of this). An introduction to the vast array of applications of local
smoothing estimates is provided in Sects. 3–4.
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It appears that sharp local smoothing inequalities are extremely difficult to prove
and, indeed, in the prototypical case of the half-wave propagator eit

√−� in the
plane obtaining the sharp range of exponents remains a challenging open problem
(although there are numerous partial results: see Sect. 2.3 below and the appendix).
However, there is a fairly complete understanding in cases where the operator has a
particularly badly behaved underlying geometry. For these, somewhat pathological,
examples, geometric considerations place rather stringent constraints on the range of
admissible p values; consequently, it has been possible to obtain the full range ofLp

local smoothing estimates. This was observed recently in [1] and relies heavily on
fundamental work of Wolff [67] on the local smoothing problem and an important
extension of Wolff’s work due to Bourgain–Demeter [8]. These topics are discussed
in detail in Sects. 5–6.

2.1 Fixed-Time Estimates for FIOs

Before discussing local smoothing in detail, it is instructive to first consider fixed-
time estimates (16) for FIOs, which are somewhat easier to understand and help
motivate the local smoothing theory. Consider a Fourier integral operator F of order
μ as in (15) and suppose the symbol a is compactly supported in the x variable.
In order to obtain a non-trivial Lp theory, it is necessary to impose some further
conditions on the phase.

Mixed Hessian condition The phase φ satisfies

det ∂2
xξφ(x; ξ) �= 0 for all (x; ξ) ∈ supp a. (18)

An obvious example of a phase function satisfying (18) is φ(x, ξ) := 〈x, ξ〉,
corresponding to the case of pseudo-differential operators. The phase function
appearing in the Euclidean wave propagator in Example 1 also satisfies this
hypothesis, as do those arising in the manifold setting in Example 2. It transpires
that (18) has a natural geometric interpretation in terms of the canonical relation C
introduced in Sect. 1.5; this is described below in Sect. 2.6.

It was shown by Eskin [19] and Hörmander [29] that FIOs of order 0 satisfying
the above hypotheses are bounded onL2. In general, forp �= 2, they are not bounded
on Lp but Lp-Sobolev estimates do hold with some (necessary) loss in regularity.
The sharp range of estimates of this form were established by Seeger, Stein and the
third author [48].

Theorem 17 ([48]) If F is a FIO of orderμ satisfying the mixed Hessian condition,
then for all 1 < p <∞ the fixed-time estimate

‖Ff ‖Lp−μ−s̄p (R
n) � ‖f ‖Lp(Rn) (19)

holds for s̄p := (n− 1)
∣∣ 1
p

− 1
2

∣∣.
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The proof of (19) in [48] follows from a H 1(Rn) to L1(Rn) bound for FIOs of
order −n−1

2 and interpolation with the aforementionedL2(Rn) estimate for FIOs of
order 0; this yields the results for 1 < p ≤ 2 and the results for 2 < p < ∞ follow
by duality.

As an example of an application of this theorem, one may apply the estimate

to the FIOs arising in the parametrix for the half-wave propagator eit
√−�g on a

compact Riemannian manifold (M, g). If u is the solution to (5), then one obtains
the bound

‖u( · , t)‖Lps−s̄p (M) �M,g ‖f0‖Lps (M) + ‖f1‖Lps−1(M)
(20)

for all s ∈ R. Here Lps (M) denotes the standard Sobolev (or Bessel potential) space,
defined with respect to the spectral multiplier (1 + λ2)s/2 (see, for instance, [53,
Chapter 4]). Moreover, provided t avoids a discrete set of times, the estimate (20) is
sharp for all 1 < p <∞ in the sense that one cannot replace s̄p with s̄p−σ for any
σ > 0. This provides an analogue of earlier bounds for solutions to the Euclidean
wave equation from [43, 46]. Theorem 17 can also be applied to solutions of more
general strictly-hyperbolic equations, of any order: see [48] for further details.

Remark 18 (Sharpness of Fixed-Time Estimates) An integration-by-parts argument
shows that for any α > 0 the (distributional) inverse Fourier transform of e−i|ξ |(1 +
|ξ |2)−α/2 agrees with a function fα . Moreover, fα is rapidly decaying for |x| ≥ 2
and for |x| ≤ 2 satisfies

|fα(x)| ∼ |1 − |x||−(n+1)/2+α.

Thus, if α > n+1
2 − 1

p
, then fα ∈ Lp(Rn). On the other hand,

|(1 −�)−s/2ei
√−�fα(x)| � |x|−(n−α−s) for |x| � 1.

Thus, if α ≤ n− n
p

− s, then ei
√−�fα /∈ Lp−s (Rn). Comparing these two conditions

shows that Theorem 17 is optimal for 2 ≤ p < ∞, in the sense that s̄p cannot be
replaced with any smaller exponent. The range 1 < p ≤ 2 then follows by duality.
See [58, Chapter IX, §6.13] for further details.

Remark 19 (Sharpness in the Range 1 < p ≤ 2) In fact, one may also deduce the
sharpness of Theorem 17 in the regime 1 < p ≤ 2 from a direct example rather
than from a duality argument. Reasoning as in Remark 18, given α > 0, let gα be a
function whose distributional Fourier transform is (1 + |ξ |2)−α/2. The function gα
is rapidly decreasing at infinity and

|gα(x)| ∼ |x|−(n−α) for |x| � 1;
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thus gα ∈ Lp(Rn) if α > n− n
p

. On the other hand,

|(1 −�)−s/2ei
√−�gα(x)| � |1 − |x||−(n+1)/2+α+s,

so ei
√−�gα �∈ Lp−s (Rn) if α < n+1

2 −s− 1
p

. Combining both conditions on α yields
s̄p in Theorem 17 cannot be replaced with any smaller exponent if 1 < p ≤ 2.

2.2 Local Smoothing Estimates for FIOs

We now turn to the subject of local smoothing estimates. Recall that the problem
is to analyse a 1-parameter family (Ft )t∈I of FIOs, the prototypical example being
the wave semigroup eit

√−�. It is convenient to formulate the problem in terms of a
single Fourier integral operator mapping functions on R

n to functions on R
n+1. In

particular, consider an operator

Ff (x, t) := 1

(2π)n

∫
R̂
n
eiφ(x,t;ξ)a(x, t; ξ)f̂ (ξ) dξ (x, t) ∈ R

n+1 (21)

where the symbol a ∈ Sμ(Rn+1 × R
n) is compactly supported in x and t and the

phase function φ is homogeneous of degree 1 in ξ and smooth away from ξ = 0. The
conditions on the phase are now formulated with respect to the space-time variables
(x, t) and the analogous condition to (18) reads as follows.

Mixed Hessian condition The phase φ satisfies:

(H1) rank ∂2
ξzφ(x, t; ξ) = n for all (x, t; ξ) ∈ supp a \ 0.

Here and below z is used to denote vector in R
n+1 comprised of the space-time

variables (x, t).

Trivially, under these hypotheses Theorem 17 implies the space-time estimate

( ∫
R

‖Ff ( · , t)‖p
L
p
−μ−s̄p (R

n)
dt
)1/p

� ‖f ‖Lp(Rn). (22)

This range of exponents, which follows from fixed-time estimates alone, does not
encapsulate any additional smoothing arising from taking the average in time.
Moreover, without further conditions on the phase, no such additional smoothing is
possible, in general, and the above range is in fact sharp (a standard example which
demonstrates this is given by the Radon transform in the plane: see Example 37
below or [53, Chapter 6]). In order to establish non-trivial local smoothing estimates,
one restricts to the class of phases satisfying the following additional hypothesis.
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Curvature condition The phase φ satisfies:

(H2) The generalised Gauss map, defined by G(z; ξ) := G0(z;ξ)|G0(z;ξ)| for all (z; ξ) ∈
supp a \ 0 where

G0(z; ξ) :=
n∧
j=1

∂ξj ∂zφ(z; ξ),

satisfies

rank ∂2
ηη〈∂zφ(z; η),G(z; ξ)〉|η=ξ = n− 1

for all (z; ξ) ∈ supp a \ 0.

Geometrically, the curvature condition means that for fixed z0 the cone

�z0 := {∂zφ(z0; η) : η ∈ R
n\0 in a conic neighbourhood of η0} (23)

is a smooth (conic) manifold of dimension n with n − 1 non-vanishing principal
curvatures at every point. One may readily verify that the phase featured in the
prototypical example of the half-wave propagator eit

√−� satisfies both conditions
(H1) and (H2). The same is also true for the phases arising from the parametrix

construction for eit
√−�g in Example 2.

Under the conditions (H1) and (H2), it is possible to show that for 2 < p <

∞ there exists some σ(p) > 0 such that inequality (22) holds with s̄p replaced
with s̄p − σ(p). This corresponds to a regularity gain over the estimate (19) and is
an example of the local smoothing phenomenon. The existence of local smoothing
estimates of the type (22) was first observed by the third author [50] in the context
of the Euclidean half-wave propagator eit

√−�. Shortly after, Mockenhaupt, Seeger
and the third author [44, 45] established stronger local smoothing estimates in the
general context of Fourier integral operators satisfying (H1) and (H2).

2.3 The Local Smoothing Conjecture

A natural question is to quantify the precise range of exponents for which (22) holds
for a given FIO F satisfying the hypotheses (H1) and (H2). It transpires that this is
a difficult and largely unresolved problem, involving a subtle dependence on certain
geometric properties of F.
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2.3.1 The Euclidean Wave Semigroup

To begin the discussion, we first consider the prototypical case of the wave
semigroup eit

√−�. In [50], the following conjecture was formulated.

Conjecture 20 (Local Smoothing Conjecture) For n ≥ 2 the inequality

( ∫ 2

1
‖eit

√−�f ‖p
L
p
−s̄p+σ (Rn)

dt
)1/p

� ‖f ‖Lp(Rn) (24)

holds for all σ < 1/p if 2n
n−1 ≤ p <∞ and σ < s̄p if 2 < p ≤ 2n

n−1 .

Note that the order of the half-wave propagator eit
√−� is μ = 0, so the

conjecture claims a σ -regularity gain with respect to the fixed time estimates (19)
in Theorem 17. This conjecture is open in all dimensions, although there have been
numerous partial results which establish (24) either for:

• A restricted range of regularity [6, 37, 44, 50, 62] or
• A sharp gain in regularity for a restricted range of Lebesgue exponent [8, 21, 22,

26, 34, 36, 67].

It is remarked that in [26] a strengthened version of the conjecture was in fact
established, involving estimates with the endpoint regularity index σ = 1/p (for
a restricted range of p). The history of the problem is discussed in more detail in the
appendix.

For p = 2, Plancherel’s theorem implies the energy conservation identity

‖eit
√−�f ‖L2(Rn×[1,2]) = ‖f ‖L2(Rn) (25)

whilst for p = ∞ one may show

‖eit
√−�f ‖L∞

− (n−1)
2 −ε

(Rn×[1,2]) � ‖f ‖L∞(Rn). (26)

The estimate (26) follows by bounding certain localised pieces of the kernel in L1;
this kind of argument is described in detail in Sect. 5.5. On a heuristic level, (26)
can be understood by comparison with the averaging operators At from Example 3
which are automatically bounded onL∞ and roughly correspond to the composition
of eit

√−� with a multiplier in S−(n−1)/2.
As a consequence of these simple estimates, (24) is strongest at p = 2n

n−1 : the

estimates for all other p follow from the p = 2n
n−1 case via interpolation with (25)

and (26). Thus, Conjecture 20 amounts to the assertion that eit
√−� is essentially

(that is, modulo a necessary loss of ε > 0 derivatives) bounded on L2n/(n−1)(Rn+1)

locally in time.
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Remark 21 Historically, the local smoothing phenomenon was first observed in the
context of L2-type bounds for dispersive equations [14, 33, 49, 64]. Here the setup
is somewhat different. For instance, in the case of the Schrödinger equation a gain
of 1/2 a derivative is obtained when one integrates the solution locally with respect
to time over a compact spatial region:

( ∫ 2

1
‖e−it�f ‖2

L2(B(0,1)) dt
)1/2

� ‖f ‖L2
1/2(R

n). (27)

Of course, the spatial localisation is essential in (27): the estimate cannot hold with
a global L2(Rn)-norm owing to conservation of energy. In the case of the wave
equation, the operator eit

√−� is local at scale t (as is clear either from the Kirchhoff
formula for the solution (see, for instance, [51, Chapter 1]) or by analysing the kernel
of eit

√−� via (non-) stationary phase). Consequently, local and global L2 estimates
for the half-wave propagator are essentially equivalent and, thus, conservation of
energy prohibits any analogous inequality of the form (27) for eit

√−�.

It is worthwhile examining the examples which dictate the numerology appearing
in Conjecture 20. First of all, it is clear that no local smoothing is possible for p = 2
for reasons described in Remark 21 above. Furthermore, the example in Remark 19
showing the sharpness of the fixed-time estimates if 1 < p < 2 immediately yields
that no local smoothing estimates hold in this regime. The situation is different if
2 < p <∞.

Remark 22 (Sharpness of Local Smoothing Conjecture) The example used in
Remark 18 can be used to show that a gain of 1/p derivatives in the local smoothing
conjecture would be best possible. In particular, let fα be as defined in Remark 18,
so that if α > n+1

2 − 1
p

, then fα ∈ Lp(Rn). Moreover, one may show that

|(1 −�)−s/2eit
√−�fα(x)| � |x|−(n−1)/2|t − 1 −|x||−(n+1)/2+α+s if t ≥ 2|x|+ 1

whenever |x| � 1. Thus, if α ≤ n− n+1
p

− s, then

( ∫ 2

1
‖eit

√−�fα‖p
L
p
−s (Rn)

dt
)1/p = ∞.

Comparing the two conditions on α shows that Conjecture 20 is optimal in the sense
that 1/p cannot be replaced with any larger number.

2.3.2 Wave Equations on Manifolds

Given a compact n-dimensional Riemannian manifold (M, g) one may also consider

the local smoothing problem for the propagator eit
√−�g , as defined in Example 2. It
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Fig. 1 Exponents for various formulations of the local smoothing conjecture. In contrast to the
Euclidean case, for wave propagators on certain compact manifolds the red region is inadmissible.
There exist FIOs for which the blue region is also inadmissible

is perhaps tempting to conjecture that (24) should also hold for eit
√−�g for the same

range of exponents as described in Conjecture 20. This turns out to be somewhat
naïve, however. In particular, Minicozzi and the third author [42] identified compact
manifolds (M, g) for which local smoothing fails to hold for all orders σ < 1/p
whenever p < p̄n,+ where

p̄n,+ :=
{

2(3n+1)
3n−3 if n is odd

2(3n+2)
3n−2 if n is even

;

see Fig. 1. Furthermore, (M, g) may be taken to be an arbitrarily small smooth
perturbation of the Euclidean metric on R

n. Thus, one is led to the following
conjecture.

Conjecture 23 (Local Smoothing Conjecture: Compact Manifolds) For n ≥ 2 and
(M, g) a compact Riemannian manifold of dimension n, the inequality

( ∫ 2

1
‖eit

√−�gf ‖p
L
p
−s̄p+σ (M)

dt
)1/p

� ‖f ‖Lp(M) (28)

holds for all σ < 1/p if p̄n,+ ≤ p <∞.

Note that the conjecture would automatically imply bounds of the form (28) in the
2 ≤ p ≤ p̄n,+ range via interpolation with the L2 energy estimate. For simplicity,
the values for σ in this range of p are omitted.

The counterexamples in [42] were inspired by earlier work of Bourgain [5, 7]
in the context of oscillatory integral operators and are geometric in nature. In
particular, obstacles to (28) arise owing to so-called Kakeya/Nikodym compression
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phenomena for geodesics in (M, g). Some related examples are discussed in detail
below in Sect. 4.2.

2.3.3 General FIOs

In approaching Conjecture 23 one may work in local coordinates; the problem then
boils down to establishing local smoothing estimates for the FIOs featured in the

parametrix for eit
√−�g . One may ask more generally whether such local smoothing

estimates hold for all F satisfying the conditions (H1) and (H2). It turns out,
however, that there are further examples of FIOs (which do not arise in relation to

the half-wave propagators eit
√−�g ) for which local smoothing is only possible on a

strictly smaller range of exponents than p ≥ p̄n,+. These examples are of a slightly
indirect nature. In particular, in [1] it was shown that local smoothing estimates
(22) imply certain oscillatory integral bounds: see Theorem 47. Counterexamples of
Bourgain [5, 7] in the latter context can then be applied to the problem; the details
of this argument are reviewed below in Sect. 4. In particular, there exist choices of
F satisfying (H1) and (H2) for which local smoothing fails to hold for all orders
σ < 1/p whenever p < p̄n where

p̄n :=
{

2(n+1)
n−1 if n is odd

2(n+2)
n

if n is even
; (29)

see Fig. 1. Thus, one is led to the following general conjecture.

Conjecture 24 (Local Smoothing Conjecture: FIOs) Suppose F is a FIO with
symbol of order μ satisfying conditions (H1) and (H2) above. The inequality

( ∫ 2

1
‖Ff ( · , t)‖p

L
p
−μ−s̄p+σ (Rn)

dt
)1/p

� ‖f ‖Lp(Rn) (30)

holds for all σ < 1/p if p̄n ≤ p <∞.

As in the case of the wave semigroup, the conjecture automatically implies bounds
of the form (28) in the 2 ≤ p ≤ p̄n range, this time via interpolation with the L2

bounds of Eskin [19] and Hörmander [29].
It will be useful to introduce the following terminology.

Definition 25 Given 2 < p < ∞, we say there is 1/p− local smoothing (or local
smoothing of order 1/p−) for a FIO F as above if (30) holds for all σ < 1/p.

In this language, the above conjectures may be stated succinctly as follows:
Conjecture 20 There is 1/p− local smoothing for eit

√−� for all 2n
n−1 ≤ p <∞.

Conjecture 23 There is 1/p− local smoothing for eit
√−�g for all p̄n,+ ≤ p <∞.
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Conjecture 24 If F is a FIO of order μ satisfying H1) and H2), then there is 1/p−
local smoothing for F for all p̄n ≤ p <∞.

The examples in [1] show that Conjecture 24 would be sharp across the entire
class of FIOs satisfying (H1) and (H2), but there are many situations where one
expects a better range of estimates to hold (not least of all the case of the wave
propagators described above). One may, in fact, formulate a more refined conjecture,
which combines both Conjecture 23 and Conjecture 24 into a single statement, by
considering finer geometric properties of the phase function and working with a
more precise version of the hypothesis (H2). This is discussed below in Sect. 2.5.

2.4 Positive Results

Recently in [1], the odd dimensional case of Conjecture 24 was established.

Theorem 26 Let F be a FIO as in (21) satisfying H1) and H2) and with symbol of
order μ. There is 1/p− local smoothing for F for all 2(n+1)

n−1 ≤ p <∞.

This result extends earlier work of Wolff [67] and Bourgain–Demeter [8] which
establishes the theorem in the special case of the Euclidean wave semigroup.

Theorem 26 is, up to endpoints, sharp across the entire class of FIOs in odd
dimensions, in terms of both the regularity and the Lebesgue exponents. The
question of what happens at the endpoint regularity index remains open; see [38]
for partial results in this direction. Thus, in order to prove estimates for a wider
range of exponents than those provided by Theorem 26 one must assume additional
hypotheses on F. In view of this, some natural refinements of the condition H2) are
discussed in the following subsection.

The method used to establish Theorem 26 follows Wolff’s approach to local
smoothing [67]. This relies on establishing variable coefficient counterparts to the
sharp �p(Lp)Wolff-type (or decoupling) inequalities of Bourgain–Demeter [8]. It is
a remarkable fact that the aforementioned decoupling inequalities are stable under
smooth perturbations of the phase in the underlying operator, leading to the results
in [1]. A detailed review of this argument is provided in Sect. 5. An interesting
aspect of this analysis is that the variable coefficient decoupling estimates can be
derived rather directly as a consequence of the constant coefficient estimates, via an
induction-on-scale argument. This is discussed in Sect. 6.

2.5 Formulating a Local Smoothing Conjecture
for General FIOs

Comparing Conjectures 20, 23 and 24, it is natural to ask what the special properties

of the half-wave propagators eit
√−�g and eit

√−� are which distinguish them from
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general FIOs and allow one to conjecture a larger range of local smoothing estimates
in these cases.

It is first remarked that the stronger numerology in the Euclidean conjecture
(Conjecture 20) is related to deep questions in geometric measure theory. In
particular, it is well-known that Conjecture 20 implies the Kakeya conjecture7

concerning the Hausdorff dimension of Kakeya sets in R
n; for a discussion of the

relationship between these and other important problems in harmonic analysis and
geometric measure theory see, for instance, [42, 60, 66] and the following section. A
similar relationship holds when one considers wave propagators on manifolds and,
moreover, general FIOs. In particular, both Conjectures 23 and 24 imply bounds
on the dimension of certain Kakeya (or, more precisely, Nikodym) sets of curves.

For instance, when dealing with the propagator eit
√−�g the curves in question are

geodesics in (M, g). The precise definition of a Kakeya/Nikodym set of curves will
not be recalled here, but the interested reader is directed to [11, 25, 42, 65] or [53,
Chapter 9] for further details. The key observation is that, for certain examples, the
families of curves which arise in this manner fail the Kakeya/Nikodym conjecture.
More precisely, the curves can be arranged so that they lie in a set of small Hausdorff
dimension; see Fig. 2.8 Such geometric configurations can be used to preclude local

smoothing estimates near 2n
n−1 for certain propagators eit

√−�g and lead to the
numerology in Conjecture 23.

It remains to explain the difference in numerology between Conjecture 23 for
wave propagators on manifolds and Conjecture 24 for general FIOs. Recall that
the necessary condition in Conjecture 24 arises from counterexamples of Bourgain
[5, 7] for bounds for oscillatory integral operators; this is discussed in detail below
in Sect. 4.2. It is remarked that one key feature of Bourgain’s examples is that they
give rise to hyperbolic cones �z0 : that is, the non-vanishing principal curvatures of
�z0 have different signs. Moreover, the analysis can be refined to give necessary
conditions which depend on the difference between the number of positive and
number of negative principal curvatures [27].

Definition 27 Suppose F is an FIO which satisfies the conditions H1) and H2). We
say F has signature κ for some integer 0 ≤ κ ≤ n − 1 if each of the cones �z0
satisfies

κ = |# positive principal curvatures − # negative principal curvatures|

at every point.

7This conjecture states that if K ⊆ R
n is compact and contains a unit line segment in every

direction, then K should have Hausdorff dimension n.
8In the worst case scenario, the curves can be arranged to lie in a set of dimension � n+1

2 � where n
is the ambient dimension [5, 7, 11].



Local Smoothing for Fourier Integral Operators 55

Fig. 2 An example of a Kakeya/Nikodym set of curves, arising from Bourgain’s example [5, 7] (see
also [25]). Here a large family of distinct parabolas lies inside a two-dimensional set (a hyperbolic
paraboloid)

With this definition, and in light of the modified versions of Bourgain’s examples,
one may formulate a refined version of Conjecture 24. In particular, letting

p̄n,κ :=

⎧⎪⎪⎨
⎪⎪⎩

2 · κ + 2(n+ 1)

κ + 2(n− 1)
if n is odd

2 · κ + 2n+ 3

κ + 2n− 1
if n is even

,

the new conjecture reads thus.

Conjecture 28 (Local Smoothing Conjecture: FIOs) Suppose F is a FIO with
symbol of order μ satisfying conditions (H1) and (H2) and that F has signature
κ . There is 1/p− local smoothing for F for all p̄n,κ ≤ p <∞.

Since there are n − 1 non-vanishing principal curvatures, in the worst case
scenario the signature is given by

κ =
{

0 if n is odd
1 if n is even

.

Substituting these values into the formula for p̄n,κ , one recovers the exponent p̄n
from (29) and therefore Conjecture 28 subsumes Conjecture 24. On the other hand,
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Fig. 3 Conjectured endpoint values for the exponent p for the sharp local smoothing esti-
mates (22) under various signature hypotheses on the phase. Theorem 26 establishes the odd
dimensional case under the hypothesis of n − 1 non-vanishing principal curvatures

in the best case scenario the principal curvatures all have the same sign and κ = n−
1. In this case, we see that p̄n,n−1 agrees with the exponent p̄n,+ from Conjecture 23.
Furthermore, it is indeed the case that the Fourier integral operators associated to

the wave semigroups eit
√−�g have signature n − 1 (see, for instance, [42] or [53,

Chapter 4]). Thus, Conjecture 28 also subsumes Conjecture 23. See Fig. 3.
From the above discussion it is not at all clear why the signature should be

important in the analysis of these operators, other than it is a consideration in the
construction of counterexamples. In the case of oscillatory integral operators, the
precise rôle of the signature is fairly well understood and is discussed in detail in
[25] (see also [11, 27, 36]). It is highly likely that the signature will play a similar
rôle in the analysis of FIOs.

2.6 The Geometric Conditions in Terms of the Canonical
Relation

To round off this section, we describe how the local results of the previous
subsections can be transcribed into the broader setting of global FIOs. In particular,
we provide a natural geometric interpretation of the mixed Hessian and curvature
conditions in terms of the canonical relation C.

2.6.1 Lp Estimates and Canonical Graphs

Fix X,Y smooth manifolds of dimension n and a canonical relation C ⊆ T ∗X \
0 × T ∗Y \ 0. Theorem 17 can easily be extended to the setting of global FIOs
F ∈ Iμ(X, Y ;C) once the mixed Hessian condition is correctly interpreted in terms
of the geometry of C.
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We first observe that in the specific context of a local operator F given by (15),
with dimX = dimY = n and a symbol a ∈ Sμ(Rn×R

n), the order ofF corresponds
to the order μ of the symbol, and therefore Iμ(X, Y ;C) is the correct class to work
in if one wishes to extend the local fixed-time results described above. Indeed, by
the convention established in Sect. 1.5 (which is motivated by the equivalence of
phase theorem), the orderm of the operator satisfies

m = μ− d − 2N

4
(31)

where d is the number of (x; y) variables and N is the number of Fourier variables.
In the case of (15), we have d = 2n and N = n, and so m and μ coincide.

We now turn to describing the appropriate generalisation of the mixed Hessian
condition.

Projection condition The natural projection mappings �T ∗X : C → T ∗X \ 0 and
�T ∗Y : C → T ∗Y \ 0 are local diffeomorphisms.

C

T ∗X \ 0 T ∗Y \ 0

T ∗X T ∗Y
.

The projection condition clearly forces dimX = dimY . It is also not difficult
to show that if dimX = dimY and either one of the projections �T ∗X or �T ∗Y is
a local diffeomorphism, then so too is the other.9 Thus, for instance, an equivalent
formulation of the projection condition is that dimX = dimY and

rank d�T ∗Y = 2n, (32)

where n is the common dimension of X and Y . Yet another way to interpret
this property, which will be useful later in the discussion, is that C is locally a
canonical graph. In particular, for every γ0 = (x0, ξ0, y0, η0) ∈ C there exists
a symplectomorphism χ defined on a neighbourhood of (x0, ξ0) ∈ T ∗X \ 0 and
mapping into T ∗Y \ 0 such that on this neighbourhoodC is given by the graph

{(x, ξ, y, η) : (y, η) = χ(x, ξ)}.

With this definition, the global variant of Theorem 17 reads thus.

9This can be seen by expressing the operator in local coordinates: see the proof of Lemma 33
below for a very similar argument.
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Theorem 29 ([48]) If F ∈ Iμ(X, Y ;C) is a global FIO where C satisfies the
projection condition, then for all 1 < p <∞ the fixed-time estimate10

‖Ff ‖Lp−μ−s̄p, loc(R
n) � ‖f ‖Lpcomp(R

n)

holds.

Using the theory described in Sect. 1, it is not difficult to deduce Theorem 29 as
a fairly direct consequence of its local counterpart Theorem 17. In particular, since
the result is inherently local, one may assume that F ∈ Iμ(X, Y ;C) is given in local
coordinates by some kernel

K(x; y) =
∫
R̂
N
eiϕ(x,y;θ)a(x, y; θ) dθ,

where a ∈ Sμ(Rn×R
n× R̂

N
) and ϕ : Rn×R

n× R̂
N\{0} → R is a non-degenerate

phase function. Thus, one may write

C = {(x, ∂xϕ(x, y; θ), y,−∂yϕ(x, y; θ)) : ∂θϕ(x, y; θ) = 0} (33)

and it follows that if C is a local canonical graph, then there exist smooth solutions
to the equations

ξ = ∂xϕ(x, y; θ), ∂θϕ(x, y; θ) = 0

in (y, θ). By the inverse function theorem, this amounts to the condition that the
Jacobian of the map (y, θ) �→ (∂xϕ(x, y; θ), ∂θϕ(x, y; θ)) is non-vanishing:

det

(
∂2
xyϕ ∂

2
xθϕ

∂2
θyϕ ∂

2
θθϕ

)
(x, y; θ) �= 0 whenever ∂θϕ(x, y; θ) = 0. (34)

As described in Sect. 1.5, one may further assume that N = n and ϕ has the special
form ϕ(x, y; η) = 〈y, η〉−φ(x; η), where φ is smooth and homogeneous of degree
1 in η. In this case, the condition (34) then becomes

det ∂2
xηφ �= 0,

which corresponds precisely with the mixed Hessian condition from (18).

Example 30 (Variable Coefficient Averaging Operators) The class of FIOs of order
−n−1

2 which satisfy the projection condition includes averaging operators over

10Here, an Lpcomp(R
n) → L

p

s, loc(R
n) bound is interpreted as follows: for any pair of compact sets

�1,�2 ⊆ R
n the a priori estimate ‖Ff ‖Lps (�2)

��1,�2 ‖f ‖Lp(�1) holds whenever f ∈ C∞
c (�1).
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variable families of hypersurfaces which satisfy the rotational curvature condition
of Phong and Stein [47] (see also [58, Chapter XI §3.1]). Indeed, consider the family
of hypersurfaces

Sx,t = {y ∈ R
n : 
t(x; y) = 0}

where 
t is a smooth defining function of (t, x, y) ∈ [1, 2] × R
n × R

n. We say
that 
t satisfies the rotational curvature condition if the Monge–Ampère matrix
associated to 
t is non-singular on 
t = 0: that is,

RotCurv(
t )(x; y) := det

(

t ∂y
t

∂x
t ∂
2
xy
t

)
(x; y) �= 0 whenever
t(x; y) = 0.

(35)

As in Example 3, the averaging operator

Atf (x) :=
∫
R
n
f (y)a(t, x, y)δ(
t(x; y)) dy

may be written as

Atf (x) := 1

2π

∫
R
n

∫
R

eiθ
t (x;y)a(t, x, y)f (y) dθ dy;

here a ∈ S0(R × R
n × R

n). By Theorem 14, At is a FIO of order −n−1
2 and one

may readily verify that if 
t satisfies (35), then the phase function ϕt(x, y; θ) =
θ
t(x; y) satisfies the condition (34).

Example 31 (Spherical Averages) As a special case of the previous example, let At
denote the averaging operator associated to the family of spheres x + tSn−1, with
defining function


t(x; y) = |x − y|2
t2

− 1.

In this case, RotCurv(
t)(x; y) = (−2)n+1t−2n, which is non-vanishing. In
general, whenever the operator is translation-invariant, in the sense that the family
of hypersurfaces is given by x �→ x+ tS0 for some fixed S0, the rotational curvature
is nonvanishing if and only if the Gaussian curvature of S0 is non-vanishing.

Example 32 (Radon Transform) As another special case of Example 30, consider
the Radon transform At which is the averaging operator with defining function

t(x; y) = 〈x, y〉− t for some t �= 0. Observe that Rot Curv(
t )(x; y) = −〈x, y〉,
so that the rotational curvature condition is satisfied. However, in contrast with
Example 31, each hyperplane Sx,t = {y ∈ R

n : 
t(x; y) = 0} has zero Gaussian
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curvature. In this case, the rotational curvature is capturing the rotation of the planes
Sx,t as x varies, rather than curvature of the planes themselves.

2.6.2 Local Smoothing Estimates and Cinematic Curvature Condition

Fix Y and Z smooth manifolds of dimension n and n+ 1 respectively, with n ≥ 2,
and let C be a canonical relation in T ∗Z\0×T ∗Y\0. Thus, C is a conic submanifold
of dimension 2n + 1 which is Lagrangian with respect to the 1-form ωZ − ωY =∑n+1
j=1 ζjdzj − ∑n

i=1 ηidyi . The local smoothing estimates in Theorem 26 hold for

global FIOs F ∈ Iμ−1/4(Z, Y ;C) which satisfy certain conditions on C.
Note, in contrast with the fixed-time estimates described above, here one works

with operators of order μ − 1/4 so that the FIO in that class admit the local
expression (21) with a symbol a ∈ Sμ(Rn+1 × R

n) of order μ. This is a quirk
of the order convention from Sect. 1.5. Indeed, if we consider the local operator
(21), which is interpreted as mapping functions of n variables to functions of n+ 1
variables, the number d of (x, t, y) variables is equal to 2n + 1 whilst the number
N of Fourier variables is n. Thus, recalling (31), we see the orderm of the operator
(21) is indeed μ− 1/4.11

We now turn to describing the hypotheses on the canonical relation C which
generalise properties (H1) and (H2) from the local theory. The first hypothesis
corresponds to the mixed hessian condition (H1) and is the natural analogue of the
projection condition featured in Theorem 29 (see (32)).

Projection condition If �T ∗Y : C → T ∗Y \ 0 denotes the natural projection
mapping, then

rank d�T ∗Y = 2n. (36)

C

T ∗Y \ 0 Z T ∗
z0
Z \ 0

T ∗Y
Z

T ∗
z0

Z

Geometrically, this condition has the following interpretation. Fix z0 ∈ �Z(C)
and let �T ∗

z0
Z denote the projection C → T ∗

z0
Z\0. Define

�z0 := �T ∗
z0
Z(C),

11If F is viewed as a 1-parameter family of operators (Ft )t∈I , then each Ft is a FIO of order μ.
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which is a conic subset of T ∗
z0
Z\0. The projection condition implies that �z0 is in

fact a smooth n-dimensional surface. Indeed, this is a consequence of the following
lemma.

Lemma 33 The condition (36) implies that d�T ∗
z0
Z has constant rank n.

Proof Recall from Sect. 1.5 that the operator can be expressed locally in the form
(15), in which case the phase function ϕ appearing in the expression (33) is given
by ϕ(x, y; ξ) := φ(x; ξ)− 〈y, ξ〉. In particular, local coordinates may be chosen so
that C is locally parametrised as a graph (modulo a reflection)

(z, η) �→ (z, ∂zφ(z; η), ∂ηφ(z; η),−η), (37)

where φ is homogeneous in η. Thus, computing the differential of �T ∗Y in these
coordinates, the condition (36) implies that the map (z, η) �→ (∂ηφ(z; η), η) is a
submersion; this of course reduces to

rank ∂2
zηφ(z, η) = n. (38)

By combining (37) and (38), it immediately follows that the differentials of �T ∗
z0
Z

must have rank n, as required. 
�
The second condition concerns the curvature of the cones �z0 .

Cone condition For every z0 ∈ �Z(C) the cone �z0 has n − 1 non-vanishing
principal curvatures at every point.

If C satisfies both the projection and the cone condition, then, following [50], it
is said to satisfy the cinematic curvature condition.

Theorem 34 ([1]) SupposeF ∈ Iμ−1/4(Y,Z;C) is a global FIO where C ⊂ T ∗Y \
0 × T ∗Z \ 0 satisfies the cinematic curvature condition. If 2(n+1)

n−1 ≤ p <∞, then

( ∫ 2

1
‖Ff ( · , t)‖p

L
p

−μ−s̄p+σ, loc(R
n)

dt
)1/p

� ‖f ‖Lpcomp(R
n)

holds for all σ < 1/p.

Once again, it is not difficult to deduce Theorem 34 as a direct consequence of
its local counterpart, Theorem 26. Most of this argument has already been described
in the proof of the first claim above. In particular, in local coordinates one may
express C as a graph as in (37). The projection condition then implies (38), which
is precisely the condition H1) in the local theorem. On the other hand, the cones
�z0 = �T ∗

z0
Z(C) take the form (23), and so the cone condition clearly amounts to

H2).

Example 35 (Variable Coefficient Averaging Operators) We return to the variable
hypersurfaces Sx,t and associated averaging operators At discussed in Example 30.
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Suppose that the defining function 
t satisfies the rotational curvature condition
(35) for all t in the t-support of a. Thus, At ∈ I−(n−1)/2(X, Y ;Ct ) for a canonical
relation Ct which is locally a canonical graph. Note that the rotational curvature
condition applies to each At individually and, in particular, does not take into
account how the family of surfaces Sx,t vary in t .

The cinematic curvature condition, on the other hand, provides additional
information about the behaviour of the Sx,t under changes of t . Indeed, let C
denote the canonical relation associated to the family of averages At (viewed as an
operator taking functions on R

n to functions on R
n+1). It follows from the rotational

curvature hypothesis that

C = {(x, t, ξ, τ, y, η) : (y, η) = χt(x, ξ), τ = q(x, t, ξ)}

where:

• χt is a symplectomorphism
• the function q is homogeneous of degree 1 in ξ and smooth if ξ �= 0.

Indeed, the function χt arises from the canonical graph property, satisfied by each
Ct . Note that the variable τ may be written in terms of x, t and ξ because χt is a
diffeomorphism and C is a 2n+ 1 dimensional manifold. Moreover, q is necessarily
homogeneous of degree 1 in ξ due to the conic nature of C in the η variable. Having
written the canonical relation in the above form, the cone condition requires that

rank ∂2
ξξ q = n− 1,

which is the maximum possible rank in view of the homogeneity of q . This
additional hypothesis takes into account the change in t .

Finally, if one represents the averaging operator using a single Fourier variable,
as in Example 7, then it is possible to obtain a formula for computing the function
q . Indeed, the phase function is given by ϕ(x, t, y; θ) = θ
t(x; y) and so in C we
have

τ = ∂tϕ(x, t, y; θ) = θ∂t
t (x; y) and ξ = ∂xϕ(x, t, y; θ) = θ∂x
t (x; y).

The condition τ = q(x, t, ξ) therefore becomes

q(x, t, ∂x
t(x; y)) = ∂t
t(x; y) whenever 
t(x; y) = 0,

due the homogeneity of q in the ξ variable.

Example 36 (Spherical Averages) For t > 0 let At denote the averaging operator

associated to the defining function 
t(x; y) = |x−y|2
t2

− 1. It was observed in
Example 31 that each At satisfies the rotational curvature condition. Moreover, the
family of operators satisfies the cinematic curvature condition, since q(x, t; ξ) =
−|ξ |.
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Example 37 (Radon Transform) For t �= 0 let At denote the averaging operator
associated to the defining function 
t(x; y) = 〈x, y〉 − t . It was observed in
Example 32 that each At satisfies the rotational curvature condition. However, the
cinematic curvature condition is violated, as there is no change in the curvatures of
the Sx,t as t varies. In particular, q(x, t; ξ) = −〈x,ξ 〉

t
, so that ∂2

ξξ q = 0.
Incidentally, for n = 2 this example can also be used to show the necessity of the

cinematic curvature hypothesis for local smoothing (see, for instance, [53, Chapter
6]).

3 Local Smoothing and Maximal Estimates

In the next two sections we investigate some of the many applications of local
smoothing estimates to problems in harmonic analysis. Here we review connections
with (maximal) Bochner–Riesz multipliers and circular maximal function theorems.

3.1 Bochner–Riesz Estimates

Recall that the Bochner–Riesz multipliers of order δ > 0 are defined by

Sδt f (x) := 1

(2π)n

∫
R̂
n
ei〈x,ξ 〉(1 − |tξ |)δ+ f̂ (ξ) dξ for t > 0.

A classical problem in harmonic analysis is to determine whether these multipliers
constitute a Fourier summation method: in particular, one is interested in whether

Sδt f → f as t → 0+

for a given mode of convergence (typically convergence in Lp or almost everywhere
convergence). By a simple rescaling argument, together with some standard func-
tional analysis, the Lp convergence question is equivalent to determining the range
of Lp boundedness for the operators Sδ := Sδ1 (see, for instance, [58, Chapter IX]
for further details).

Conjecture 38 (Bochner–Riesz Conjecture) Let 1 ≤ p ≤ ∞. If δ > δ(p) :=
max{n| 1

2 − 1
p
| − 1

2 , 0}, then

‖Sδf ‖Lp(Rn) � ‖f ‖Lp(Rn). (39)

It is known that δ > δ(p) is a necessary condition for (39) to hold whenever p �= 2.
The results for p = ∞ are trivial and it is also well known that one would obtain



64 D. Beltran et al.

this conjecture for all 1 ≤ p ≤ ∞ by interpolation and duality if the bounds held
for p ≥ 2n

n−1 .
It was observed by the third author [50] that the local smoothing conjecture for

eit
√−� formally implies Conjecture 38.

Proposition 39 Let 2n
n−1 ≤ p < ∞ be given. If there is 1/p− local smoothing for

eit
√−�, then the Bochner–Riesz estimate (39) holds for all δ > δ(p).

It is remarked that the Bochner–Riesz conjecture is itself known to imply the
Fourier restriction conjecture for spheres and paraboloids, which in turn implies
the Kakeya conjecture: see [60, 66] for a discussion of these problems and the
relationships between them. Thus, we see that the local smoothing conjecture sits at
the top of a chain of implications relating important central questions in harmonic
analysis and geometric measure theory.

Local smoothing ⇒ Bochner–Riesz ⇒ Restriction ⇒ Kakeya.

Proof (of Proposition 39) Note that

s̄p − 1/p = δ(p) if p ≥ 2n

n− 1
(40)

and that one may write

(1 − |ξ |)δ+ = r(|ξ |)+
∞∑
k=1

2−kδψ
(
2k(1 − |ξ |)), (41)

where r = rδ ∈ C∞
0 ([0,∞)) and ψ = ψδ ∈ C∞

0 ([1/2, 2]).
Since r is smooth and compactly supported the Fourier multiplier operator

associated with r(|ξ |) is bounded on Lp(Rn) for all 1 ≤ p ≤ ∞, and one concludes
that (39) would follow for a given p ≥ 2n

n−1 if the inequality

∥∥∥
∫
R̂
n
ei〈x,ξ 〉ψ

(
2k(1 − |ξ |)) f̂ (ξ) dξ

∥∥∥
Lp(Rn)

�ε 2k(δ(p)+ε) ‖f ‖Lp(Rn)

holds for all k ∈ N and all ε > 0. By a simple change of variables argument, the
inequality in the above display holds if and only if

‖Aλf ‖Lp(Rn) �ε λδ(p)+ε ‖f ‖Lp(Rn) for all λ� 1 (42)

where

Aλf (x) :=
∫
R̂
n
ei〈x,ξ 〉ψ(λ − |ξ |) f̂ (ξ) dξ.
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In proving (42) for a given λ� 1, since suppψ ∈ [1/2, 2], one may assume that

supp f̂ ⊂ {ξ : |ξ | ∈ [λ/2, 2λ] }. (43)

Also, if one writes

ψ(λ − |ξ |) = (2π)−1
∫
R

ψ̌(t)e−iλt eit |ξ | dt,

then Hölder’s inequality in the t-variable after multiplying and dividing by (1 + |t|)
implies that

‖Aλf ‖Lp(Rn) �
∥∥∥(1 + |t|)ψ̌(t)

∫
R̂
n
ei〈x,ξ 〉eit |ξ | f̂ (ξ) dξ

∥∥∥
Lp(Rn×R)

�N
∥∥(1 + |t|)−Neit

√−�f
∥∥
Lp(Rn×R)

.

(44)

for all N ∈ N and one may write

‖Aλf ‖Lp(Rn) �N
∥∥eit√−�f

∥∥
Lp(Rn×[−1,1]) +

∑
k∈N

∥∥(1 + |t |)−Neit
√−�f

∥∥
Lp(Rn×Ik),

(45)

where Ik := [−2k−1,−2k] ∪ [2k−1, 2k]. In view of (43) and (40), 1/p− local
smoothing for eit

√−� implies that

∥∥eit√−�f
∥∥
Lp(Rn×[−1,1]) �ε λ

δ(p)+ε ‖f ‖Lp(Rn). (46)

Thus, the first term in the right-hand-side of (45) is controlled by the right-hand side
of (42). For the remaining terms, the rapid decay in (44) together with (46) and a
simple change of variables argument yields

∥∥(1 + |t|)−Neit
√−�f

∥∥
Lp(Rn×Ik) � 2−kλδ(p)+ε‖f ‖p

uniformly in k ∈ N, and then the desired result just follows from summing a
geometric series in k ∈ N. 
�

3.2 Maximal Bochner–Riesz Estimates

When studying almost everywhere convergence of the Bochner–Riesz summation
method, one naturally considers the maximal estimates

( ∫
R
n

sup
t>0

|Sδt f (x)|p dx
)1/p

� ‖f ‖Lp(Rn) (47)
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for the operators Sδt . It transpires that 1/p− local smoothing for eit
√−� also implies

inequalities of this form.

Proposition 40 Let 2n
n−1 ≤ p < ∞ be given. If there is 1/p− local smoothing for

eit
√−�, then the maximal Bochner–Riesz estimate (47) holds for all δ > δ(p).

To prove this, note that if r(|ξ |) is as in (41), then

sup
t>0

∣∣∣
∫
R̂
n
ei〈x,ξ 〉 r(t|ξ |) f̂ (ξ) dξ

∣∣∣ � Mf(x),

whereM denotes the Hardy–Littlewood maximal function. Since ‖Mf ‖p � ‖f ‖p
for all p > 1, the previous arguments reveal that (47) would follow if one can show
that the maximal version of (42) holds. Explicitly, it suffices to show that

( ∫
R
n

sup
t>0

|Aλt f (x)|p dx
)1/p

�ε λδ(p)+ε‖f ‖Lp(Rn) (48)

holds for all λ� 1 and all ε > 0 where

Aλt f (x) := 1

(2π)n

∫
R̂
n
ei〈x,ξ 〉ψ

(
λ− |tξ |) f̂ (ξ) dξ.

To prove this, we appeal to the following simple lemma.

Lemma 41 Suppose that

suppm ⊂ {ξ ∈ R̂
n : |ξ | ∈ (λ0/2, 2λ0) }

for some fixed λ0 > 0 and set

Atf (x) := 1

(2π)n

∫
R̂
n
ei〈x,ξ 〉m(tξ) f̂ (ξ) dξ, t > 0.

If 2 ≤ p <∞ and the inequality

( ∫
R
n

sup
t∈[1,2]

|Atf (x)|p dx
)1/p ≤ C̄p‖f ‖Lp(Rn), (49)

holds for some fixed constant C̄p > 0, then it follows that

( ∫
R
n

sup
t>0

|Atf (x)|p dx
)1/p

� Cp ‖f ‖Lp(Rn).

Proof Let k0 ∈ Z be the unique integer such that λ0 ∈ [2k0, 2k0+1). Next, choose a
Littlewood–Paley bump function β ∈ C∞

0 ((1/2, 2)) satisfying
∑∞

−∞ β(2−j r) = 1,
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r > 0, and defineP�f by (P�f )̂ (ξ) := β(2−�|ξ |)f̂ (ξ). Then, by Littlewood–Paley
theory (see, for instance, [55, Chapter IV]),

∥∥ (
∞∑

�=−∞
|P�f |2)1/2 ∥∥

Lp(Rn)
� ‖f ‖Lp(Rn) for all 1 < p <∞. (50)

To use this, note that

Atf = At
( ∑

{�∈Z: |�−(k+k0)|≤10 }
P�f

)
if t ∈ [2−k, 2−k+1],

since it is assumed that m(ξ) = 0 if |ξ | /∈ (2k0−2, 2k0+2). By this observation
together with a scaling argument, the assumption (49) yields

∫
R
n

sup
t∈[2−k,2−k+1]

|Atf (x)|p dx =
∫
R
n

sup
t∈[2−k,2−k+1]

∣∣At( ∑
|�−(k+k0)|≤10

P�f (x))
∣∣p dx

≤ C̄pp
∫
R
n

∣∣ ∑
|�−(k+k0)|≤10

P�f (x)
∣∣p dx

� C̄pp
∑

|�−(k+k0)|≤10

∫
R
n
|P�f (x)|p dx

for all k ∈ Z. Consequently,

∫
R
n

sup
t>0

|Atf (x)|p dx ≤
∞∑

k=−∞

∫
R
n

sup
t∈[2−k,2−k+1]

|Atf (x)|p dx

� C̄pp
∞∑

k=−∞

∑
|�−(k+k0)|≤10

∫
R
n
|P�f (x)|p dx

� C̄pp
∫ ( ∑

�

|P�f (x)|2
)p/2

dx

� C̄pp‖f ‖p
Lp(Rn)

.

Here it was used that p ≥ 2 yields �2 ⊆ �p in the second to last inequality and (50)
in the last inequality. 
�
Proof (of Proposition 40) The preceding observations together with the above
lemma reduce the proof of (48) to showing that for λ� 1 one has

( ∫
R
n

sup
1≤t≤2

∣∣Aλt f (x)
∣∣p dx

)1/p
�ε λδ(p)+ε‖f ‖Lp(Rn).
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This in turn would follow by showing that

( ∫
R
n

∣∣(Aλt(x)f )(x)
∣∣p dx

)1/p
�ε λδ(p)+ε‖f ‖Lp(Rn) (51)

holds for any measurable function t (x) : R
n → [1, 2].

To adapt the earlier argument, write

ψ
(
λ− |t (x)ξ |) = (2π)−1

∫
R

ψ̌(s) e−iλseist (x)|ξ | ds

= (2πt(x))−1
∫
R

ψ̌(s/t (x)) e−iλs/t (x)eis|ξ | ds.

Since it is assumed that 1 ≤ t (x) ≤ 2 and since ψ̌ is rapidly decreasing, one can
use Hölder’s inequality and argue as in (44) to see that the left-hand-side of (51) is
dominated by

∥∥(1 + |s|)−Neis
√−�f

∥∥
Lp(Rn×R)

for all N ∈ N (with a constant depending on N).
Repeating the earlier arguments, one sees that the 1/p− local smoothing

estimates (46) imply that this last expression is dominated by λδ(p)+ε‖f ‖Lp(Rn).
This establishes the desired estimate (51) and thereby finishes the proof of Proposi-
tion 40. 
�

3.3 Circular Maximal Function Estimates

One may use local smoothing estimates for the half-wave propagator in two spatial
dimensions to give an alternative proof of Bourgain’s celebrated circular maximal
function theorem [4]. Letting σt denote the normalised Lebesgue measure on the
dilated circle tS1, recall that this theorem states the following:

Theorem 42 (Bourgain [4]) For all p > 2,

( ∫
R

2
sup
t>0

|f ∗ σt (x)|p dx
)1/p

� ‖f ‖Lp(R2). (52)

Theorem 42 extends Stein’s [56] earlier spherical maximal theorem which states
that for n ≥ 3 the maximal operator associated with spherical averages in R

n is
bounded on Lp(Rn) for p > n

n−1 . Stein [56] also showed that these bounds fail
for any p ≤ n

n−1 . In particular, the circular maximal function featured in (52) is

not bounded on L2(R2); this partially accounts for the added difficulties in two
dimensions (which were later overcome by Bourgain [4]).
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It is remarked that, in contrast to the applications featured in the previous
sections, to prove the sharp maximal function result from local smoothing estimates
one does not require a sharp gain in regularity in the hypothesised local smoothing
estimates; in fact, as will be discussed in Remark 44 below, any non-trivial gain in
regularity over the fixed-time estimate for any 2 < p <∞ yields the sharp maximal
inequality (however, for concreteness, we shall work with the L6 local smoothing
estimate). That local smoothing estimates can be used to give an alternative proof
of (52) was first observed by Mockenhoupt, Seeger and the third author in [44].

Proof (of Theorem 42) It suffices to prove the maximal estimates for nonnegative
f . Also, since the result is trivial when p = ∞, it suffices to prove the bounds under
this assumption when 2 < p <∞.

Let β ∈ C∞
0 ((1/2, 2)) be the Littlewood–Paley bump function occurring in the

proof of Lemma 41. As discussed in Example 3, the Fourier transform of the arc
length measure σ on S

1 may be written as

σ̂ (ξ) =
∑
±
a±(|ξ |)e±i|ξ |

where a± ∈ S−1/2. Consequently, if β0(|ξ |) := 1 − ∑∞
j=1 β(2

−j |ξ |) ∈ C∞
0 , one

may write

f ∗σt (x) = (2π)−2
∫
R̂

2
ei〈x,ξ 〉β0(t|ξ |)σ̂ (tξ) f̂ (ξ) dξ+(2π)−2

∑
±

∞∑
j=1

F
j
±(x, t)

(53)

where

F
j
±(x, t) :=

∫
R̂

2
ei〈x,ξ 〉±it |ξ |β(2−j t|ξ |) a±(t|ξ |) f̂ (ξ) dξ.

Note that the Fj± correspond to the half-wave propagator eit
√−� except for the

choice of symbol and the frequency localisation to the dyadic scale 2j .
Since β0σ̂ ∈ C∞

0 , it follows that the maximal operator associated with the first
term in the right-hand side of (53) is dominated by the Hardy–Littlewood maximal
function of f and thus bounded on all Lp(R2) for p > 1. It therefore suffices to
show that for all 2 < p <∞ the remaining terms satisfy

( ∫
R

2
sup
t>0

|Fj±(x, t)|p dx
)1/p

� 2−jεp‖f ‖Lp(R2)
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for some εp > 0. On account of the support properties of β and Lemma 41, it
suffices to show that

( ∫
R

2
sup

1≤t≤2
|Fj±(x, t)|pdx

)1/p
� 2−jεp‖f ‖Lp(R2). (54)

To prove this, we appeal to the following elementary lemma.

Lemma 43 Suppose that F ∈ C1(R) and that p > 1. Then

sup
1≤t≤2

|F(t)|p ≤ |F(1)|p + p
( ∫ 2

1
|F(t)|p dt

)(p−1)/p( ∫ 2

1
|F ′(t)|p dt

)1/p
.

(55)

Proof The proof of (55) is very simple. If one first writes

|F(t)|p = |F(1)|p + p
∫ t

1
|F(s)|p−1 · F ′(s) ds,

then (55) follows via Hölder’s inequality. 
�
To use this lemma to prove (54) we shall exploit the fact that the operators

F
j
± have symbols of order −1/2 which are localised to frequencies |ξ | ∼ 2j .

Consequently, the fixed-time estimates (19) for eit
√−� give

( ∫
R

2
|Fj±(x, 1)|p dx

)1/p
� 2−j (1/2−s̄p)‖f ‖Lp(R2) for all 1 < p <∞.

Note that in two dimensions 1/2 − s̄p > 0. As a result, by Hölder’s inequality after
integrating (55) in the x-variables, it suffices to prove that for all 2 < p < ∞ the
inequality

( ∫ 2

1

∫
R

2

∣∣Fj±(x, t)∣∣pdx dt
)(p−1)/p ( ∫ 2

1

∫
R

2

∣∣ d
dt
F
j
±(x, t)

∣∣pdx dt
)1/p

� 2−jpεp‖f ‖Lp(R2) (56)

holds for some εp > 0.
Using, for instance, the 1/6− L6 local smoothing estimates for the half-wave

operators eit
√−� in R

2 from Theorem 26 one has

( ∫ 2

1

∫
R

2
|Fj±(x, t)|6 dx dt

)1/6
�ε 2(−

1
3 +ε)j‖f ‖L6(R2) for ε > 0. (57)
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Here we use the fact that Fj± incorporates a symbol of order −1/2, is frequency

localised at scale 2j and −1/2 + (s̄p − 1/p) = −1/3 if p = 6. Since d
dt
F
j
± is as

eit
√−� with symbol of order 1/2, one similarly obtains

( ∫ 2

1

∫
R

2

∣∣ d
dt
F
j
±(x, t)

∣∣6 dx dt
)1/6

�ε 2(
2
3 +ε)j‖f ‖L6(R2) for ε > 0, (58)

using the fact that 2/3 = (s̄p − 1/p)+ 1/2 if p = 6. Clearly (57) and (58) together
imply that (56) holds for p = 6 and any 0 < ε6 < 1/6.

Note that, by Plancherel’s theorem and Lemma 43, if p = 2 we have (54) for
ε2 = 0. Also, the kernels of the operators f → F

j
±(t, · ) are easily seen to be

in L1(Rn) uniformly in t > 0 and j ∈ N. This yields the analogue of (54) with
p = ∞ and ε∞ = 0. Interpolating between these two easier cases and the non-
trivial bounds for p = 6, one obtains (54) for any 2 < p <∞, which completes the
proof of Bourgain’s circular maximal function theorem.

Remark 44 Note that any ε6 > 0 suffices to obtain εp > 0 for 2 < p < ∞ in
(56) after interpolating with ε2 = ε∞ = 0. Thus, as is remarked at the beginning
of this subsection, the full strength of 1/6 − L6 local smoothing for eit

√−� is not
needed here (nor is the particular choice of exponent p = 6): any non-trivial local
smoothing suffices. This is in contrast with Sects. 3.1–3.2. Similar considerations
will apply for the variable coefficient variants in the next subsection.

3.4 Variable Coefficient Circular Maximal Function Estimates

Using local smoothing estimates for general Fourier integral operators (as opposed
to simply the Euclidean half-wave propagators eit

√−�), one may modify the
argument in Sect. 3.3 to obtain a generalization of Bourgain’s circular maximal
function theorem for geodesic circles on Riemannian surfaces. This was originally
shown by the third author in [50].

Before describing the results, it is perhaps useful to review the relevant concepts
from Riemannian geometry. If (M, g) is a Riemannian manifold, then for any point
x ∈ M and tangent vector v ∈ TxM there exists a unique geodesic γv such that
γv(0) = x and γ ′

v(0) = v. Moreover, there exists some open neighbourhood U ⊆
TxM of the origin such that the exponential map expx : U → M taking v ∈ U to
expx(v) := γv(1) is well-defined. The injectivity radius Injx M > 0 of M at x is
the supremum over all r > 0 for which expx may be defined on B(0, r) ⊂ TxM .
The injectivity radius InjM ≥ 0 of M is then defined to be the infimum of Injx M
over all x ∈ M . If M is compact, then InjM > 0 and given any x ∈ M and
0 < t < InjM one may define the geodesic circle

Sx,t := {
expx(v) : v ∈ TxM such that |v| = t}.
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Note that in the case M = S
2, a geodesic circle amounts to a great circle. See, for

instance, [13, Chapter III] for more details.
Now suppose (M, g) is a two-dimensional compact Riemannian manifold.

Define the average over the geodesic circle Sx,t about x ∈ M of radius 0 < t <

InjM by

Atf (x) :=
∫
Sx,t

f (y) dσx,t (y),

where σx,t denotes the normalised (to have unit mass) arc length measure on Sx,t .
Fixing 0 < r0 < InjM , a natural variable coefficient version of Theorem 42 is as
follows:

Theorem 45 ([50]) With the above definitions, for all p > 2,

( ∫
M

sup
0<t<r0

|Atf (x)|p dx
)1/p

�p ‖f ‖Lp(M). (59)

Here dx is the volume element on (M, g) and theLp-norm on the right is associated
with this measure.

Proof To prove these general maximal inequalities, it suffices to establish the
analogue of (59) where the norm is taken over � ⊂ M , a relative compact subset
of a coordinate patch and f is assumed to be supported in �; of course the estimate
should be established uniformly over all such �. Working in local coordinates, and
if β is the Littlewood–Paley bump function used before, for 0 < t < r0 and x ∈ �
and supp f ⊂ � one may write

Atf (x) = A0
t f (x)+

∞∑
j=1

A
j
t f (x),

where A0
t f is dominated by the Hardy–Littlewood maximal function of f and

A
j
t f (x) :=

∫
Kj (x, t; y) f (y) dy

for all j ∈ N, where

Kj(x, t; y) :=
∫
R̂

2
σ̂x,t (ξ) β(2−j t|ξ |) ei〈x−y,ξ 〉 dξ.

Here, and in what follows, the Fourier transforms are taken with respect to the local
coordinates in which we are working.
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The maximal operator associated with A0
t is trivial to handle. Thus, (59) would

follow if one can show that for all p > 2 and all j ∈ N the inequality

( ∫
M

sup
0<t<r0

|Ajt f (x)|p dx
)1/p

� 2−jεp‖f ‖Lp(M) (60)

holds for some εp > 0. If, as before, f̂�(ξ) = β(2−�|ξ |)f̂ (ξ), then

A
j
t f =

∑
|�−(k+j)|≤10

A
j
t f for t ∈ [2−k, 2−k+1] ∩ (0, Inj M).

Based on this, one may adapt the earlier arguments of Lemma 41 to see that (60)
would follow from favourable bounds for the maximal operators associated with
dyadic intervals: in particular, it suffices to show that for all p > 2 there exists some
εp > 0 such that

( ∫
sup

t∈[2−k,2−k+1]∩(0,r0]
|Ajt f (x)|p dx

)1/p
� 2−jεp‖f ‖p. (61)

If 2−k is bounded away from zero, then the operators f → Atf (x) for
t ∈ [2−k, 2−k] ∩ (0, InjM) are a family of Fourier integral operators of order
−1/2 satisfying the cinematic curvature condition (see [53]). Thus, (61) easily
follows from the 1/p− local smoothing estimates for FIOs when p ≥ 6 (that
is, Theorem 34) and the above arguments. One may also handle the case where
2−k " r0 by using a dilation argument and the local smoothing estimates in
Theorem 34. This is due to the fact that for x, y ∈ � the Riemannian distance
function in our local coordinates satisfies

dg(x; y) =
√ ∑

1≤j,k≤2

gjk(x)(xj − yj )(xk − yk)+O(|x − y|2),

where gjk(x)dxjdxk is the Riemannian metric written in our local coordinates. See
[45] or [53] for more details. 
�

3.5 Maximal Bounds for Half-Wave Propagators

Consider half-wave propagators eit
√−�g either on Euclidean space or on a compact

Riemannian manifold (M, g) of dimension n ≥ 2. By the previous arguments one
has

( ∫
M

sup
0<t<1

∣∣eit√−�gf (x)
∣∣p dx

)1/p
�ε ‖f ‖Lps̄p+ε(M)

(62)
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if there is 1/p− local smoothing for eit
√−�g ; see Sect. 2.1 for the relevant

definitions. Thus, Theorem 34 yields the following:

Theorem 46 Under the above assumptions (62) holds for all p ≥ 2(n+1)
n−1 .

Consequently, for this range of exponents,

eit
√−�gf (x)→ f (x) a.e. if f ∈ Lps with s > s̄p.

It is noted that for a given p, (62) is sharp. For instance, in the Euclidean case
if s < s̄p and t �= 0 there are f ∈ L

p
s for which eit

√−�f /∈ Lp(Rn) by a
counterexample of Littman [40], and, in the manifold case, the same is true when t
avoids a discrete set of times (see [48]).

4 Local Smoothing and Oscillatory Integral Estimates

The aim of this section is to explore connections between local smoothing for
Fourier integral operators andLp bounds for oscillatory integrals. As a consequence
of this investigation, we will establish the necessary conditions for Conjecture 24.

4.1 Lp Estimates for Oscillatory Integrals Satisfying
the Carleson–Sjölin Condition

Consider oscillatory integral operators of the form

Tλf (x) :=
∫
R
n−1
eiλϕ(x;y ′)a(x; y ′)f (y ′) dy ′, (63)

sending functions of (n−1) variables to functions of n variables. Here ϕ ∈ C∞(Rn×
R
n−1) is assumed to be real-valued and a ∈ C∞

0 (R
n×R

n−1). It is also assumed that
the phase functions satisfy the Carleson–Sjölin condition, which has two parts:

Mixed Hessian condition

rank ∂2
xy ′ϕ(x; y ′) ≡ n− 1 for all (x; y ′) ∈ supp a. (64)

Provided the support of a is sufficiently small, this non-degeneracy condition
ensures that for every x0 in the x-support of a the gradient graph

�x0 := {∇xϕ(x0; y ′) : a(x0; y ′) �= 0} ⊂ T ∗
x0
R
n (65)

is a smooth hypersurface.
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The other part of the Carleson–Sjölin condition is the following curvature
assumption.

Curvature condition For each x0 in the x-support of a, the hypersurface �x0 has
non-vanishing Gaussian curvature at every point.

Under these assumptions, a problem of Hörmander [29] is to determine for which
p ≥ 2n

n−1 the estimate

‖Tλ‖Lp(Rn−1)→Lp(Rn) = Oε(λ−n/p+ε) (66)

holds for all ε > 0 (simple examples show that the constraintp ≥ 2n
n−1 is necessary).

There are somewhat stronger formulations for p > 2n
n−1 where ε = 0 and Lp(Rn−1)

is replaced by Lr(Rn−1) for exponents r < p satisfying n+1
n−1 r

′ = p; however, we
shall focus on the formulation in (66) and its relation with local smoothing estimates.

Theorem 47 ([1]) Suppose that for a given 2n
n−1 ≤ p <∞ there is local smoothing

of order 1/p− for all Fourier integral operators satisfying the cinematic curvature
condition. Then (66) holds for the same exponent p for all phase functions ϕ
satisfying the Carleson–Sjölin condition.

As Theorem 34 ensures that there is local smoothing of order 1/p− for all
2(n+1)
n−1 ≤ p < ∞ whenever the cinematic curvature condition holds, it follows

that (66) is valid for this range of exponents. This recovers a slightly weaker version
of Stein’s [57] oscillatory integral theorem which says that the stronger Lp − Lr
estimates hold for p ≥ 2(n+1)

n−1 with ε = 0.

Proof (of Theorem 47) One may assume, of course, that a is supported in a small
neighbourhood of the origin in R

n−1 × R
n. Also, since replacing ϕ by ϕ(x; y ′) +

Bx + Cy ′ where B : R
n → R

n and C : Rn−1 → R
n−1 are linear does not change

the operator norm of Tλ, one may also assume that

∇x;y ′ϕ(0; 0) = 0 and det ∂2
x ′y ′ϕ(0, 0) �= 0. (67)

If we set


(x; y) := ϕ(x; y ′)+ xn + yn, y = (y ′, yn), (68)

and if the support of a is small enough, then the Monge–Ampère determinant of 

satisfies

det

(
0 ∂y


∂x
 ∂
2
xy


)
�= 0 for (x; y ′) ∈ supp a. (69)
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If ρ ∈ C∞
0 (R) satisfies ρ ≥ 0 and ρ(0) = 1, then this implies that

K(x, t; y) := a(x, y ′)ρ(yn)δ0
(
t −
(x; y)) (70)

is the kernel of a non-trivial Fourier integral of order −(n−1)/2 for each fixed t near
0. Moreover, for each t ∈ supp ρ, the associated Fourier integral operator satisfies
the projection condition since (69) is equivalent to the fact that it has a canonical
relation which is a canonical graph; see Example 30. For later use, note also that K
vanishes if |t| is large.

Based on this, the canonical relation

C ⊂ T ∗
R
n+1 \ 0 × T ∗

R
n \ 0

arising from the Fourier integral operator with kernel as in (70), regarded as an
operator sending smooth functions of y to smooth functions of (x, t), satisfies the
projection condition in the cinematic curvature hypothesis; see Example 35. The
cone condition must also be valid since the image of the projection onto the fibers
T ∗
x0,t0

R
n+1 \ 0 for (x0, t0) in the (x, t) support of the kernel are just the cones

�x0,t0 = {
τ (∇x
(x0; y),−1) : τ ∈ R \ 0, 
(x0; y) = t0, y ∈ supp a ρ

}

= {
τ (z,−1) : z ∈ �x0} ⊂ T ∗

x0,t0
R
n+1 \ 0

(71)

and these have (n − 1) non-vanishing principal curvatures in view of the curvature
condition.

Thus, the Fourier integral operators

f ∈ C∞
0 (R

n)→ Fsf (x, t) := (√
I −�x

)(n−1)/2−s( ∫
R
n
K(x, t; y)f (y) dy

)

(72)

are Fourier integral operators of order −s for each fixed t and the resulting family
of Fourier integral operators satisfies the cinematic curvature hypothesis. As by
hypothesis it is assumed that there is 1/p− local smoothing for such FIOs, one
has

‖Fsf ‖Lp(Rn×R) �s ‖f ‖Lp(Rn) if s > s̄p − 1/p.

To see how this leads to (66), observe first that since ρ is non-trivial and
 differs
from ϕ by terms which are linear in x and y (namely, xn + yn) one must have that

‖Tλ‖Lp(Rn−1)→Lp(Rn) ≈ ‖Sλ‖Lp(Rn)→Lp(Rn) (73)



Local Smoothing for Fourier Integral Operators 77

for

Sλf (x) :=
∫
R
n
eiλ
(x;y)a(x; y ′)ρ(yn) f (y) dy.

Next, let m ∈ C∞(R) satisfy m(r) = 1 if r < 1 and m(r) = 0 if r > 2. Then,
since the Monge–Ampère condition (69) implies that ∇x
 �= 0 on the support of
the oscillatory integral, a simple integration-by-parts argument shows that

∥∥m(√−�x/coλ) ◦ Sλ
∥∥
Lp(Rn)→Lp(Rn)

= ON(λ−N) (74)

for all N ∈ N if c0 > 0 is chosen to be sufficiently small. Furthermore,

∥∥ (I −m(√−�x/c0λ)) ◦ (
√
I −�x)−γ

∥∥
Lp(Rn)→Lp(Rn)

= O(λ−γ ), if γ ≥ 0.

Therefore, by (73) and (74), for such γ one has

‖Tλ‖Lp(Rn−1)→Lp(Rn) � λ−γ ∥∥ (√I −�x)γ ◦ Sλ
∥∥
Lp(Rn)→Lp(Rn)

+O(λ−N).
(75)

On the other hand, if K is as in (70) then

∫
R

eiλtK(x, t; y) dt = eiλ
(x;y) a(x; y ′)ρ(yn).

Since the right-hand-side is the kernel of the oscillatory integral Sλ, one can use
Hölder’s inequality in t to see that if Fs is as in (72), then

∥∥(√I −�x)(n−1)/2−s ◦ Sλ
∥∥
Lp(Rn)→Lp(Rn)

�
∥∥Fs∥∥Lp(Rn)→Lp(Rn×R)

.

Therefore, by (75), if (n− 1)/2 − s ≥ 0, then

‖Tλ‖Lp(Rn−1)→Lp(Rn) � λ−(n−1)/2+s ‖Fs‖Lp(Rn)→Lp(Rn×R). (76)

Taking s = s̄p − 1/p + ε with ε > 0 small, (76) yields

‖Tλ‖Lp(Rn−1)→Lp(Rn) = O(λ−(n−1)/2+s̄p−1/p+ε) = O(λ−n/p+ε),

as s̄p = (n− 1)( 1
2 − 1

p
). Since this is (66), the proof is complete. 
�
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4.2 Necessary Conditions in Conjecture 24: Sharpness
of Theorem 34 in Odd Dimensions

Bourgain identified in [7] counterexamples to the estimates (66) for p < p̄n, where
the exponent p̄n is as defined in (29). Using this and Theorem 47, it follows that
there are Fourier integral operators satisfying the cinematic curvature hypothesis
for which there cannot be local smoothing of order 1/p− for any p < p̄n, leading
to the range of exponents featured in Conjecture 24. In particular, this shows that the
local smoothing estimates in Theorem 34 are sharp in odd dimensions. Furthermore,
Theorem 47 may be used to formulate the more refined Conjecture 28 through
appropriate refined examples; details of the last fact will be omitted here and the
reader is referred, for instance, to [25, §2.1] for the heuristics behind such examples.

Bourgain’s counterexample to (66) if p < 2(n+1)
n−1 and n ≥ 3 is odd is recalled

presently. The construction makes use of the symmetric matrices

A(s) =
(

1 s
s s2

)
,

which depends on the real parameter s. Observe that the matrices consisting of the
derivatives of each component satisfy

detA′(s) ≡ −1,

while, on the other hand,

Rank A(s) ≡ 1.

Using these matrices, if x ′ = (x1, . . . , xn−1), define the phase function ϕ(x; y ′)
on R

n × R
n−1 by

ϕ(x; y ′) = 〈x ′, y ′〉 + 1

2

(n−3)/2∑
j=0

〈
A(xn)(y2j+1, y2j+2), (y2j+1, y2j+2)

〉

and let 
 be as in (68). If Tλ is as in (63), then stationary phase arguments yield
(see, for example, [53])

λ
− n−1

4 − n−1
2p � ‖Tλ‖L∞(Rn−1)→Lp(Rn) � ‖Tλ‖Lp(Rn−1)→Lp(Rn)

if λ� 1 and p ≥ 2, provided that a(0; 0) �= 0. (77)
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Clearly ϕ satisfies the Carleson–Sjölin conditions (64) and (65). Indeed, the
surfaces �x0 in (65) are, up to linear transformations, the hyperbolic paraboloids
in R

n parametrised by the graph

(
y ′, 1

2

(n−1)/2∑
j=0

y2j+1y2j+2
)
.

The counterexample now turns into a FIO counterexample for local smoothing
following the proof of Proposition 47. Since (67) is also valid, if Fs is defined to be
the Fourier integral operators in (72), then, by (76) and (77), one must have

λ
− n−1

4 − n−1
2p � λ− n−1

2 +s ‖Fs‖Lp(Rn)→Lp(Rn×R).

Since

n−1
4 + n−1

2p <
n−1

2 − (
s̄p − 1

p

)
if p < 2(n+1)

n−1 ,

one concludes that it does not hold that for sufficiently small σp > 0

‖Fs‖Lp(Rn)→Lp(Rn×R) <∞ if p < 2(n+1)
n−1 and s < (s̄p − 1/p)+ σp,

which means that the 1/p− local smoothing bounds break down for these Fourier
integral operators for this range of exponents.

The construction can be modified to produce certain negative results when n ≥ 4
is even. In this case one takes

ϕ(x, y ′) = 〈x ′, y ′〉+ 1
2

(n−4)/2∑
j=0

〈
A(xn)(y2j+1, y2j+2), (y2j+1, y2j+2)

〉+ 1
2 (1+xn)y2

n−1

and defines 
 as in (68). The lower bound for the resulting oscillatory integrals Sλ
in (77) changes to be

λ
− n

4 − n−2
2p � ‖Tλ‖Lp(Rn−1)→Lp(Rn),

which, in turn, leads to the lower bound

λ
− n

4 − n−2
2p � λ− n−1

2 +s‖Fs‖Lp(Rn)→Lp(Rn×R)

for the Fourier integrals as in (72). A simple calculation, as in the case of odd
dimensions, now shows that in the case of even n ≥ 4 these Fourier integral
operators, which satisfy the cinematic curvature hypothesis, cannot have 1/p− local
smoothing when p < 2(n+2)

n
.
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Remark 48 (Odd Versus Even Dimensional Case) As is mentioned in Sect. 2.5,
the difference between the counterexamples for even and odd dimensions can be
explained by the geometry of the cones (71) associated to the Fourier integral
operators. When n is odd the cones involve dilates of hyperbolic paraboloids and
the number of positive principal curvatures exactly matches the number of negative
ones: both equal n−1

2 . This is not possible when n is even and in this case there
are only n−2

2 pairs of opposite signs; consequently, the resulting counterexamples
involve larger exponents than those for odd n.

It should be noted that the positive results of Stein [57] showing that (66) holds
for p ≥ 2(n+1)

n−1 are sharp in odd dimensions in view of Bourgain’s counterexample.

More recently, Bourgain and Guth [11] obtained the positive results for p ≥ 2(n+2)
n

in the even dimensional case n ≥ 4. Results for n = 2 were obtained much earlier
by Carleson and Sjölin [12].

Remark 49 (Signature Hypothesis) In view of Bourgain’s counterexample, one
should expect the estimate (66) to hold for p < p̄n for oscillatory integrals Tλ
satisfying additional hypothesis on the signature of the associated hypersurfaces
�x0 . When all principal curvatures of �x0 are assumed to be of the same sign at
each point, recent results of Guth, Ilioupoulou and the second author [25] show the
favourable bounds for Tλ in (66) for p ≥ p̄n,+, which are sharp in view of previous
counterexamples of Minicozzi and the third author [42] (see also [11, 65]).

In view of the connections between local smoothing estimates and oscillatory
integral theorems explored in this section, the results in [25] suggest that if the cones
arising in the cinematic curvature hypothesis have (n − 1) principal curvatures of
the same sign, one should have 1/p− local smoothing for all p̄n,+ ≤ p < ∞;
this corresponds to Conjecture 28 with κ = n − 1 and would imply Conjecture 23.
Observe that Conjecture 28 for κ = n − 1 formally implies the results in [25] via
Theorem 47.

4.3 Maximal Oscillatory Integral Estimates

The above arguments also lead to maximal estimates for a natural class of oscillatory
integral operators, including ones arising in spectral theory. As in the case of
Bochner–Riesz operators, minor modifications of the proof that local smoothing
implies oscillatory integral bounds yield corresponding maximal versions.

Consider oscillatory integrals of the form

Sλf (x) :=
∫
R
n
eiλ
(x;y) a(x; y) f (y) dy
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where a ∈ C∞
0 (R

n × R
n) and the real smooth phase function 
 satisfies the n × n

Carleson–Sjölin condition, which has two parts:

Rank condition

rank ∂2
xy
(x; y) ≡ n− 1 for all (x; y) ∈ supp a. (78)

This implies that for every fixed x0 in the x-support of a the gradient graph

�x0 := { ∇x
(x0; y) : a(x0; y) �= 0 } ⊂ T ∗
x0
R
n

is a smooth immersed hypersurface.
The other part of the n×n Carleson–Sjölin condition is identical to the curvature

assumption which appeared earlier in this section.

Curvature condition For each x0 in the x-support of a, the hypersurface �x0 has
non-vanishing Gaussian curvature at every point.

To be able to use local smoothing estimates we shall also assume that the Monge–
Ampère condition (69) holds on the support of a.

Example 50 The class of oscillatory integral operators satisfying these conditions
includes ones arising in harmonic analysis on Riemannian manifolds. In particular,
if dg is the Riemannian distance function, then away from the diagonal 
(x; y) :=
dg(x; y) satisfies (78) and the curvature condition and has non-vanishing Monge–
Ampère determinant.

The bounds (66) imply the corresponding bounds

‖Sλ‖Lp(Rn)→Lp(Rn) = Oε(λ−n/p+ε) (79)

for the same exponents. Specifically, if (66) is valid for a given p and all oscillatory
integral satisfying the Carleson–Sjölin condition and possibly an additional assump-
tion on the geometry of the hypersurfaces�x0 associated with ϕ, then (79) must be
valid for the same exponent p for operators satisfying the n × n Carleson–Sjölin
condition along with the same additional geometric condition on the hypersurfaces
�x0 ⊂ T ∗

x0
R
n associated with 
.

As a consequence of the preceding observation, the bounds (66) of Stein [57] and
Bourgain–Guth [11] for the oscillatory integral Tλ imply that (79) holds for p ≥ p̄n
if the n× n Carleson–Sjölin condition is satisfied. Note that the counterexample of
Bourgain [7] described in the previous subsection also applies to operators Sλ, so
such bounds are optimal in the sense that there are Sλ for which (79) cannot hold if
p <

2(n+1)
n−1 and n is odd or p < 2(n+2)

n
and n ≥ 4 is even.

The local smoothing estimates in Theorem 34 can be used to prove a maximal
version of Stein’s result for Sλ which, by the previous discussion, is sharp in odd
dimensions. It should be noted that the argument presented below would also yield
maximal estimates for p < 2(n+1)

n−1 in the even dimensional case or under stronger
curvature hypotheses if one had the corresponding local smoothing estimates.
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Theorem 51 Suppose that Sλ satisfies the n × n Carleson–Sjölin condition for all
λ ≥ 1 and that the phase function
 satisfies the Monge–Ampère condition (69) on
the support of a. For p ≥ 2(n+1)

n−1 the maximal estimate

( ∫
R
n

sup
μ∈[λ,2λ]

∣∣Sμf (x) ∣∣p dx
)1/p ≤ Cε λ−n/p+ε ‖f ‖Lp(Rn) (80)

holds for all ε > 0.

Proof It suffices to show that, given ε > 0 and 2(n+1)
n−1 ≤ p <∞, there is a constant

Cε such that

( ∫
R
n

|Sμ(x)f (x)|p dx
)1/p ≤ Cελ−n/p+ε ‖f ‖Lp(Rn)

holds whenever μ(x) : Rn → [λ, 2λ] is measurable. To prove this, note that if

K(x, t; y) := a(x; y) δ0
(
t −
(x; y))

then

Ff (x, t) :=
∫
R
n
K(x, t; y) f (y) dy

forms a one-parameter family of Fourier integrals of order −n−1
2 satisfying the

cinematic curvature condition. As in Sect. 4.2, the projection condition follows
from the assumption that the Monge–Ampère determinant associated with 
 never
vanishes, whilst the cone condition, as before, follows from the curvature condition.
Thus, Theorem 34 implies that

∥∥Ff ‖Lp(Rn×R) �ε ‖f ‖Lp−n/p+ε(Rn)
, (81)

since

−n−1
2 + (

s̄p − 1
p

) = − n
p
.

Next, let h ∈ C∞(R) satisfy h(r) = 0 for r < 1/2 and h(r) = 1 for r ≥ 1. Then,
since the Monge–Ampère condition (69) implies that ∇y
 �= 0 on the support of
a, a simple integration-by-parts argument shows that, if c0 > 0 is chosen to be
sufficiently small,

Sμf (x) = Sμ(fλ)(x)+O(λ−N‖f ‖p)
for fλ := h(√−�x/coλ)f and μ ∈ [λ, 2λ], (82)
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for each N ∈ N. This is because for μ ≈ λ the kernel of Sμ ◦ (I − h(√−�x/c0λ))

is O(λ−N(1 + |y|)−N) for any N .
Next, use the fact that

Sμ(x)g(x) =
∫
R

∫
R
n
eiμ(x)t K(x, t; y) g(y) dy dt =

∫
R

eiμ(x)t Fg(x, t) dt .

Since Fg(x, t) is compactly supported in t , one may use Hölder’s inequality and
(82) to deduce that

|Sμ(x)f (x)| �
( ∫

R

|Ffλ(x, t)|p dt
)1/p + O(λ−N‖f ‖p).

Since Sμ(x)f (x) vanishes for large |x|, this along with (81) yields

( ∫
R
n
|Sμ(x)f (x)|p dx

)1/p
� ‖Ffλ‖Lp(Rn×R) + λ−N‖f ‖Lp(Rn)

� ‖fλ‖Lp−n/p+ε(Rn)
+ λ−N‖f ‖Lp(Rn)

� λ−n/p+ε‖f ‖Lp(Rn),

provided N > n/p. Here, in the last inequality, we used the fact that f̂λ(ξ) =
0 when |ξ | is smaller than a fixed multiple of λ. This completes the proof of
Theorem 51.

Remark 52 Under the assumption that the principal curvatures of �x0 are of the
same sign, the counterexamples in [42] show that (80) need not hold for p < p̄n,+.
Furthermore, these counterexamples involve the model case where 
(x; y) :=
dg(x; y) for (certain choices of) Riemannian metrics g. In this setting, the recent
results of Guth, Ilioupoulou and the second author [25] concerning Tλ suggest that
(80) may hold for p ≥ p̄n,+. It is not clear whether the additional hypothesis
concerning the Monge–Ampère determinant of 
 is necessary, since the results of
[25] obtain (79) without this assumption. In any case, the proof of Theorem 51
required this assumption in order to be able to invoke the local smoothing estimates.

5 Wolff’s Approach to Local Smoothing Estimates

The remaining sections of this survey discuss the proof of Theorem 26. Here we
describe Wolff’s approach which reduces local smoothing estimates to so-called
decoupling inequalities (see Theorem 53 below). His method has its roots in several
ideas extensively used in harmonic analysis which go back to the work of Fefferman
on the ball multiplier [20].
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5.1 Preliminary Observations

Of course, Theorem 26 follows from establishing

‖Ff ‖Lp(Rn+1) � ‖f ‖Lp(Rn) (83)

for p̄n ≤ p <∞ and μ < −α(p) := −s̄p + 1/p, where F is the operator (21). We
work with the representation of F in terms of an integral kernel: explicitly,

Ff (x, t) =
∫
R
n
K(x, t; y)f (y) dy

where

K(x, t; y) :=
∫
R̂
n
ei(φ(x,t;ξ)−〈y,ξ 〉)b(x, t; ξ)(1 + |ξ |2)μ/2 dξ (84)

and b ∈ S0(Rn+1 × R
n) is compactly supported in x and t .

By the principle of stationary phase, one expects K to be singular for those
(x, t; y) satisfying

∇ξ [φ(x, t; ξ)− 〈y, ξ〉] = 0

for some ξ ∈ supp(b). In the prototypical case of the half-wave propagator eit
√−�,

for fixed (x, t) this observation identifies the singular set of K(x, t; · ) as lying in

{
y ∈ R

n : y − x = t ξ|ξ | for some ξ ∈ supp b
}

(85)

and therefore inside the sphere

�(x,t) := {y ∈ R
n : |x − y| = t}.

For general F, as the map ξ �→ ∇ξφ(x, t; ξ) is homogeneous of degree 0, the
associated singular set for each fixed (x, t) is typically an (n − 1)-dimensional
manifold. The relative complexity of the geometry of the singular sets places the
study of such operators F well outside the classical Calderón–Zygmund theory; this
is in contrast, for instance, with pseudo-differential operators, where the singularity
occurs at an isolated point.

The fundamental approach to understanding the kernel K is to perform multiple
decompositions of the ξ -support of b and thereby break K into pieces with a much
simpler underlying geometry.
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5.2 Basic Dyadic Decomposition

The first step is to break up F into pieces which are Fourier supported on dyadic
annuli. Fix β ∈ C∞

c (R) with suppβ ∈ [1/2, 2] and such that
∑
λ>0: dyadic β(r/λ) =

1 for r �= 0. Let Fλ := F ◦ β(√−�/λ), so that Fλf has kernel Kλ given by
introducing a β(|ξ |/λ) factor into the symbol in (84), and decompose Ff as

Ff =: F�1f +
∑

λ∈N: dyadic

Fλf.

It is not difficult to verify that F�1 is a pseudo-differential operator of order
0 and therefore bounded on Lp for all 1 < p < ∞ by standard theory (see, for
instance, [58, Chapter VI, §5]). Thus, the problem is further reduced to showing
that for any arbitrarily small ε > 0 the estimate

‖Fλf ‖Lp(Rn+1) � λα(p)+μ+ε‖f ‖Lp(Rn)

holds for all λ ≥ 1; letting ε := −μ+α(p)
2 > 0 the estimate (83) would then follow

from summing a geometric series.
The remaining pieces Fλ (for λ large) are more complicated objects. The

uncertainty principle tells us that the singularity present in K should have been
“resolved to scale λ−1” in Kλ. For instance, in the case of the wave propagator
eit

√−� the kernelKλ should no longer be singular along�(x,t) but should satisfy:

(i) Kλ(x, t; · ) is concentrated in a λ−1-neighbourhood of �(x,t), given by

{
y ∈ R

n : ∣∣|x − y| − t∣∣ � λ−1}; (86)

(ii) ‖Kλ(x, t; · )‖∞ � λμλn.

Here property (i) is an uncertainty heuristic, whilst the second property trivially
follows from the formula (84) for the kernel. These two features combine to give
the crude estimate

(iii)
∫
R
n |Kλ(x, t; y)| dy � λμλn−1,

which in turn yields an L∞ → L∞ bound for Fλ. However, one may obtain a
significant gain in the λ exponent by subjecting Kλ to a more refined stationary
phase analysis. The method of stationary phase requires a uniform lower bound
for |∇ξφ(x, t; ξ)| on |ξ | ∼ λ; as ξ �→ ∇ξφ(x, t; ξ) is homogeneous of degree 0,
one should therefore decompose the angular variables into small regions in which
|∇ξφ(x, t; ξ)| does not vary too much.
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5.3 Angular Decomposition

For λ fixed, let {ξλν }ν∈ 
λ−1/2 be a maximal λ−1/2-separated subset of Sn−1, so that

the indexing set satisfies # λ−1/2 ∼ λ(n−1)/2. Let

�λν := {ξ ∈ R̂
n : ∣∣π⊥

ξλν
ξ
∣∣ � λ−1/2|ξ |}

denote the sector of aperture ∼ λ−1/2 whose central direction is ξλν ; here π⊥
ξλν

is the

orthogonal projection onto the hyperplane perpendicular to ξλν . Let {χλν }ν∈ λ−1/2

be a smooth partition of unity, homogeneous of degree 0, adapted to the �λν ,
with |Dαχλν (ξ)| � λ|α|/2 for ξ ∈ S

n−1 and all α ∈ N
n
0. Setting bλν (x, t; ξ) :=

b(x, t; ξ)β(|ξ |/λ)χλν (ξ), the resulting operators Fλν have corresponding kernels

Kλν (x, t; y) :=
∫
R
n
ei(φ(x,t;ξ)−〈y,ξ 〉)bλν (x, t; ξ)(1 + |ξ |2)μ/2 dξ.

To understand the effect of this frequency localisation on the spatial side, we
once again consider the prototypical case of eit

√−�. Recalling (85), it follows from
the choice of localisation thatKλν should now be concentrated on the angular sector

{
y ∈ R

n : |πξ⊥
ν
(x − y)| � λ−1/2|x − y|}.

Combining this with property (i) from the basic dyadic decomposition, it follows
that:

(i′) Kλν (x, t; · ) is concentrated in a tλ−1/2 cap on the fattened sphere (86), centred
at tξλν (see Fig. 4);

(ii′) ‖Kλν (x, t; · )‖∞ � λμλ(n+1)/2.

It is not difficult to make these heuristics precise and, moreover, extend these
observations to general variable-coefficient operatorsF. In particular, the dyadic and
annular decompositions allow one to linearise the phase φ(x, t; ξ) in the ξ -variable;
this permits a standard stationary phase argument (see [48] or [58, Chapter IX §§4.5-
4.6]) which reveals that the associated kernelKλν of Fλν satisfies the pointwise bound

|Kλν (x, t; y)| �
λμλ(n+1)/2

(1 + λ|πξλν [y − ∇ξ φ(x, t, ξλν )]| + λ1/2|π⊥
ξλν

[y − ∇ξφ(x, t; ξλν )]|)N
(87)

for all N ≥ 0, where πξλν denotes the projection onto the direction ξλν and π⊥
ξλν

its

perpendicular projection. Note that (87) immediately yields ‖Kλν (x, t; · )‖1 � λμ,
which together with the triangle inequality implies that

(iii′)
∫
R
n |Kλ(x, t; y)| dy � λμλ(n−1)/2;

note the square root gain over (iii) obtained via the angular decomposition.
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Fig. 4 For fixed (x, t), the kernel Kλ(x, t; · ) associated to the half-wave propagator eit
√−� is

concentrated on an annulus around the circle x+ tSn−1 of thickness ∼ λ−1 (denoted here in blue).
The piece Kλν (x, y; · ) is further localised to an angular sector with angle λ−1/2 (denoted here in
yellow)

5.4 Decoupling into Localised Pieces

Having found a natural decomposition of the operator

Fλ =
∑

ν∈ 
λ−1/2

Fλν,

the problem is to effectively separate the contributions to ‖Fλf ‖Lp(Rn+1) coming

from the individual the pieces. Since each Fλνf carries some oscillation, one may
attempt to prove a square function estimate of the form

‖Fλf ‖Lp(Rn+1) �ε λε
∥∥( ∑
ν∈ 

λ−1/2

|Fλνf |2)1/2∥∥
Lp(Rn+1)

; (88)

here the appearance of the �2 expression (rather than the �1 norm which arises
trivially from the triangle inequality) encapsulates the cancellation between the
Fλνf . Inequalities of the form (88) were established in [44, 45], albeit with a
unfavourable dependence on λ, and these results have subsequently been refined
by various authors [6, 37, 39, 62].
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Unfortunately, establishing sharp versions (88) appears to be an extremely
difficult problem: indeed, the question is open even in the simplest possible case of
the wave propagator eit

√−� with n = 2. However, Wolff observed in [67] that sharp
local smoothing inequalities can be obtained via a weaker variant of the estimate
(88) which is now known as a Wolff-type or �p-decoupling inequality. Although still
highly non-trivial, it transpires that the Wolff-type inequalities are nevertheless far
easier to prove than their square function counterparts. In order to prove Theorem 26
we will pursue Wolff’s approach, and the key ingredient is the following estimate.

Theorem 53 (Variable-Coefficient Wolff-Type Inequality [1]) Let 2 ≤ p ≤ ∞.
For all ε > 0 the inequality

‖Fλf ‖Lp(Rn+1) �p,ε λα(p)+ε
( ∑
ν∈ 

λ−1/2

‖Fλνf ‖p
Lp(Rn+1)

)1/p
(89)

holds12, where

α(p) :=
{
s̄p
2 if 2 ≤ p ≤ 2(n+1)

n−1 ,

s̄p − 1
p
if 2(n+1)

n−1 ≤ p <∞.

Remark 54

(1) The value of α(p) coincides with that in Sect. 5.1, which was only defined in
the 2(n+1)

n−1 ≤ p <∞.
(2) A necessary condition on p for the square function estimate (88) to hold is that

2 ≤ p ≤ 2n
n−1 . For this range (88) is stronger than (89), as can be seen by a

simple application of Minkowski’s and Hölder’s inequalities.
(3) It is instructive to compare (89) with estimates obtained via trivial means. In

particular, the triangle and Hölder’s inequality imply that (89) holds with the
exponent α(p) replaced with n−1

2

(
1 − 1

p

) = s̄p + n−1
2p . Thus, the gain in the

λ-power present in (89) provides a measurement of the cancellation between
the Fλνf arising from their oscillatory nature.

Theorem 53 can be combined with simple estimates for the localised pieces (see
(92) below) to deduce the desired estimate

‖Fλf ‖Lp(Rn+1) �s,p,ε λα(p)+μ+ε‖f ‖Lp(Rn); (90)

the details of this argument are discussed in the following subsection.

12Some slight technicalities have been suppressed in the statement of this theorem. In particular,
the precise formulation includes some innocuous error terms: see [1] for further details.
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Theorem 53 is an extension of the result for the constant-coefficient operators

eith(D)f (x) := 1

(2π)n

∫
R̂
n
ei(〈x,ξ 〉+th(ξ))f̂ (ξ) dξ, (91)

which is a celebrated theorem of Bourgain–Demeter [8, 9]; in line with our previous
hypotheses on the phase, h is assumed to be homogeneous of degree 1, smooth away
from ξ = 0 and such that the cone parametrised by ξ �→ (ξ, h(ξ)) has everywhere
(n− 1) non-vanishing principal curvatures.

Theorem 55 (Bourgain–Demeter [8, 9]) For all 2 ≤ p ≤ ∞ and all ε > 0 the
estimate

‖eith(D)f ‖Lp(Rn+1) �ε,h λα(p)+ε
( ∑
ν∈ 

λ−1/2

‖eith(D)fν‖p
Lp(Rn+1)

)1/p

holds for all λ ≥ 1 and functions f such that supp(f̂ ) ⊆ {ξ ∈ R
n : λ ≤ |ξ | ≤ 2λ}.

The proof of Theorem 55 is difficult and deep and relies on tools from multilinear
harmonic analysis (in particular, the Bennett–Carbery–Tao multilinear Kakeya
theorem [3] and the Bourgain–Guth method [11]). These important ideas will not be
addressed in this survey, and the interested reader is referred to the original papers
[8, 9] or the study guide [10] for further information.

It transpires that the variable coefficient Theorem 53 can be deduced as a conse-
quence of the constant coefficient Theorem 55 via a relatively simple induction-on-
scales and approximation argument. A sketch of the proof of Theorem 53 (avoiding
many of the technical details) will be given in the next section.

5.5 Bounding the Localised Pieces

Given the variable-coefficient Wolff-type inequality from Theorem 53, to conclude
the proof of Theorem 26 it suffices to show the localised pieces satisfy

( ∑
ν∈ 

λ−1/2

‖Fλνf ‖p
Lp(Rn+1)

)1/p
� λμ‖f ‖Lp(Rn) (92)

for 2 ≤ p ≤ ∞. Indeed, combining this inequality with Theorem 53 one
immediately obtains (90), as required.

The inequality (92) is a simple consequence of the basic properties of the
localised operators and, in particular, the kernel estimate (87). By real interpolation,
it suffices to prove the bounds only at the endpoints p = ∞ and p = 2.
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5.5.1 L∞-Bounds

Observe that (87) immediately implies

max
ν∈ 

λ−1/2
sup

(x,t)∈Rn+1
‖Kλν (x, t; · )‖L1(Rn) � λμ.

From this, one deduces that

max
ν∈ 

λ−1/2
‖Fλνf ‖L∞(Rn) � λμ‖f ‖L∞(Rn).

5.5.2 L2-Bounds

Useful estimates are also available at theL2-level. For instance, the wave propagator
eit

√−� satisfies the conservation of energy identity

‖eit
√−�f ‖L2(Rn) = (2π)−n/2‖f ‖L2(Rn) for each fixed time t ∈ R, (93)

which, indeed, is a trivial consequence of Plancherel’s theorem. This observation
can be extended to the general variable coefficient setting at the expense of relaxing
the equality to an inequality. In particular, a theorem of Hörmander [30] (see also
[58, Chapter IX §1.1]) implies the bound

‖Fλνf ( · , t)‖L2(Rn) � ‖f λν ‖L2(Rn) for each fixed time t ∈ R, (94)

where f̂ λν := f̂ χλν is a piece of f given by localising the frequencies to �λν .
Of course, in the general variable coefficient case Plancherel’s theorem cannot be
directly applied as in the proof of (93); nevertheless, (94) can be established via a
simple T ∗T argument and standard oscillatory integral techniques.

One may now obtain space-time estimates for the Fλνf simply by integrating both
sides of (94) over a (compact) time interval containing the t-support of b. The almost
orthogonality of the f λν , given by Plancherel’s theorem and the almost disjointness
of �λν , then readily implies that

( ∑
ν∈ 

λ−1/2

‖Fλνf ‖2
L2(Rn+1)

)1/2
� λμ‖f ‖L2(Rn).

This concludes the proof of Theorem 26.
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6 Variable-Coefficient Wolff-Type Inequalities

In the previous section the proof of the local smoothing estimate in Theorem 26
was reduced to establishing the variable-coefficient Wolff-type inequalities in
Theorem 53. In this section we sketch the proof of Theorem 53, which is in fact
a consequence of the constant-coefficient case (that is, Theorem 55).

6.1 Preliminaries

It suffices to consider the case μ = 0 (the general case then follows by writing any
given operator as a composition of a pseudo-differential operator and an operator of
order 0). By the homogeneity of φ(x, t; ·) and rescaling, Theorem 53 follows from
its analogous statement when |ξ | ∼ 1 and (x, t) ∈ B(0, λ). Namely, it suffices to
prove (89) for the rescaled operators

Fλf (x, t) :=
∫
R̂
n
eiφ

λ(x,t;ξ)bλ(x, t; ξ)f̂ (ξ) dξ

where

φλ(x, t;ω) := λφ(x/λ, t/λ;ω) and bλ(x, t; ξ) := b(x/λ, t/λ, ξ)

and b is supported in Bn+1 × �. Here � is a conic domain of the type

� := {ξ ∈ R̂
n : 1 ≤ |ξ | ≤ 2 and |ξ/|ξ | − e| � 1}

for a unit vector e ∈ S
n−1. Note that the notation Fλ is not consistent with that used

in the previous section.

6.2 Inductive Setup

The proof will involve an induction-on-scale procedure. To this end, an additional
spatial scale parameter R is introduced: it will be shown that for 1 ≤ R ≤ λ the
inequality

‖Fλf ‖Lp(BR) ≤ C̄(ε, p)Rα(p)+ε( ∑
ν∈ 

R−1/2

‖Fλνf ‖pLp(BR)
)1/p

(95)

holds for a suitable choice of constant C̄(ε, p). Here BR ⊆ B(0, λ) is a ball of
radius R so that Theorem 53 follows by setting R = λ.
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By the trivial argument described in Remark 54, the inequality

‖Fλf ‖Lp(BR) � R(n−1)/2p′( ∑
ν∈ 

R−1/2

‖Fλνf ‖pLp(BR)
)1/p

holds. This settles the desired decoupling inequality (95) for R ∼ 1, and thereby
establishes the base case for the induction.

Fix 1 " R ≤ λ and assume the following induction hypothesis:

Radial induction hypothesis Assume (95) holds whenever (R, λ) is replaced with
(R′, λ′) for any 1 ≤ R′ ≤ R/2 and λ′ ≥ R′.

In fact, one must work with a slightly more sophisticated induction hypothesis

which involves not just a single operatorFλ but a whole class of related operators F̃λ

which is closed under certain rescaling operations. The precise details are omitted
here: see [1] for further information.

6.3 Key Ingredients of The Proof

The proof of the inductive step comes in three stages:

1. At sufficiently small scales 1 " K " λ1/2, the operator Fλ may be effectively
approximated by constant coefficient operators (91).

2. For each of the approximating constant-coefficient operators, one may use the
Bourgain–Demeter theorem at the small scale K .

3. The inherent symmetries of the inequality (95) allow one to propagate the gain
arising from the constant-coefficient Bourgain–Demeter theorem at the small
scale K to larger scales. This is achieved via a parabolic rescaling argument,
together with an application of the radial induction hypothesis.

Further details of this simple programme are provided in the forthcoming subsec-
tions.

6.4 Approximation by Constant Coefficient Operators

Let BK be a cover of BR by balls of radius K for some value of 1 " K " λ1/2 to
be determined later. Consider the spatially localised norm ‖Fλf ‖Lp(BK) for BK =
B(z̄,K) ∈ BK . By the uncertainty principle, localising to a spatial ball of radius
K should induce frequency uncertainty at the reciprocal scale K−1. To understand
what this means for our operator, we return once again to the prototypical case of
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the wave propagator. Observe that for any test function ϕ ∈ Cc(R̂n+1
) one has

∫
R
n+1
eit

√−�f (x)ϕ̌(x, t) dxdt =
∫
R̂
n
ϕ(ξ, |ξ |)f̂ (ξ) dξ (96)

and therefore the space-time Fourier transform of eit
√−�f is distributionally

supported on the light cone. For the general variable-coefficient case, the Fourier
support properties of Fλf involve a whole varying family of conic hypersurfaces
�z : ξ �→ ∂zφ

λ(z; ξ), parametrised by z ∈ R
n+1, and there is no clean distributional

identity analogous to (96). However, note that for z ∈ B(z̄,K) one has

|∂zφλ(z; ξ)− ∂zφλ(z̄; ξ)| � |z− z̄|
λ

≤ K−1

provided K " λ1/2, and so the uncertainty principle tells us that the surfaces
�z, and �z̄ should be essentially indistinguishable once the operator is spatially
localised to BK . It in fact follows that on BK the operator Fλ can be effectively
approximated by a constant coefficient operator

Tz̄g(z) :=
∫
R̂
n
ei〈∂zφλ(z̄;ξ),z〉a(ξ)ĝ(ξ) dξ (97)

associated to surface �z̄, where a is a suitable choice of cut-off function.
An alternative and slightly more accurate way to understand this approximation

is to consider the first order Taylor expansion of the phase function

φλ(z; ξ)− φλ(z̄; ξ) = 〈∂zφλ(z̄; ξ), z − z̄〉 +O(λ−1|z− z̄|2).

Since λ−1|z − z̄|2 " 1 for z ∈ BK , the error term in the right-hand side does not
contribute significantly to the oscillation induced by the phase. Consequently, over
the ball BK one may safely remove this error and thereby replace the phase φλ by
its linearisation φλ(z̄; ξ) + 〈∂zφλ(z̄; ξ), z − z̄〉. Observations of this kind lead to a
statement of the form

‖Fλf ‖Lp(BK) ∼ ‖Tz̄fz̄‖Lp(B(0,K))

where fz̄ is defined by f̂z̄ := eiφλ(z̄; · )f̂ and Tz̄ is as in (97).
In practice, there are significant technical complications which arise in making

these heuristics precise: the full details may be found in [1].
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6.5 Application of Constant-Coefficient Decoupling

The above approximation allows one to take advantage of the sharp �p-decoupling
theorem of Bourgain–Demeter for the constant coefficient operators Tz̄ at scale K .
In particular, on each BK = B(z̄,K) one has

‖Fλf ‖Lp(BK) ∼ ‖Tz̄fz̄‖Lp(B(0,K))
�ε Kα(p)+ε/2

( ∑
σ∈ 

K−1/2

‖Tz̄fz̄,σ‖pLp(B(0,K))
)1/p

∼ Kα(p)+ε/2( ∑
σ∈ 

K−1/2

‖Fλσ f ‖pLp(BK)
)1/p

,

where the first inequality is due to Theorem 55. Summing overBK ⊂ BR , it follows
that

‖Fλf ‖Lp(BR) � Kα(p)+ε/2
( ∑
σ∈ 

K−1/2

‖Fλσ f ‖pLp(BR)
)1/p

. (98)

Thus, we have succeeded in decoupling Fλf into scale K−1/2 pieces, but we are
still far from achieving the required decoupling at scale R−1/2.

At this point it is perhaps instructive to explain some of the ideas behind the
proof, before fleshing out the details in the remaining subsections. The next step
is to treat each of the summands on the right-hand side of (98) individually. This
is (essentially) done by repeating the above argument to successively pass down
from decoupling at scale K−1/2 to decoupling at scales K−1, K−3/2, . . . until we
reach the small scale R−1/2. The key difficulty is to keep control of the constants
in the inequalities which would otherwise build up over repeated application of the
preceding arguments.13

To control the constant build up, we assume a slightly different perspective. In
particular, as in [8], we apply a parabolic rescaling in each stage of the iteration; this
converts the improvement in the size of the decoupling regions to an improvement
in the spatial localisation. In particular, (98) can be thought of as passing from
decoupling at scale 1 (the left-hand side) to decoupling at scale K−1/2 (the right-
hand side); after rescaling it roughly corresponds to passing from spatial localisation
at scale R to spatial localisation at scale R/K . The idea is then to iterate until we
are spatially localised to ∼ 1 scales, at which point the desired inequality becomes
trivial. An advantage of the rescaling is that the repeatedly rescaled operators get
closer and closer to constant coefficient operators over the course of the iterations.

13In the proof we will take K ∼ 1: it is therefore necessary to iterate roughly logR times to pass
all the way down to scale R−1/2. If at each iteration we iterate we pick up an admissible constant
C, then over all the iterations we pick up an inadmissible constant ClogR = RlogC .
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Thus, we find ourselves are in a more and more favourable situation as the argument
progresses and this prevents a constant build up.

We shall see that the iteration argument sketched above can be succinctly
expressed using our radial induction hypothesis.

6.6 Parabolic Rescaling

By a parabolic rescaling argument, one can scale �Kσ to �, so that the support of
f̂σ is at unit scale. This essentially reduces the spatial scale from R to R/K and
anticipates an appeal to the radial induction hypothesis in Sect. 6.7.

6.6.1 A Prototypical Example

To illustrate the rescaling procedure, we consider the model operator eithpar(D) where

hpar(ξ) := |ξ ′|2
ξn

forξ = (ξ ′, ξn) ∈ R̂
n;

this is a close cousin of the classical half-wave propagator eit
√−�, but eithpar(D)

enjoys some additional symmetries which make it slightly easier to analyse.
Without loss of generality, one may interpret ξ ′ as the angular variable; in

particular, it is assumed that �Kσ is a sector of the form

{
(ξ ′, ξn) ∈ R̂

n : 1/2 ≤ ξn ≤ 2 and |ξ ′/ξn − ωσ | ≤ K−1/2}

for some ωσ ∈ Bn−1(0, 1). The sector �Kσ is therefore mapped to � under the
transformation (!Kσ )

−1 where !Kσ : (ξ ′, ξn) �→ (K−1/2ξ ′ + ωσ ξn, ξn): see Fig. 5.

Fig. 5 The parabolic rescaling phenomenon for the phase φ(x, t; ξ) = x1ξ1 +x2ξ2 + tξ2
1 /ξ2. Here

�̃Kσ denotes the image of �Kσ under the map ξ �→ (ξ, hpar(ξ))
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Fig. 6 The parabolic rescaling effect on the (x, t)-variables for the phase φ(x, t; ξ) = x1ξ1 +
x2ξ2 + tξ2

1 /ξ2

Let φpar be the phase associated to the operator eithpar(D). The scaling in the
frequency variables can be transferred onto the spatial variables via the identity

φpar(x, t;!Kσ (ξ)) = φpar(ϒ
K
σ (x, t); ξ) (99)

where ϒKσ : (x, t) �→ (K−1/2(x ′ + 2tωσ ), 〈x ′, ωσ 〉 + xn + t|ωσ |2,K−1t). Conse-
quently,

‖eithpar(D)f ‖Lp(BR) = K(n+1)/2p‖eithpar(D)f̃σ ‖Lp(ϒKσ (BR))

where f̃σ is defined by

[f̃σ ]̂ := K−(n−1)/2f̂σ ◦!Kσ . (100)

Observe that the setϒKσ (BR) is contained in an R×R/K1/2 ×· · ·×R/K1/2×R/K
box: see Fig. 6. The longest side, which is of lengthR, points in the (wσ , 1) direction
whilst the shortest side, which of length R/K , points in the time direction. The
remaining sides, which are of length R/K1/2, point in spatial directions orthogonal
to the long and short sides.

6.6.2 The General Case

The scaling procedure can be carried out for more general phases, albeit with notable
additional complications. In particular, for each σ one may identify changes of
variable

!Kσ : �Kσ → � and ϒKσ : Rn+1 → R
n+1

and a suitable Fourier integral operator F̃λ/Kσ at scale λ/K such that

‖Fλσ f ‖Lp(BR) ∼ K(n+1)/2p‖F̃λ/Kσ f̃σ ‖Lp(ϒKσ (BR)),
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where f̃σ is defined as in (100) and ϒKσ (BR) is contained in a rectangular box of
dimensions R×R/K1/2 × · · · ×R/K1/2 ×R/K . This situation is somewhat more
involved than the prototypical case described above, due to the lack of any simple
scaling identity (99). In particular, the mapping ϒKσ will often be non-linear and

the operators F̃λ may not agree with the original Fλ (although they will of course
be related). In order to deal with the latter point, it is necessary to formulate an
induction hypothesis which applies to an entire class of FIOs which is closed under
the relevant rescalings. The (somewhat technically involved) details of the rigorous
realisation of this strategy can be found in [1].

6.7 Applying the Induction Hypothesis

Noting that R′ := R/K ≤ R/2, the (general) radial induction hypothesis implies
that

‖F̃λ/Kσ f̃σ‖Lp(BR/K)
≤ C̄(p, ε)(R/K)α(p)+ε( ∑

ν∈ 
(R/K)−1/2

‖F̃λ/Kσ (f̃σ )ν‖pLp(BR/K)
)1/p

for any ball BR/K of radius R/K . Take a finitely-overlapping cover of ϒKσ (BR) by
such balls and apply the above inequality to each member of this cover. Taking p-
powers, summing over each member of the cover and taking p-roots, one deduces
that

‖F̃λ/Kσ f̃σ‖Lp(ϒKσ (BR))
� C̄(p, ε)(R/K)α(p)+ε

( ∑
ν∈ 

(R/K)−1/2

‖F̃λ/Kσ (f̃σ )ν‖pLp(ϒKσ (BR))
)1/p

.

Applying the rescaling argument to both sides of this inequality yields

‖Fλσ f ‖Lp(BR) � C̄(p, ε)(R/K)α(p)+ε
( ∑
ν∈ 

R−1/2

�Rν ⊆�Kσ

‖Fλσ fν‖pLp(BR)
)1/p

and one may sum this estimate over all K−1/2-sectors �Kσ to obtain

( ∑
σ∈ 

K−1/2

‖Fλσ f ‖pLp(BR)
)1/p � C̄(p, ε)(R/K)α(p)+ε

( ∑
ν∈ 

R−1/2

‖Fλνf ‖pLp(BR)
)1/p

.

(101)
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Finally, by combining (98) with (101), it follows that

‖Fλf ‖Lp(BR) �ε C̄(p, ε)K−ε/2Rα(p)+ε
( ∑
ν∈ 

R−1/2

‖Fλνf ‖pLp(BR)
)1/p

.

If Cε denotes the implicit constant appearing in the above inequality, then the
induction can be closed simply by choosingK large enough so that CεK−ε/2 ≤ 1.
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Appendix: Historical Background on the Local Smoothing
Conjecture

The Euclidean Wave Equation

The local smoothing conjecture for the Euclidean half-wave propagator eit
√−�,

that is Conjecture 20, was formulated by the third author [50] in 1991. Moreover,
he showed qualitative existence of the local smoothing phenomenon for n = 2,
showing that there is some ε0 > 0 such that (24) holds for 0 < σ < ε0 if
p = 4. Note that by interpolation with L2 and L∞, this also shows that there
is ε(p) > 0 such that (24) holds for all 0 < σ < ε(p) if 2 < p < ∞.
Shortly after, Mockenhoupt, Seeger and the third author [44] obtained a quantitative
estimate at the critical Lebesgue exponentp = 4 through a square function estimate
approach. Further refinements at p = 4 were later obtained by Bourgain [6] and
Tao and Vargas [62]. In particular, the work of Tao and Vargas established a way to
transfer bilinear Fourier restriction estimates into estimates for the square function;
thus, the best results via their method are obtained through the sharp bilinear
restriction estimates for the cone by Wolff [68] (see also the endpoint result of Tao
[61]). In higher dimensions, Mockenhoupt, Seeger and the third author [45] also
established existence of local smoothing estimates, although in this case their results
are concerned with estimates at p = 2(n+1)

n−1 rather than at the critical Lebesgue

exponent p = 2n
n−1 .

All the initial results discussed in the previous paragraph did not imply sharp
estimates in terms of the regularity exponent σ for any 2 < p < ∞. A striking
advance was made by Wolff [67] in 2000 when he introduced the decoupling
inequalities discussed in Sect. 5 and established that in the plane 1/p− local
smoothing holds for all p > 74. His result was later extended to higher dimensions
by Łaba and Wolff [34]. Subsequent works of Garrigós and Seeger [21] and
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Garrigós, Seeger and Schlag [22] improved the Lebesgue exponent p in the
sharp14 decoupling inequalities, and therefore the Lebesgue exponent for which
Conjecture 20 holds. The sharp decoupling inequalities were finally established by
Bourgain and Demeter [8] in 2015, which imply 1/p− local smoothing estimates
for all 2(n+1)

n−1 ≤ p <∞.
In parallel progress obtained via decoupling inequalities, Heo, Nazarov and

Seeger [26] introduced in 2011 a different approach to the problem, which in
particular yields local smoothing estimates at the endpoint regularity σ = 1/p if
2(n−1)
n−3 < p <∞ for n ≥ 4.

Finally, some further progress has been obtained for n = 2. In 2012, S. Lee
and Vargas [39] proved local smoothing estimates for all σ < s̄p if p = 3 via a
sharp square function estimate in L3(R2). This is the first and only time sharp local
smoothing estimates (up to the regularity endpoint) have been obtained in the range
2 < p < 2n

n−1 . More recently, J. Lee [37] has further improved the square function

estimate at p = 4 using the L6(R2) decoupling inequalities of Bourgain–Demeter
[8], showing that (24) holds for all σ < 3/16 when p = 4.

The precise numerology and historical progress on the Euclidean local smoothing
conjecture have been outlined15 in Fig. 7 and Table 1 for n = 2 and Fig. 8 and
Table 2 for n ≥ 3.

Fourier Integral Operators

Shortly after the formulation of the local smoothing conjecture for the Euclidean
wave equation, Mockenhoupt, Seeger and the third author [45] considered the
analogous problem for wave equations on compact manifolds and general classes
of Fourier integral operators. They established positive partial results at the critical
Lebesgue exponent p = 4 for n = 2, and at the subcritical exponent p = 2(n+1)

n−1 for
n ≥ 3. In 1997, Minicozzi and the third author [42] provided examples of compact

Riemannian manifolds (M, g) for which the operator eit
√−�g does not demonstrate

1/p− local smoothing for p < p̄n,+ (see also [1]). This revealed a difference in the
local smoothing phenomenon between the Euclidean and variable-coefficient cases.

The next positive results were obtained by Lee and Seeger in [38], where they
extended the endpoint regularity results in [26] to general Fourier integral operators;
as in the Euclidean case, these results only hold for n ≥ 4. Except for the question
of endpoint regularity, the best known results have recently been obtained by the
authors in [1], extending to the variable coefficient case the results of Bourgain
and Demeter [8]. Moreover, and as discussed in Sect. 2, the authors also showed
that their results are best possible in odd dimensions in the general context of

14Here the word sharp refers to the sharp dependence of the constant in terms of the number of
pieces featuring in the decoupling inequality; more precisely, the optimal dependence on λ in (89).
15For simplicity, the intermediate progress of Bourgain [6] and Tao and Vargas [60] at p = 4 has
not been sketched in Fig. 7; see Table 1 for their contribution to the problem.
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Conjecture 24, although one expects to go beyond these exponents in the even
dimensional case and in the case of solutions arising from wave equations on
compact manifolds.

The precise numerology and historical progress on Conjectures 23 and 24 have
been outlined in Fig. 9 and Table 3.

Figure and Table for the Euclidean Wave Equation for n = 2

Fig. 7 Chronological progress on Conjecture 24 for n = 2. Each new result can be interpolated
against the L2 and L∞ estimates and the previous results in order to yield a new region in the
conjectured triangle. The current best results follow from interpolating [8, 39] and [37] and the L2

and L∞ estimates. The white region remains open

Table 1 Chronological progress on Conjecture 20 for n = 2. The notation p0+ means that the
estimate (24) holds for all p > p0, whilst the notation σ0− means that the estimate holds for all
σ < σ0. Otherwise, the equalities for the Lebesgue and regularity exponents are admissible. In
the table ε0 > 0 is a small, unspecified constant. The method of J. Lee can be applied away from
the p = 4 exponent to give improved estimates in a slightly larger convex region than that given
by interpolation; this was pointed out to us by Pavel Zorin–Kranich

p σ

S [54] 4 ε0

Mockenhoupt–Seeger–S [44] 4 1/8

Bourgain [6] 4 1/8 + ε0

Tao–Vargas [62] + Wolff [68] 4 1/8 + 1/88−
Wolff [67] 74+ 1/p−
Garrigós–Seeger [21] 190/3+ 1/p−
Garrigós–Seeger–Schlag [21] 20+ 1/p−
S. Lee–Vargas [39] 3 1/6−
Bourgain–Demeter [8] 6 1/6−
J. Lee [37] 4 3/16−
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Figure and Table for the Euclidean Wave Equation for n ≥ 3

Fig. 8 Chronological progress on Conjecture 20 for high dimensions (n ≥ 5). Each new result can
be interpolated against the L2 and L∞ estimates and the previous results in order to yield a new
region in the conjectured triangle. The best known results follow from interpolation between [8]
and the L2 and L∞ estimates, together with the strengthened results [26] at the regularity endpoint
σ = 1/p if p > n−3

2(n−1) . The white region remains open

Table 2 Chronological progress on Conjecture 20 for n ≥ 3. The notation + and − is used in a
similar fashion to Table 1

n = 3 n = 4 n ≥ 5

p σ p σ p σ

Mockenhoupt–Seeger–S [44] 4 1/2p− 10/3 1/3p 2(n+1)
n−1

n−3
n−1

1
p

Łaba–Wolff [34] 18+ 1/p− 8.4+ 1/p− 2(n+1)
n−3 + 1/p−

Garrigós–Seeger [21] 15+ 1/p− 7.28+ 1/p− 2(n−1)(n+3)
(n+1)(n−3) + 1/p−

Garrigós–Seeger–Schlag [22] 9+ 1/p− 5.6+ 1/p− 2n(n+3)
(n−1)(n−2)+ 1/p−

Heo–Nazarov–Seeger [26] 6 1/6 2(n−1)
n−3 + 1/p

Bourgain–Demeter [8] 4 1/4− 10/3 3/10− 2(n+1)
n−1 1/p−
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Figure and Table for Fourier Integrals

Fig. 9 Chronological progress on Conjecture 23 in high dimensions (n ≥ 4). The red region
is inadmissible. The best known results follow from interpolation between [1] and the L2 and
L∞ estimates, together with the strengthened results [38] at the regularity endpoint σ = 1/p if
p > n−3

2(n−1) . The white region remains open. In the case of Conjecture 24 the red region extends to
p = p̄n and there is no white open region in odd dimensions

Table 3 Chronological progress on Conjectures 23 and 24 for n ≥ 2. The notation + and − is
used in a similar fashion to Table 1

n = 2 n = 3 n ≥ 4

p σ p σ p σ

Mockenhoupt–Seeger–S [44] 4 1/2p− 4 1/2p− 2(n+1)
n−1

n−3
n−1

1
p

Lee–Seeger [38] 2(n−1)
n−3 + 1/p

B–H–S [1] 6 1/6− 4 1/4− 2(n+1)
n−1 1/p−
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1 Introduction

1.1 Statement of the Results: Continuous Perspective

Let G be a convex symmetric body in R
d , which is simply a bounded closed and

symmetric convex subset of Rd with non-empty interior. In the literature it is usually
assumed that a symmetric convex body G ⊂ R

d is open. In fact, in R
d there is

no difference whether we assume G is closed or open, since the boundary of a
convex set has Lebesgue measure zero. However, in the discrete case, if G ∩ Z

d is
considered, it matters. Therefore, later on in order to avoid some technicalities, we
will assume that a symmetric convex bodyG ⊂ R

d is always closed.
For every t > 0 and for every x ∈ R

d we define the Hardy–Littlewood averaging
operator

MG
t f (x) = 1

|Gt |
∫
Gt

f (x − y)dy for f ∈ L1
loc(R

d), (1)

whereGt = {y ∈ R
d : t−1y ∈ G} denotes a dilate of the bodyG ⊂ R

d .
For p ∈ (1,∞], let Cp(d,G) > 0 be the best constant such that the following

maximal inequality

∥∥ sup
t>0

|MG
t f |∥∥

Lp(Rd )
≤ Cp(d,G)‖f ‖Lp(Rd ) (2)

holds for every f ∈ Lp(Rd ).
The question we shall be concerned with, in this survey, is to decide whether

the constant Cp(d,G) can be estimated independently of the dimension d ∈ N for
every p ∈ (1,∞].

If p = ∞, then (2) holds with Cp(d,G) = 1, sinceMG
t is an averaging operator.

By appealing to a covering argument for p = 1, and a simple interpolation with
p = ∞, we can conclude that Cp(d,G) < ∞ for every p ∈ (1,∞) and for
every convex symmetric bodyG ⊂ R

d . However, then the implied upper bound for
Cp(d,G) depends on the dimension, since the interpolation with a weak type (1, 1)
estimate does not give anything reasonable in these kind of questions, and generally
it is better to work with p ∈ (1,∞) to obtain any non-trivial result concerning the
behavior of Cp(d,G) as d → ∞.

The problem about estimates of Cp(d,G), as d → ∞, has been extensively
studied by several authors for nearly four decades. The starting point was the work of
the third author [33], where, in the case of the Euclidean ballsG = B2, it was shown
that Cp(d,B2) is bounded independently of the dimension for every p ∈ (1,∞].
Not long afterwards it was proved by the first author, in [4] for p = 2, thatCp(d,G)
is bounded by an absolute constant, which is independent of the underlying convex
symmetric body G ⊂ R

d . This result was extended in [5], and independently by
Carbery [13], for all p ∈ (3/2,∞].
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It is conjectured that the inequality in (2) holds for all p ∈ (1,∞] and for all
convex symmetric bodies G ⊂ R

d with Cp(d,G) independent of d ∈ N. It is
reasonable to believe that this is true, since it was verified for a large class of convex
symmetric bodies.

For q ∈ [1,∞], let Bq be a q-ball in R
d defined by

Bq =
{
x ∈ R

d : |x|q =
( ∑

1≤k≤d
|xk|q

)1/q ≤ 1
}

for q ∈ [1,∞),

B∞ = {x ∈ R
d : |x|∞ = max

1≤k≤d |xk| ≤ 1}.
(3)

For the q-balls G = Bq the full range p ∈ (1,∞] of dimension-free estimates for
Cp(d,B

q) was established by Müller in [26] (for q ∈ [1,∞)) and in [8] (for cubes
q = ∞) with constants depending only on q . More about the current state of the art
and papers [4, 5, 8, 26, 33] will be given in Sect. 2.

The general case is beyond our reach at this moment. However, the approach
undertaken in the present article permits us to provide a new simple proof of
dimension-free estimates for the Hardy–Littlewood maximal functions associated
with symmetric convex bodies G ⊂ R

d , which independently were the subject of
[5] and [13]. We prove the following theorem.

Theorem 1 Let p ∈ (3/2,∞], then there exists a constant Cp > 0 independent
of dimension d ∈ N and a symmetric convex body G ⊂ R

d such that the constant
Cp(d,G) defined in (2) satisfies

Cp(d,G) ≤ Cp. (4)

Moreover, a dyadic variant of (4) remains true for all p ∈ (1,∞]. More precisely,
for every p ∈ (1,∞] there exists a constant Cp > 0 independent of dimension
d ∈ N and a symmetric convex body G ⊂ R

d such that for every f ∈ Lp(Rd) we
have

∥∥ sup
n∈Z

|MG
2nf |∥∥

Lp(Rd)
≤ Cp‖f ‖Lp(Rd ). (5)

The proof of Theorem 1 will be presented in Sect. 4 using a new flexible
approach, which recently resulted in dimension-free bounds in r-variational and
jump inequalities corresponding to the operatorsMG

t from (1), see [9] and [25]. An
important feature of this method is that it is also applicable to the discrete settings,
see [10] and [25]. The method is described in Sect. 3, the proof of Theorem 1 is
given in Sect. 4. Our aim is to continue the investigations in the discrete settings as
well. Similar types of questions were recently studied by the authors [10] for the
discrete analogues of the operatorsMG

t in Z
d .
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1.2 Statement of the Results: Discrete Perspective

For every t > 0 and for every x ∈ Z
d we define the discrete Hardy–Littlewood

averaging operator

MG
t f (x) = 1

|Gt ∩ Z
d |

∑
y∈Gt∩Zd

f (x − y) for f ∈ �1(Zd). (6)

We note that the operator MG
t is a discrete analogue ofMG

t from (1).
For p ∈ (1,∞], let Cp(d,G) > 0 be the best constant such that the following

maximal inequality

∥∥ sup
t>0

|MG
t f |∥∥

�p(Zd )
≤ Cp(d,G)‖f ‖�p(Zd ) (7)

holds for every f ∈ �p(Zd ).
Arguing in a similar way as in (2) we conclude that Cp(d,G) < ∞ for every

p ∈ (1,∞] and for every convex symmetric body G ⊂ R
d . The question now is

to decide whether Cp(d,G) can be bounded independently of the dimension d for
every p ∈ (1,∞).

In [10] the authors examined this question in the case of the discrete cubes B∞ ∩
Z
d , and showed that for every p ∈ (3/2,∞] there is a constant Cp > 0 independent

of the dimension such that Cp(d, B∞) ≤ Cp. It was also shown in [10] that if the
supremum in (7) is restricted to the dyadic set D = {2n : n ∈ N ∪ {0}}, then (7)
holds for all p ∈ (1,∞] and Cp(d,G) is independent of the dimension.

The general case in much more complicated. However, it is not difficult to show
[10] that for every symmetric convex body G ⊂ R

d there exists tG > 0 with the
property that the norm of the discrete maximal function supt>tG |MG

t f | is controlled
by a constant multiple of the norm of its continuous counterpart, and the implied
constant is independent of the dimension. This is a simple comparison argument
yielding dimension-free estimates for supt>tG |MG

t f | as long as the corresponding
dimension-free bounds are available for their continuous analogues. As a corollary,
for q-ballsG = Bq , if p ∈ (1,∞] and q ∈ [1,∞], we obtain that there is a constant
Cp,q > 0 independent of the dimension d ∈ N such that for all f ∈ �p(Zd ) we have

∥∥ sup
t≥d1+1/q

|MBq

t f |∥∥
�p(Zd )

≤ Cp,q‖f ‖�p(Zd). (8)

At this stage, the whole difficulty lies in estimating sup0<t≤tG |MG
t f |, where the

things are getting more complicated. Nevertheless, as we shall see below, in some
cases improvements are possible.

We show that in the case of MB2

t , which together with MB∞
t , is presumably

the most natural setting for the discrete Hardy–Littlewood maximal functions, the
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range in (8) can be improved. Namely, the main discrete result of this paper is, an
extension of (8) for G = B2, stated below.

Theorem 2 For each p ∈ (1,∞] there is a constant Cp > 0 independent of the
dimension d ∈ N such that for every f ∈ �p(Zd) we have

∥∥ sup
t≥Cd

|MB2

t f |∥∥
�p(Zd )

≤ Cp‖f ‖�p(Zd ), (9)

for an appropriate absolute constant C > 0.

The proof of Theorem 2 is based on a delicate refinement of the arguments
from [10], which in the end reduce the matters to the comparison of the norm of

supt≥Cd |MB2

t f | with the norm of its continuous analogue, and consequently to the
dimension-free estimates of Cp(d,B2) for all p ∈ (1,∞], that are guaranteed by
Stein [33]. The proof of Theorem 2 is contained in Sect. 5.

Surprisingly, as it was shown in [10], the dimension-free estimates in the discrete
case are not as broad as in the continuous setup and there is no obvious conjecture
to prove. This is due to the fact that there exists a simple example of a convex
symmetric body in Z

d for which maximal estimate (7) on �p(Zd ), for every p ∈
(1,∞), involves the smallest constant Cp(d,G) > 0 unbounded in d ∈ N. In order
to carry out the construction it suffices to fix a sequence 1 ≤ λ1 < . . . < λd <

. . . <
√

2 and consider, as in [10], the ellipsoid

E(d) =
{
x ∈ R

d :
d∑
k=1

λ2
kx

2
k ≤ 1

}
.

Then one can prove that for every p ∈ (1,∞) there is Cp > 0 such that for every
d ∈ N one has

Cp(d,E(d)) ≥ Cp(log d)1/p. (10)

Inequality (10) shows that the dimension-free phenomenon for the Hardy–
Littlewood maximal functions in the discrete setting is much more delicate, and
the dimension-free estimates even in the Euclidean case for Cp(d, B2) may be very
difficult. However, there is an evidence, gained recently by the authors in [11], in
favor of the general problem, which makes the things not entirely hopeless. Namely,
in [11] a dyadic variant of inequality (7) forG = B2 was studied and we proved the
following result.

Theorem 3 For every p ∈ [2,∞] there exists a constant Cp > 0 independent of
d ∈ N such that for every f ∈ �p(Zd) we have

∥∥ sup
t∈D

|MB2

t f |∥∥
�p(Zd)

≤ Cp‖f ‖�p(Zd ). (11)
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All the aforementioned results give us strong motivation to understand the
situation more generally. In particular, in the case of q-balls G = Bq where
q ∈ [1,∞), which is well understood in the continuous setup. More about the
methods available in the discrete setting is in Sect. 3.

1.3 Notation

Here we fix some further notation and terminology.

1. Throughout the whole paper d ∈ N denotes the dimension and C > 0 denotes
a universal constant, which does not depend on the dimension, but it may vary
from occurrence to occurrence.

2. We write that A �δ B (A �δ B) to say that there is an absolute constant Cδ > 0
(which possibly depends on δ > 0) such thatA ≤ CδB (A ≥ CδB), and we write
A &δ B when A �δ B and A �δ B hold simultaneously.

3. Let N = {1, 2, . . .} be the set of positive integers let N0 = N ∪ {0}, and let D =
{2n : n ∈ N0} denote the set of all dyadic numbers. We set NN = {1, 2, . . . , N}
for any N ∈ N.

4. The Euclidean space Rd is endowed with the standard inner product

x · ξ = 〈x, ξ〉 =
d∑
k=1

xkξk

for every x = (x1, . . . , xd) and ξ = (ξ1, . . . , ξd ) ∈ R
d .

5. For a countable set Z (usually Z = Z
d ) endowed with the counting measure we

shall write that

�p(Z) = {f : Z → C : ‖f ‖�p(Z) <∞} for any p ∈ [1,∞],

where for any p ∈ [1,∞) we have

‖f ‖�p(Z) =
( ∑
m∈Z

|f (m)|p
)1/p

and ‖f ‖�∞(Z) = sup
m∈Z

|f (m)|.

6. We shall abbreviate ‖ · ‖Lp(Rd ) to ‖ · ‖Lp , and ‖ · ‖�p(Zd ) to ‖ · ‖�p .
7. Let (X,B, μ) be a σ -finite measure space. Let p ∈ [1,∞] and suppose that
(Tt )t∈I is a family of linear operators such that Tt maps Lp(X) to itself for every
t ∈ I ⊆ (0,∞). Then the corresponding maximal function will be denoted by

T∗,If = sup
t∈I

|Ttf |, for every f ∈ Lp(X).

We shall abbreviate T∗,I to T∗, if I = (0,∞).
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8. Let (B1, ‖ · ‖B1) and (B2, ‖ · ‖B2) be Banach spaces. For a linear or sub-linear
operator T : B1 → B2 its norm is defined by

‖T ‖B1→B2 = sup
‖f ‖B1 ≤1

‖T (f )‖B2 .

9. Let F denote the Fourier transform on R
d defined for any function f ∈ L1

(
R
d
)

as

Ff (ξ) =
∫
R
d
f (x)e2πiξ ·x dx for any ξ ∈ R

d .

If f ∈ �1
(
Z
d
)

we define the discrete Fourier transform by setting

f̂ (ξ) =
∑
x∈Zd

f (x)e2πiξ ·x for any ξ ∈ T
d ,

where T
d ≡ [−1/2, 1/2)d is the d-dimensional torus. We shall denote by F−1

the inverse Fourier transform on R
d or the inverse Fourier transform (Fourier

coefficient) on the torus Td . This will cause no confusions and the meaning will
be always clear from the context.

2 A Review of the Current State of the Art

In the 1980s dimension-free estimates for the Hardy–Littlewood maximal functions
over convex symmetric bodies had begun to be studied [33, 35] and went through
a period of considerable changes and developments [4–6, 13, 26]. However, the
dimension-free phenomenon in harmonic analysis had been apparent much earlier,
see for instance [36, Chapter 14, §3 in Vol.II], as well as [31] and the references
given there. We refer also to more recent results [1, 2, 8–11, 18, 25, 30] and the
survey article [16] for a very careful and detailed exposition of the subject.

2.1 Dimension-Free Estimates for Semigroups

Consider the Poisson semigroup (Pt )t≥0 defined on the Fourier transform side by

F(Ptf )(ξ) = pt(ξ)F(f )(ξ),

for every t ≥ 0 and ξ ∈ R
d , with the symbol

pt(ξ) = e−2πtL|ξ |,
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involving an isotropic constant L = L(G) > 0 defined in (22). The dilation by
the isotropic constant is a technical assumption, which will simplify our further
discussion.

For every x ∈ R
d we introduce the maximal function

P∗f (x) = sup
t>0

|Ptf (x)|,

and the square function

g(f )(x) =
(∫ ∞

0
t

∣∣∣ d

dt
Ptf (x)

∣∣∣2dt

)1/2

,

associated with the Poisson semigroup. From [31] we know that for every p ∈
(1,∞) there exists a constant Cp > 0, which does not depend on d ∈ N, such that
for every f ∈ Lp(Rd) we have

‖P∗f ‖Lp ≤ Cp‖f ‖Lp, (12)

and

‖g(f )‖Lp ≤ Cp‖f ‖Lp . (13)

For the proof of (12) and (13) one has to check that (Pt )t≥0 is a symmetric diffusion
semigroup in the sense of [31, Chapter III]. For the convenience of the reader we
recall the definition of a symmetric diffusion semigroup from [31, Chapter III, p.65].
Let (X,B(X),μ) be a σ -finite measure space, and (Tt )t≥0 be a strongly continuous
semigroup on L2(X), which maps L1(X) + L∞(X) to itself for every t ≥ 0. We
say that (Tt )t≥0 is a symmetric diffusion semigroup, if it satisfies for all t ≥ 0 the
following conditions:

1. Contraction property: for all p ∈ [1,∞] and f ∈ Lp(X) we have ‖Ttf ‖Lp(X) ≤
‖f ‖Lp(X).

2. Symmetry property: each Tt is a self-adjoint operator on L2(X).
3. Positivity property: Ttf ≥ 0, if f ≥ 0.
4. Conservation property: Tt1 = 1.

One major advantage of using the above-mentioned conditions is that the
probabilistic techniques are applicable to understand properties of Tt . This is the
reason why, in particular, inequalities (12) and (13) hold, see [31, Chapter III] for
more details, and also [15] for an even more relaxed conditions. The semigroupPt is
closely linked to the averaging operatorMG

t . Namely, both operators are contractive
on Lp(Rd ) spaces for all p ∈ [1,∞], preserve the class of nonnegative functions,
and satisfy Pt1 = MG

t 1 = 1.
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Later on, we shall need a variant of the Littlewood–Paley inequality. For every
n ∈ Z we define the Poisson projections Sn by setting

Sn = P2n−1 − P2n .

Then, the sequence (Sn)n∈Z is a resolution of the identity on L2(Rd ). Namely, we
have

f =
∑
n∈Z
Snf, for every f ∈ L2(Rd). (14)

Observe that

Snf (x) = −
∫ 2n

2n−1

d

dt
Ptf (x)dt .

Then by the Cauchy–Schwarz inequality we obtain, for every n ∈ Z and x ∈ R
d ,

the following bound

|Snf (x)|2 ≤
(∫ 2n

2n−1

∣∣∣ d

dt
Ptf (x)

∣∣∣dt
)2

≤ 2n−1
∫ 2n

2n−1

∣∣∣ d

dt
Ptf (x)

∣∣∣2dt ≤
∫ 2n

2n−1
t

∣∣∣ d

dt
Ptf (x)

∣∣∣2dt .

Now summing over n ∈ Z and using (13) one shows that for every p ∈ (1,∞),
there is a constant Cp > 0 independent of d ∈ N such that for every f ∈ Lp(Rd )
the following Littlewood–Paley inequality holds

∥∥∥(∑
n∈Z

|Snf |2)1/2
∥∥∥
Lp

≤ Cp‖f ‖Lp . (15)

Inequality (15) will play an important role in the proof of Theorem 1.
We finish this subsection by showing a simple pointwise inequality between the

Poisson semigroup and the Hardy–Littlewood maximal function associated with
the Euclidean balls, which motivates, to some extent, the study of dimension-free
estimates for the Hardy–Littlewood maximal functions. Namely, letKt be the kernel
corresponding to Pt , assume that f ≥ 0 and observe that

Ptf (x) = Kt ∗ f (x) =
∫
R
d

∫ Kt(x−y)

0
dsf (y)dy

=
∫ ∞

0

∫
{y∈Rd :Kt(x−y)≥s}

f (y)dyds.
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The set {y ∈ R
d : Kt(x − y) ≥ s} is an Euclidean ball centered at x ∈ R

d , since K1
is radially decreasing. Thus

Ptf (x) = Kt ∗ f (x)

≤
(∫ ∞

0
|{y ∈ R

d : Kt(x − y) ≥ s}| ds

)
MB2

∗ f (x) = ‖Kt‖L1MB2

∗ f (x).

Hence we conclude that

P∗f (x) ≤MB2

∗ f (x). (16)

Inequality (12) gives us a bound independent of the dimension for ‖P∗‖Lp→Lp , and
in view of (16) we obtain ‖P∗‖Lp→Lp ≤ Cp(d,B2). Now a natural question arises
whether Cp(d,B2) can be bounded independently of the dimension. This problem
was investigated by the third author in [33].

2.2 The Case of the Euclidean Balls [33, 35]

The third author obtained in [33], see also the joint paper with Strömberg [35] for
more details, that for every p ∈ (1,∞] there is a constant Cp > 0 independent of
the dimension d ∈ N such that

Cp(d,B
2) ≤ Cp. (17)

Let us briefly describe the method used in [33] to prove (17). In R
d , as d → ∞,

most of the mass of the unit ball B2 concentrates at the unit sphere S
d−1 in R

d . In
fact, if ε ∈ (0, 1), we have

d

∫ 1

0
rd−1dr = 1, while lim

d→∞ d
∫ 1−ε

0
rd−1dr = 0.

Therefore, the key idea is to use the spherical averaging operator, defined for any
r > 0 and x ∈ R

d by

Adr f (x) =
∫
S
d−1
f (x − rθ)dσd−1(θ), (18)

where σd−1 denotes the normalized surface measure on S
d−1. Using polar coordi-

nates one easily sees that

MB2

t f (x) = d
∫ 1

0
rd−1Adtrf (x)dr,
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which immediately implies

|MB2

∗ f (x)| ≤ |Ad∗f (x)|. (19)

By the earlier result of the third author [32], we know that for every d ≥ 3 and for
every p > d

d−1 there is a constant Cd,p > 0 such that for every f ∈ Lp(Rd ) one
has

‖Ad∗f ‖Lp ≤ Cd,p‖f ‖Lp . (20)

Inequality (20) is also true when d = 2, but this turned out to be a more difficult
result, obtained by the first author in [3]. Now, the matters are reduced to show that
the best constant in (20) can be taken to be independent of the dimension. For this
purpose, the method of rotations enables one to view high-dimensional spheres as
an average of rotated low-dimensional ones, and consequently one can conclude that
for every d ≥ 3 and p > d

d−1 we have

‖Ad+1∗ ‖Lp(Rd+1)→Lp(Rd+1) ≤ ‖Ad∗‖Lp(Rd )→Lp(Rd ). (21)

Hence the best constant in (20) is non-increasing, and in particular bounded, in
d ∈ N.

In order to prove (17) it suffices to take an integer d0 >
p
p−1 . If d ≤ d0, then

there is nothing to do. If d > d0, taking into account (19) and (21), we see that

‖MB2

∗ f ‖Lp ≤ ‖Ad0∗ ‖Lp(Rd0 )→Lp(Rd0 )‖f ‖Lp ,

and we obtain (17) as claimed.
The method described above is limited to the Euclidean balls. The case of general

convex symmetric bodies will require a different approach.

2.3 The L2 Result for General Symmetric Bodies via Fourier
Transform Methods [4]

In [4] the first author proposed a different approach, which is based on the estimates
of the averaging operatorsMG

t on the Fourier transform side. Before we present the
main result from [4] we have to fix some notation and terminology. We begin with
the most important definition of this paper.



118 J. Bourgain et al.

Definition 4 We say that a convex symmetric body G ⊂ R
d is in the isotropic

position, if it has Lebesgue measure |G| = 1, and there exists a constant L =
L(G) > 0 depending only on G such that

∫
G

〈x, ξ〉2dx = L(G)2|ξ |2 for any ξ ∈ R
d . (22)

The constant L(G) in (22) is called the isotropic constant of G.

From (22) one can deduce the following expression for the isotropic constant

L(G)2 = 1

d

∫
G

|x|2dx. (23)

Lemma 5 For every convex symmetric body G ⊂ R
d , there exists a linear

transformation U of Rd such that U(G) is in the isotropic position.

Proof Observe that

M(ξ) =
∫
G

〈x, ξ〉xdx =
(∫

G

〈x, ξ〉x1dx, . . . ,
∫
G

〈x, ξ〉xddx

)

is a positive operator on R
d . Thus one can find a positive operator S such thatM =

S2. Setting U = c(G, S)S−1, where c(G, S) = | detS|1/d |G|−1/d , we see that
|U(G)| = 1 and

∫
U(G)

〈x, ξ〉2dx = c(G, S)2|G|−1
∫
G

〈S−1x, ξ〉2dx

= c(G, S)2|G|−1〈M(S−1ξ), S−1ξ〉
= c(G, S)2|G|−1|ξ |2.

Hence U(G) is in the isotropic position, with the isotropic constant L(U(G)) =
c(G, S)|G|−1/2 > 0. 
�

Observe that if the bodyG in (2) is replaced with any other set of the formU(G),
where U is an invertible linear transformation of Rd , then the Lp(Rd ) bounds from
(2) remain unchanged and we have

Cp(d,G) = Cp(d,U(G)). (24)

Indeed, considering an isometry Up of Lp(Rd) given by

Upf = | detU |−1/pf ◦ U−1, for any p ≥ 1,
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we obtain (24), since

Up ◦MG
t =MU(G)

t ◦ Up.

In view of (24) the dimension-free estimates are unaffected by a change of the
underlying body to an equivalent one. Therefore, from now on unless otherwise
stated, we assume thatG ⊂ R

d is in the isotropic position. For a symmetric convex
bodyG ⊂ R

d , let

mG(tξ) = F(1G)(tξ)

be the multiplier corresponding to the operatorMG
t from (1).

In [4] the first author provided the estimates for mG and its derivatives in terms
of the isotropic constant L(G), see Theorem 6 below.

Theorem 6 ([4, eq. (10), (11), (12)]) Let G be a symmetric convex body G ⊂ R
d

which is in the isotropic position. Let L = L(G) be the isotropic constant of G.
Then for every ξ ∈ R

d \ {0} we have

|mG(ξ)| ≤ 150(L|ξ |)−1, and |mG(ξ)− 1| ≤ 150(L|ξ |), (25)

and

|〈ξ,∇mG(ξ)〉| ≤ 150. (26)

In Sect. 4, for the sake of completeness, we provide a detailed proof of Theo-
rem 6. In fact, as we shall see later on, the estimates in (25) and (26) will be the core
of the proof of Theorem 1.

Using Theorem 6, as the main tool, it was proved in [4] that

C2(d,G) ≤ C, (27)

where C > 0 is a constant that does not depend neither on d ∈ N nor the underlying
bodyG ⊂ R

d . In view of the dimensional-free estimates for the Poisson semigroup
(12) in order to prove (27) it suffices to obtain the following dimensional-free
maximal estimate

‖ sup
t>0

|(MG
t − Pt )f |‖L2 ≤ C‖f ‖L2 . (28)

The estimate (28), in turn, was reduced, using some square function argument and
the Plancherel theorem, to the uniform in ξ ∈ R

d estimate

∑
n∈Z

min
{
(2nL(G)|ξ |), (2nL(G)|ξ |)−1} ≤ C, (29)
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where C > 0 is a universal constant independent of d ∈ N and the body G ⊂ R
d .

It is easy to see that (29) indeed holds. Moreover, it is true regardless of the exact
value of the isotropic constant L(G). Remarkably, we do not need to know whether
L(G) is comparable to a dimension-free constant.

2.4 Interlude: The Isotropic Conjecture

As we have already underlined, the approach from [4] does not require any
information on the size of the isotropic constant L(G). Recall at this point that
L(G) is known to be bounded from below by an absolute constant.

Proposition 7 There is a universal constant c > 0 independent of the dimension
such that for all convex symmetric bodiesG ⊂ R

d in the isotropic position we have
L(G) ≥ c.
Proof Let rd be such that |rdB2| = 1. Then rdB2 is in the isotropic position and
rd = |B2|−1/d & d1/2. Using (23) and polar coordinates one has

L(rdB
2)2 = 1

d

∫
rdB2

|x|2dx = |B2|rd+2
d

d + 2
= r2

d

d + 2
& 1.

Clearly, |x| ≥ rd on G \ rdB2 and |x| ≤ rd on rdB2 \ G. Thus, using (23) and the
observation thatG \ rdB2 and rdB2 \G have the same volume, we estimate

dL(G)2 =
∫
G

|x|2dx =
∫
G∩rdB2

|x|2dx +
∫
G\rdB2

|x|2dx

≥
∫
G∩rdB2

|x|2dx + r2
d |G \ rdB2|

≥
∫
G∩rdB2

|x|2dx +
∫
rdB2\G

|x|2dx = dL(rdB2)2.

Therefore, we see that L(G) ≥ L(rdB2) ≥ c > 0. This completes the proof. 
�
Conversely, it is not difficult to show the following upper bound.

Proposition 8 There is a universal constant C > 0 independent of the dimension
such that for all convex symmetric bodiesG ⊂ R

d in the isotropic position we have
L(G) ≤ Cd1/2.

Proof If r(G) is the largest radius r > 0 such that rB2 ⊆ G then there is an
absolute constant c > 0 such that

cL(G) ≤ r(G),
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we refer to [12, Section 3.1, p.108] for more details. It follows that cL(G)B2 ⊆ G

and

(cL(G))d |B2| ≤ |G| = 1,

and consequently, using |B2|−1/d & d1/2 we obtain the desired claim. 
�
The estimate from Proposition 8 was improved by the first author in [7], where it

was shown that L(G) = O(d1/4 log d). Klartag [19] proved that L(G) = O(d1/4),
and this is the best currently available general estimate for L(G). However, the
uniform bound from above for L(G) is a well-known open problem with several
equivalent formulations. More precisely, we are led to the following conjecture.

Conjecture 9 There is a constant C > 0 independent of d ∈ N such that for all
convex symmetric bodiesG ⊂ R

d in the isotropic position we have L(G) ≤ C.

This conjecture was verified for various classes of convex symmetric bodies. To
give an example we consider the class of 1-unconditional symmetric convex bodies.
Let {e1, . . . , ed } denote the canonical basis in R

d . We say that G ⊂ R
d is such a

body, whenever, for every choice of signs ε1, . . . , εd ∈ {−1, 1}, we have

∥∥∥
d∑
i=1

εixiei

∥∥∥
G

= ‖x‖G, for all x = (x1, . . . , xd) ∈ R
d,

where ‖x‖G = inf{t > 0 : x ∈ tG} denotes the Minkowski norm associated withG.

Proposition 10 There is a constant C > 0 independent of d ∈ N such that for all
1-unconditional convex bodiesG ⊂ R

d in the isotropic position we haveL(G) ≤ C.
For the proof of Proposition 10, and a more detailed exposition about the

subject of geometry of isotropic convex bodies we refer to the monograph [12].
Interestingly, the issue of the isotropic constant did not impact the proofs of the
dimension-free bounds for the Hardy–Littlewood maximal function (2) obtained in
[4]. This gives us strong motivation to understand the role of the isotropic constant
L(G) in the estimates forCp(d,G) for all p ∈ (1,∞] for general convex symmetric
bodiesG ⊂ R

d .

2.5 The Lp Results for p ∈ (3/2,∞] and Fractional
Integration Method

The first author [5], and independently Carbery [13], extended the L2(Rd ) result
from [4], and showed that for every p ∈ (3/2,∞] there exists a numerical constant
Cp > 0, which does not depend on the dimension d ∈ N such that for every convex
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symmetric bodyG ⊂ R
d we have

Cp(d,G) ≤ Cp. (30)

They also showed that if the supremum in (2) is restricted to the set of dyadic
numbers D, then inequality (30) remains valid for all p ∈ (1,∞]. The methods
used in these papers were completely different. We shall focus our attention merely
on Carbery’s paper [13], since it was an important starting point for the papers [26]
and [8], which will be discussed in the next subsection.

The first main idea introduced in [13] reduced inequality (30) to proving that for
every p ∈ (3/2, 2] there exists Cp > 0 independent of d ∈ N such that for every
convex symmetric bodyG ⊂ R

d we have

sup
n∈Z

∥∥ sup
t∈[2n,2n+1]

|MG
t f |∥∥

Lp
≤ Cp‖f ‖Lp , (31)

for every f ∈ Lp(Rd ). This was achieved by appealing to an almost orthogonality
principle, which combined with the Littlewood–Paley inequality (15) and inequality
(12) for the Poisson semigroup, resulted in (30). The author of [13] adjusted an
almost orthogonality principle to dimension-free setting from the unpublished notes
of Christ, see also [14] for a more detailed discussion.

The second main idea of [13] relies on a fractional derivative/integration method,
and it was used to prove (31). Let FR denote the one dimensional Fourier transform.
For α ∈ (0, 1), let Dα be the fractional derivative

DαF (t) = Dαt F (t) = DαuF (u)
∣∣
u=t = FR

(
(2iπξ)αF−1

R
(F )(ξ)

)
(t), for t ∈ R.

This formula gives a well defined tempered distribution on R. Simple computations
show that

Dαt m
G(tξ) =

∫
G

(2πix · ξ)αe−2πitx·ξdx, for t > 0,

wheremG(tξ) = F(1G)(tξ). Moreover, [16, Lemma 6.6] guarantees that

Dαt m
G(tξ) = − 1

�(1 − α)
∫ ∞

t

(u− t)−α d

du
mG(uξ)du, for ξ ∈ R

d .

If Pαu is the operator associated with the multiplier

pαu(ξ) = uα+1Dαv
(
mG(vξ)

v

)∣∣∣∣
v=u
, for ξ ∈ R

d,
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then one can see that

MG
t f (x) = F−1(mG(tξ)Ff )(x) = 1

�(α)

∫ ∞

t

t

u

(
1− t
u

)α−1

Pαuf (x)
du

u
. (32)

It was shown [13] that for general symmetric convex bodies one has

‖Pα1f ‖Lp � ‖f ‖Lp + ‖T(ξ ·∇)αmGf ‖Lp, (33)

where T(ξ ·∇)αmGf is the multiplier operator associated with the symbol

(ξ · ∇)αmG(ξ) = Dαt mG(tξ)|t=1.

The estimate from (33) immediately implies that

sup
u>0

‖Pαu‖Lp→Lp �p 1 + ‖T(ξ ·∇)αmG‖Lp→Lp , (34)

since the multipliers pαu are dilations of pα1 . Using (32) and (34) one controls

∥∥ sup
t∈[2n,2n+1)

|MG
t f |∥∥

Lp
≤ Cp

(
1 + ‖T(ξ ·∇)αmG‖Lp→Lp

)‖f ‖Lp, (35)

whenever α > 1/p. Now, since T(ξ ·∇)1mG is associated with the symbol (ξ ·∇)mG =
ξ · ∇mG(ξ), by Plancherel’s theorem and (26) we have ‖T(ξ ·∇)1mG‖L2→L2 ≤ C.
Clearly, T(ξ ·∇)0mG = M1 is a contraction onL1(Rd ). Then by complex interpolation,
as in [13], we get ‖T(ξ ·∇)αmG‖Lp→Lp ≤ Cα , whenever α < 2/p′. In view of the
restriction for α > 1/p in (35) we obtain (31) for p ∈ (3/2, 2].

The above-mentioned method of fractional integration was exploited in [26]
and [8].

2.6 The Lp Result for p ∈ (1,∞], the Case of q-Balls

Müller [26] proved, for all p ∈ [1,∞] and for every symmetric convex body G ⊂
R
d , a remarkable upper bound forCp(d,G) in terms of certain geometric invariants.

To be more precise, assuming that the bodyG is in the isotropic position, we define
two constants, geometric invariants, by setting

σ(G)−1 = max
{
ϕGξ (0) : ξ ∈ S

d−1},
and

Q(G) = max
{
Vold−1(πξ (G)) : ξ ∈ S

d−1},



124 J. Bourgain et al.

where ϕGξ (0) = Vold−1({x ∈ G : x · ξ = 0}), while πξ : Rd → ξ⊥ denotes the

orthogonal projection of Rd onto the hyperplane perpendicular to ξ . It follows from
(57) that 1

8L(G) ≤ σ(G) ≤ 8L(G).
Using these two linear invariants σ(G) and Q(G) it was proved in [26] that for

every p ∈ (1,∞] and for every symmetric convex bodyG ⊂ R
d there is a constant

C(p, σ(G),Q(G)) > 0 independent of the dimension d ∈ N such that

Cp(d,G) ≤ C(p, σ(G),Q(G)). (36)

In other words Cp(d,G) may depend on σ(G) andQ(G), but not explicitly on the
dimension d ∈ N. For p ∈ (3/2,∞] inequality (36) is weaker than the estimates
from [5] and [13], which show that Cp(d,G) can be even chosen independently
of d and G. However, using (36) it was proved that Cp(d,Bq) is independent
of the dimension for all q ∈ [1,∞), since σ(Bq) and Q(Bq) can be explicitly
computed and they are independent of the dimension, but they depend on q . For
the cubes G = B∞ it turned out that σ(B∞) is independent of the dimension, but
Q(B∞) = d1/2, and at that time the cubes were thought of as candidates for a
counterexample. However, the first author refined Müller’s approach, and provided
the dimensional-free bounds for Cp(d,B∞) for all p ∈ (1,∞] as well. We shall
now give a description of Müller’s methods, which resulted in inequality (36).

As in [13], the proof of (36) in [26] is reduced to estimates of the Lp(Rd ) norm
of the operator T(ξ ·∇)αmG . Recall, that the complex interpolation allowed Carbery to
prove dimension-free Lp(Rd) bounds for T(ξ ·∇)αmG only in the restricted range of
α < 2/p′. Müller, by considering a suitable admissible family of Fourier multiplier
operators, was able to prove that, for all p ∈ (1,∞) and for all α ∈ (1/2, 1), one
has

‖T(ξ ·∇)αmG‖Lp→Lp ≤ Cp(α, σ (G),Q(G)).
More precisely, by using complex interpolation it was shown in [26] that

‖T(ξ ·∇)αmG‖Lp→Lp ≤ Cα
(
1 + ‖T−2π |ξ |mG(ξ)‖Lp→Lp

)
, (37)

for α ∈ (1/2, 1), where T−2π |ξ |mG(ξ) is the multiplier operator associated with the
symbol −2π |ξ |mG(ξ).

Finally, (37) reduced the task to justifying

‖T−2π |ξ |mG(ξ)‖Lp→Lp ≤ Cp(σ(G),Q(G)), (38)

for all p ∈ (1,∞). Since T−2π |ξ |mG(ξ) is self-adjoint while proving (38) we can
assume that p ∈ [2,∞). The key part of the proof of (38) in [26] is based on the
following identity

−2π |ξ |mG(ξ) =
d∑
j=1

(
− i ξj|ξ |

)
(−2πiξjmG(ξ)).
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Thus, defining the measures μj = d
dxj

1G(x) we see that

T−2π |ξ |mG(ξ) =
d∑
j=1

Rj(μj ∗ f ),

where Rj is the Riesz transform, corresponding to the multiplier −iξj /|ξ | for j ∈
{1, . . . , d}.

We now are at the stage, where the dimension-free estimates for the vector of
Riesz transforms enter into the game. The third author [34] proved that for every
p ∈ (1,∞) there is a constant Cp > 0 independent of the dimension d ∈ N such
that the following estimate

∥∥∥(
d∑
j=1

|Rjf |2)1/2
∥∥∥
Lp

≤ Cp‖f ‖Lp, (39)

holds for every f ∈ Lp(Rd ).
Then, dimension-free estimates for the vector of Riesz transforms (39) on

Lp
′
(Rd), together with a duality argument reduce the problem to the following

square function estimate

∥∥∥(
d∑
j=1

|μj ∗ f |2)1/2
∥∥∥
Lp

≤ Cp(σ(G),Q(G))‖f ‖Lp , (40)

for p ∈ [2,∞), which was achieved by interpolating between its p = 2 and p = ∞
endpoints.

As it has been mentioned above this approach resulted in dimension-free
estimates for Cp(d,Bq) for all p ∈ (1,∞] and q ∈ [1,∞), since in these cases
the geometric invariants σ(Bq) and Q(Bq) turned out to be independent of d ∈ N.
For q = ∞ one obtains Q(B∞) = d1/2, which resulted in no further progress for
the Hardy–Littlewood maximal function for the cube.

However, for q = ∞ the first author observed [8] by a careful inspection of
Müller’s proof, that (40) for p = 2 can be estimated by a constant, which depends
only on σ(B∞), and the dependence on Q(B∞) enters in (40) only for p = ∞.
Therefore, instead of interpolating between p = 2 and p = ∞ in (40) it was natural
to try, loosely speaking, to bound (40) for p = q with large q ≥ 2, and then
interpolate with the improved estimate for p = 2, to obtain (40) with the implied
constant depending only on p and σ(B∞). In [8], in the proof of (40) for p = q

with large q ≥ 2 the explicit formula for the multiplier

mB
∞
(ξ) =

d∏
j=1

sin(πξj )

πξj
, for ξ ∈ R

d
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was essential. From Theorem 6 we have seen that |mB∞
(ξ)| ≤ C|ξ |−1. However,

mB
∞
(ξ), for most of ξ , decays much faster than |ξ |−1 and the worst case happens

only for ξ in narrow conical regions along the coordinate axes. This observation
was implemented by making suitable localizations on the frequency space. An
important ingredient, necessary to make these arguments rigorous in [8], was
Pisier’s holomorpic semigroup theorem [29]. The arguments presented in [8] are
based on a very explicit analysis which does not immediately carry over to other
convex symmetric bodies. Therefore, new methods will need to be invented to
understand the growth of Cp(d,G), as d → ∞, in inequality (2) for general
symmetric convex bodiesG ⊂ R

d when p ∈ (1, 3/2].

2.7 Weak Type (1, 1) Considerations

So far we have only discussed the question of dimension-free estimates on Lp(Rd )
spaces for p ∈ (1,∞]. However, one may ask about a dimension-free bound for the
best constant C1(d,G) in the weak type (1, 1) estimate

sup
λ>0
λ
∣∣{x ∈ R

d : sup
t>0

|MG
t f (x)| > λ

}∣∣ ≤ C1(d,G)‖f ‖L1 . (41)

Appealing to the Vitali covering lemma one can easily show that C1(d,G) ≤ 3d .
In [35] the third author and Strömberg proved that for general symmetric convex
bodiesG ⊂ R

d one has

C1(d,G) ≤ Cd log d, (42)

where C > 0 is a universal constant independent of d ∈ N. This is the best known
result to date, see also [28] for generalizations of (42). The proof of inequality (42)
is based on a rather complicated variant of the Vitali covering idea. The authors in
[35] were also able to sharpen this estimate in the case of the Euclidean balls by
proving

C1(d, B
2) ≤ Cd, (43)

with a universal constant C > 0 independent of the dimension. For justifying (43)
the authors used a comparison with the heat semigroup together with the Hopf
maximal ergodic theorem, see [31].

Now, in view of these results a natural question arises, whether we can take a
dimension-free constant in (42) and (43). This was resolved in the case of the cube
G = B∞ by Aldaz [1] who proved that

C1(d, B
∞) ≥ Cd, (44)
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where Cd is a constant that tends to infinity as d → ∞. The constant Cd was made
more explicit by Aubrun [2], who proved (44) with Cd &ε (log d)1−ε for every
ε > 0, and by Iakolev and Strömberg [18], who considerably improved the latter
lower bound by showing that Cd & d1/4. The arguments in the papers [1, 2, 18],
were based on careful analysis of a discretized version of the initial problem. The
function f realizing the supremum was then chosen as an appropriate sum of Dirac’s
deltas.

The case of the cube is the only one where we have a definitive answer on the
size of C1(d,G) in (41). Remarkably even in the case of the Euclidean ball B2 it is
unknown whether the weak type (1, 1) constant is dimension-free.

3 Overview of the Methods of the Paper

This section is intended to present a new flexible approach, which recently resulted
in dimension-free bounds in r-variational and jump inequalities corresponding to
the operatorsMG

t from (4), see [9] and [25]. An important feature of this method is
that it is also applicable to the discrete settings, see [10, 25].

For clarity of exposition we shall only be working with maximal functions on
Lp(Rd ) or �p(Zd). For a more abstract setting we refer to [25], and also [24].

3.1 Continuous Perspective

We shall briefly outline the method of the proof of Theorem 1. The proof of (4) is
based on the following simple decomposition

sup
t>0

|MG
t f | ≤ sup

n∈Z
|MG

2nf | +
(∑
n∈Z

sup
t∈[2n,2n+1]

|(MG
t −MG

2n)f |2
)1/2

. (45)

In other words, the full maximal function corresponding to the operators MG
t is

controlled by the dyadic maximal function and the square function associated with
maximal functions restricted to dyadic blocks.

The estimates, on Lp(Rd) for p ∈ (1,∞], of the dyadic maximal function (in
fact inequality (5)) are based, upon comparing supn∈Z |MG

2nf | with the Poisson
semigroupPt , see (61), on a variant of bootstrap argument. The idea of the bootstrap
goes back to [27], where the context of differentiation in lacunary directions was
studied. Later on, these ideas were used in many other papers [14, 17], including
their applications in dimension-free estimates [13]. Recently, it turned out that
certain variant of bootstrap arguments may be also used to obtain dimension-free
estimates in r-variational inequalities [9, 10] and in jump inequalities [25]. In the
latter paper applications to the operators of Radon type are discussed as well. The
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methods of [25], presented as a part of an abstract theory, immediately give the
desired conclusion. However, in Sect. 4, for the sake of clarity, we give a simple
direct proof and deduce (5) from inequality (62), which immediately leads to a
bootstrap inequality in (63). In particular three tools, with dimension-free estimates,
that we now highlight are used to obtain (62):

1. The maximal inequality (12) for the Poisson semigroup Pt .
2. The Littlewood–Paley inequality (15) associated with the Poisson projections Sn.
3. The estimates of the Fourier multiplies corresponding toMG

t from Theorem 6.

The details are given in the second part of Sect. 4. In the third part of Sect. 4 we
estimate, on Lp(Rd) for p ∈ (3/2, 2], the square function from (45). In order to do
so, we shall employ an elementary numerical inequality, as in [9, 10], see also [25],
which asserts that for every n ∈ Z and for every function a : [2n, 2n+1] → C we
have

sup
t∈[2n,2n+1]

|a(t)− a(2n)|

≤ √
2
∑
l∈N0

( 2l−1∑
m=0

∣∣a(2n + 2n−l (m+ 1))− a(2n + 2n−lm)
∣∣2)1/2

. (46)

The inequality is the crucial new ingredient, which on the one hand, replaces
the fractional integration argument from [13]. This is especially important in the
discrete setting as it is not clear, due to the lack of the dilation structure on Z

d ,
whether the fractional integration argument is available there. On the other hand,
(46) reduces estimates for a supremum (or even for r-variations, see [25]) restricted
to a dyadic block to the situation of certain square functions, where the division
intervals over which differences are taken (in these square functions) are all of the
same size, see inequality (68).

A variant of inequality (46) was proved by Lewko–Lewko [20, Lemma 13], and
it was used to study variational Rademacher–Menshov type results for orthonormal
systems. Inequality (46), essentially in this form, was independently obtained in [21,
Lemma 1] by the second author and Trojan in the context of r-variational estimates
for discrete Radon transforms, see also [22, 23].

Upon applying inequality (46) to control the square function from (45) the
problem is reduced to control a new square function like in (69). The problem now
is well suited to an application of the Fourier transform methods, and the estimates
from Theorem 6 combined with the Littlewood–Paley inequality do the job and we
obtain the desired claim.

The approach described above does not allow us to improve the range for p ∈
(3/2,∞] in the inequality from (4). To see this, it suffices to consider the maximal
function corresponding to the spherical means in R

3, see (18). Indeed, adopting the
method from Sect. 4 we obtain that the spherical maximal function is bounded on
Lp(R3) for every p ∈ (3/2,∞], but unbounded on L3/2(R3), see [32].
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Any extension of the range p ∈ (3/2,∞] in (4) will require more refined
information besides the positivity of the operatorsMG

t and estimates of the Fourier
multipliers mGt from Theorem 6. To be more precise, assume that p0 ∈ (1, 2] and
let α = 1/p0 < 1. Suppose that there is a constant Cp0 > 0 independent of
the dimension d ∈ N such that for every t > 0 and h ∈ (0, 1) and for every
f ∈ Lp0(Rd ) the following Hölder continuity condition holds

‖(MG
t+h −MG

t )f ‖Lp0 ≤ Cp0

(
h

t

)α
‖f ‖Lp0 . (47)

Then, as it was proved in [25] using a certain bootstrap argument, for every p ∈
(p0, 2] we have

Cp(d,G) �p 1, (48)

with the implicit constant independent of the dimension. Therefore, the general
problem is reduced to understand (47). In the case of q-balls G = Bq for
q ∈ [1,∞], inequality (47), and consequently (48), can be verified as it was
shown in [9, 25]. The general case is reduced, anyway, to understand the norm
‖T(ξ ·∇)αmG‖Lp→Lp as in Müller’s proof [26]. But, as we said before, this will need
new ideas.

3.2 Discrete Perspective

As we have seen in the introduction the dimension-free estimates in the discrete
setting for Cp(d,G)may be very hard, and in general there is no obvious conjecture
to prove. However, for the q-balls G = Bq as in (3), in view of the methods
presented above, the problem may be reduced to estimates of the Fourier multipliers.
For q ∈ [1,∞], let mB

q

N be the multiplier corresponding to the operator MBq

N as in
(6). Let us define the proportionality factor

κq(d,N) = Nd−1/q,

which can be identified with the isotropic constant corresponding to BqN , if the
normalization assumption |Bq | = 1 in definition (22) is dropped. If we could prove
that there exists a constant Cq > 0 independent of the dimension d ∈ N such that
for every N ∈ N and ξ ∈ T

d we have

|mBqN (ξ)− 1| ≤ Cqκq(d,N)|ξ |,
|mBqN (ξ)| ≤ Cq(κq(d,N)|ξ |)−1,

|mBqN+1(ξ)− mB
q

N (ξ)| ≤ CqN−1,

(49)
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where |ξ | denotes the Euclidean norm restricted to the torus T
d ≡ [−1/2, 1/2)d ;

then, using the methods from the proof of Theorem 1, we would be able to conclude
that the best constant Cp(d, Bq) in inequality (7) is bounded independently of the
dimension for every p ∈ (3/2,∞].

Therefore, the problem of estimating Cp(d, Bq) with bounds independent of
the dimension is reduced to establishing (49). Even though, estimates (49) can
be thought of as discrete analogues of the estimates for the continuous multipliers
mGt , from Theorem 6 with G = Bq , the method of the proof of Theorem 6 is not
applicable to derive (49). For q ∈ [1,∞) the question seems to be very hard due to
the lack of reasonable estimates for the number of lattice points in the sets BqN .

However, if q = ∞ then B∞
N = [−N,N]d is a cube. Thus the number of lattice

points is not a problem any more, and we easily have |B∞
N ∩ Z

d | = (2N + 1)d .
This property distinguishes the cubes from the q-balls for q ∈ [1,∞). Using the
product structure of the cubes we were able to analyze the behavior of the multiplier
mB

∞
N associated with the operator MB∞

N and obtain (49), see [10] for more details.
The multiplier mB

∞
N is an exponential sum, which is the product of one dimensional

Dirichlet’s kernels. The explicit formula for mB
∞
N in terms of the Dirichlet kernels

was essential for our approach and permitted us to establish (49) for q = ∞ with
κ∞(d,N) = N . Applying (49) we showed in [10], as it was mentioned in the
introduction, that for every p ∈ (3/2,∞] there is a constant Cp > 0 independent
of the dimension such that Cp(d, B∞) ≤ Cp . Moreover, if the supremum in (7) is
restricted to the dyadic set D, then (7) holds for all p ∈ (1,∞] and Cp(d, B∞) is
independent of the dimension as well. The inequalities in (49), for q = ∞, are based
on elementary estimates, which are interesting in their own right. For this reason our
method does not extend to discrete convex bodies other than B∞. This is the second
place which sets the operators MB∞

N over the cubes apart from the operators MBq

N

over the q-balls for q ∈ [1,∞).
Now it is desirable to understand whether inequalities (49) hold for q ∈

[1,∞). The absence of the product structure for q ∈ [1,∞) makes the estimates
incomparably harder. However, using crude estimates for the number of lattice
points in the q-balls BqN , if p ∈ (1,∞] and q ∈ [1,∞], we obtain, as in [10], that
there is Cp,q > 0 independent of the dimension d ∈ N such that for all f ∈ �p(Zd )
we have

∥∥ sup
N≥d1+1/q

|MBq

N f |∥∥
�p

≤ Cp,q‖f ‖�p . (50)

Inequality (50) follows from a simple comparison argument, which permits us
to dominate the �p(Zd) norm of the maximal function supN≥d1+1/q |MBq

N f | by a
constant multiple of Cp(d,Bq), which we know is independent of the dimension
for every p ∈ (1,∞] due to [26] for q ∈ [1,∞), and due to [8] for q = ∞.

In Sect. 5, for q = 2, we shall extend the range in the supremum in (50) and
we show that d1+1/q = d3/2, (for q = 2), can be replaced by a constant multiple
of d , see Theorem 2. Our argument is a subtle refinement of the arguments from
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[10]. Even though, we will also use crude estimates for the number of lattice
points in the balls B2

N , the essential improvement comes from the fact that the
Euclidean norm corresponds to the scalar product |x|2 = 〈x, x〉. See Lemma 11
and Lemma 12, where this observation plays the key role. The rest of the argument

reduces the problem to the comparison of the �p(Zd) norm of supN≥Cd |MB2

N f |
with Cp(d,B2), which is independent of the dimension for all p ∈ (1,∞]. Now the

matters are reduced to understand sup1≤N≤Cd |MB2

N f |.
In [11] the authors initiated investigations in this direction and the case of the

discrete Euclidean balls with dyadic radii was studied. We obtained Theorem 3,
which gives us some evidence that inequality (7) with dimension-free bounds in not
entirely hopeless, at least for q = 2. The methods of the proof of Theorem 3 shed
a new light on the general problem (7), but the best what we can do for the full
maximal function at this moment is Theorem 2, and new methods will surely need
to be invented to attack this case.

The proof of Theorem 3 is based on the estimates for mB
2

N , which in turn are
based on delicate combinatorial arguments that differ completely from the methods
used to obtain estimates (49) for mB

∞
N . In particular, we proved analogues of the first

two inequalities from (49) for mB
2

t . However, the second inequality is perturbed by
a negative power of κ2(d,N), which makes our method limited to the dyadic scales,
and nothing reasonable beyond �2(Zd ) theory can be said in (11). Our aim now is to
understand whether the second estimate can be improved. If we succeeded in doing
so, we could extend inequality (11) to �p(Zd) spaces for all p ∈ (1,∞]. The second
task, which seems to be quite challenging, is to obtain the third inequality in (49)
for the multiplier mB

2

N . This inequality, if proved, would allow us to think about
dimension-free estimates of Cp(d, B2) for all p ∈ (3/2,∞]. We refer to [11] for
more details.

4 Continuous Perspective: Proof of Theorem 1

The purpose of this section is to provide dimension-free estimates on Lp(Rd), with
p ∈ (3/2,∞], for the Hardy–Littlewood maximal function associated with convex
symmetric bodies in R

d . However, we begin with the proof of Theorem 6, which
will allow us to build up the L2(Rd) theory in Theorem 1.

4.1 Fourier Transform Estimates: Proof of Theorem 6

For ζ ∈ S
d−1 and u ∈ R we define the set

Aζ (u) = {x ∈ G : x · ζ = u},
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and an even and compactly supported function by setting

ϕGζ (u) = Vold−1(Aζ (u)),

where Vold−1 denotes (d − 1)-dimensional Lebesgue measure. We observe that for
all λ ∈ [0, 1] and for all u, v ∈ R such that ϕGζ (u) �= 0 and ϕGζ (v) �= 0 we obtain

Vold−1(Aζ (λu+ (1 − λ)v)) 1
d−1 ≥ λVold−1(Aζ (u))

1
d−1 + (1 − λ)Vold−1(Aζ (v))

1
d−1 .

(51)

This can be verified using Brunn–Minkowski’s inequality (in dimension (d − 1)),
since, by convexity of G, for every u, v ∈ R if Aζ (u) �= ∅ and Aζ (v) �= ∅ then

λAζ (u)+ (1 − λ)Aζ (v) ⊆ Aζ (λu+ (1 − λ)v). (52)

For ζ ∈ S
d−1 define Sζ = {x ∈ R : ϕGζ (x) �= 0}. If u0 ∈ Scζ then, using (52), it is not

difficult to see that for every u ∈ R such that |u| > |u0| we have ϕGζ (u) = 0. This
ensures that Sζ is a symmetric interval contained in [−uζ , uζ ], where uζ = sup{x ≥
0 : ϕGζ (x) �= 0}. Taking v = −u in (51) we obtain that ϕGζ ((2λ− 1)u) ≥ ϕGζ (u) for

all λ ∈ [0, 1] and u ∈ R. This implies that ϕGζ is decreasing on Sζ ∩ [0,∞) as well

as on [0,∞). Inequality (51) shows that the function (ϕGζ )
1
d−1 is concave on Sζ . In

particular, ϕGζ is differentiable almost everywhere in (−uζ , uζ ), since it is absolutely
continuous on each closed interval contained in (−uζ , uζ ). The inequality between
the weighted arithmetic and geometric means together with (51) also implies the
log-concavity of ϕGζ . Namely, for λ ∈ [0, 1] and u, v > 0 we have

ϕGζ (λu+ (1 − λ)v) ≥ ϕGζ (u)λϕGζ (v)1−λ.

Note that using Fubini’s theorem we have, for ξ ∈ R
d \ {0}, that

mG(ξ) =
∫
R

ϕGξ/|ξ |(u)e2πi|ξ |udu. (53)

More generally, for any h ∈ L∞(R) and ξ ∈ R
d \ {0}, one has

∫
G

h(x · ξ)dx =
∫
R

ϕGξ/|ξ |(u)h(|ξ |u)du. (54)

From the above properties of ϕGζ we shall deduce, as in [4, Lemma 1], that

ϕGζ (u) ≤ 2ϕGζ (0)e
−ϕGζ (0)|u|, for all u ∈ R, and ζ ∈ S

d−1. (55)
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For this purpose, we fix ζ ∈ S
d−1 and let us consider the function ψGζ (u) =

ϕGζ (0)e
−ϕGζ (0)|u|, whose logarithm is a linear function. We have that ϕGζ (0) =

ψGζ (0), and suppose that there is a point u0 ∈ (0,∞) such that ϕGζ (u0) = ψGζ (u0).
By the log-concavity we obtain that

ϕGζ (u) ≤ ψGζ (u), for u > u0,

and in this case there is nothing to do. Moreover, the log-concavity also gives

ϕGζ (u) ≥ ψGζ (u), for 0 ≤ u ≤ u0.

In this case, using (54) with h(u) = 1[0,∞)(u) we obtain

1

2
=
∫ ∞

0
ϕGζ (u)du ≥ ϕGζ (0)

∫ u0

0
e
−uϕGζ (0)du =

∫ u0ϕ
G
ζ (0)

0
e−udu = 1 − e−u0ϕ

G
ζ (0),

(56)

and, consequently, e−u0ϕ
G
ζ (0) ≥ 1/2, so that u0ϕ

G
ζ (0) ≤ log 2. Hence, (55) follows,

since

ϕGζ (u) ≤ ϕGζ (0)e(u0−u)ϕGζ (0) ≤ 2ϕGζ (0)e
−uϕGζ (0), for 0 ≤ u ≤ u0.

If u = 0 is the unique point such that ϕGζ (0) = ψGζ (0), then ϕGζ (u) ≤ ψGζ (u) or

ϕGζ (u) ≥ ψGζ (u) for all u ∈ Sζ . If the first inequality holds then we are done, so we
may assume that the second inequality is true. Arguing in a similar way as in (56)
with uζ in place of u0 we obtain that uζϕGζ (0) ≤ log 2, and consequently

ϕGζ (u) ≤ ϕGζ (0)e(uζ−u)ϕ
G
ζ (0) ≤ 2ϕGζ (0)e

−uϕGζ (0), for 0 ≤ u ≤ uζ .

Hence (55) follows, since ϕGζ (u) = 0 for u ∈ Scζ .

Since G is in the isotropic position we can also prove that ϕGζ (0) is of the same

order, uniformly in ζ ∈ S
d−1. More precisely, as in [4, Lemma 2], we have

3

16
≤ LϕGζ (0) ≤ 3, for every ζ ∈ S

d−1, (57)

where L is the isotropic constant. To prove the right-hand side inequality in (57) we
show, with the aid of (54) (for h(u) = u2) and (55), that

L2 =
∫
R

u2ϕGζ (u)du ≤ 4ϕGζ (0)
∫ ∞

0
u2e

−ϕGζ (0)udu ≤ 8ϕGζ (0)
−2.
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For the left-hand side inequality in (57) we calculate

1 =
∫
R

ϕGζ (u)du ≤ 4LϕGζ (0)+
1

4L2

∫
|u|≥2L

u2ϕGζ (u)du ≤ 4LϕGζ (0)+
1

4
,

which implies LϕGζ (0) ≥ 3/16, and (57) is justified. We now pass to the proof of
Theorem 6.

Proof (of Theorem 6) We begin with the proof of inequalities in (25). For ξ ∈
R
d \ {0} we set ζ = ξ/|ξ |, then integration by parts allows us to rewrite (53) as

mG(ξ) =
∫
R

ϕGζ (u) cos(2π |ξ |u)du

= lim
u↗uζ

ϕGζ (u) sin(2π |ξ |u)
π |ξ | − 1

2π |ξ |
∫ uζ

−uζ
(ϕGζ )

′(u) sin(2π |ξ |u)du.

Then using (57) we obtain the first inequality in (25), since

|mG(ξ)| ≤ (π |ξ |)−1ϕGζ (0)+ (2π |ξ |)−1
∫ uζ

−uζ
|(ϕGζ )′(u)|du

= (π |ξ |)−1ϕGζ (0)− (π |ξ |)−1
∫ uζ

0
(ϕGζ )

′(u)du

≤ 6π−1(L|ξ |)−1.

To prove the second inequality in (25), we use (55) and (57) to write

|mG(ξ)− 1| ≤
∫
R

ϕGζ (u)| cos(2π |ξ |u)− 1|du

≤ 4π |ξ |
∫ ∞

0
uϕGζ (u)du

≤ 8π |ξ |ϕGζ (0)−1

≤ 45π(L|ξ |).

This completes the proof of (25). To justify (26), we use (54) and integrate by parts
to get

〈ξ,∇mG(ξ)〉 =
∫
G

2πi〈x, ξ〉e2πix·ξdx

=
∫ uζ

−uζ
(2πi|ξ |e2πiu|ξ |) (uϕGζ (u))du
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= lim
u↗uζ

(
e2πiu|ξ |uϕGζ (u)

)− lim
u↘−uζ

(
e2πiu|ξ |uϕGζ (u)

)

−
∫ uζ

−uζ
e2πiu|ξ | d

du
(uϕGζ (u))du.

This leads, in view of (55), to the estimate

|〈ξ,∇mG(ξ)〉| ≤ 4uζϕGζ (0)e
−ϕGζ (0)uζ +

∫ uζ

−uζ
ϕGζ (u)du+

∫ uζ

−uζ
|u||(ϕGζ )′(u)|du

≤ 5 − 2
∫ uζ

0
u(ϕGζ )

′(u)du,

where we used the fact that ϕGζ (u) is decreasing in u. Hence, integrating by parts

once again we reach |〈ξ,∇mG(ξ)〉| ≤ 10, which gives (26). The proof of Theorem 6
is completed. 
�

The approach we shall use to prove Theorem 1 was presented as a part of
an abstract theory in [25]. The method has recently found many applications
in r-variational and jump estimates (including dimension-free estimates) in the
continuous and discrete settings, see [9, 10, 24, 25]. However here, for the sake of
clarity, we shall only focus our attention on the maximal functions in the continuous
setup.

Since we are working with a family of averaging operators only the range for
p ∈ (3/2, 2] will be interesting in Theorem 1. The range for p ∈ (2,∞] will follow
then by a simple interpolation with the obvious L∞(Rd) bound. For instance, in
order to prove dimension-free bounds for the dyadic maximal function, it will suffice
to show that for every p ∈ (1, 2] and for every f ∈ Lp(Rd) we have

∥∥ sup
n∈Z

|MG
2nf |∥∥

Lp
� ‖f ‖Lp . (58)

In particular, (58) proves inequality (5) from Theorem 1. Then, in view of (45), the
proof of inequality (4) will be completed, if we show that for p ∈ (3/2, 2] and for
every f ∈ Lp(Rd ) we have

∥∥∥(∑
n∈Z

sup
t∈[2n,2n+1]

|(MG
t −MG

2n)f |2)1/2
∥∥∥
Lp

� ‖f ‖Lp . (59)

In the next two subsections we prove inequalities (58) and (59) respectively.
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4.2 Proof of Inequality (58)

We fix N ∈ N and define

Bp(N) = sup
‖f ‖Lp≤1

∥∥ sup
|n|≤N

|MG
2nf |∥∥

Lp
.

We see that Bp(N) ≤ 2N + 1 for every N ∈ N, sinceMG
t is an averaging operator.

Our aim will be to show that for every p ∈ (1, 2] there is a constant Cp > 0
independent of the dimension and the underlying bodyG ⊂ R

d such that

sup
N∈N

Bp(N) ≤ Cp. (60)

Observe that, by (12), we have
∥∥ sup

|n|≤N
|MG

2nf |∥∥
Lp

≤ ∥∥ sup
t>0

|Ptf |∥∥
Lp

+ ∥∥ sup
|n|≤N

|(MG
2n − P2n)f |∥∥

Lp

� ‖f ‖Lp +
∑
j∈Z

∥∥∥( ∑
|n|≤N

|(MG
2n − P2n)Sj+nf |2)1/2

∥∥∥
Lp
,

(61)

where in the last line we have used decomposition from (14). The proof of (58) will
be completed, if we show that for every p ∈ (1, 2] there is C′

p > 0 independent of

d , N , and the body G ⊂ R
d such that for every j ∈ Z and for every f ∈ Lp(Rd )

we have
∥∥∥( ∑

|n|≤N
|(MG

2n − P2n )Sj+nf |2)1/2
∥∥∥
Lp

≤ C′
p(1 + Bp(N))

2−p
2 2− (p−1)|j |

2 ‖f ‖Lp .

(62)

Assume momentarily that (62) has been proven. Then combining (61) with (62) we
obtain that

Bp(N) �p 1 + (1 + Bp(N)) 2−p
2 , (63)

with the implicit constant independent of d , N and the body G ⊂ R
d . Thus we

conclude, using (63), that (60) holds, and the proof of (58) and consequently (5)
from Theorem 1 is completed.

4.2.1 Proof of Inequality (62) for p = 2

Using Theorem 6 we show that (62) holds for p = 2. Let k(ξ) = mG(ξ)−p1(ξ) =
mG(ξ)− e−2πL|ξ | be the multiplier associated with the operatorMG

1 −P1. Observe
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that by Theorem 6 and the properties of p1(ξ) there exists a constant C > 0
independent of the dimension and the bodyG ⊂ R

d such that

|k(ξ)| ≤ Cmin
{
L|ξ |, (L|ξ |)−1}, (64)

where L = L(G) is the isotropic constant as in (22). Now by (64) and Plancherel’s
theorem we get

∥∥∥(∑
n∈Z

|(MG
2n − P2n)Sj+nf |2)1/2

∥∥∥
L2

=
( ∫

R
d

∑
n∈Z

∣∣k(2nξ)(e−2π2n+jL|ξ | − e−2π2n+j−1L|ξ |)∣∣2|Ff (ξ)|2dξ
)1/2

� 2−|j |/2( ∫
R
d

∑
n∈Z

min
{
2nL|ξ |, (2nL|ξ |)−1}|Ff (ξ)|2dξ

)1/2

� 2−|j |/2‖f ‖L2,

(65)

with the implicit constant independent of d , N and the body G ⊂ R
d . This proves

(62) for p = 2.

4.2.2 Proof of Inequality (62) for p ∈ (1, 2)

For s ∈ (1, 2] and r ∈ [1,∞], let AN(s, r) be the smallest constant in the following
inequality

∥∥∥( ∑
|n|≤N

|(MG
2n − P2n)gn|r

)1/r
∥∥∥
Ls

≤ AN(s, r)
∥∥∥( ∑

|n|≤N
|gn|r

)1/r
∥∥∥
Ls
. (66)

It is easy to see that AN(s, r) < ∞. Let u ∈ (1, p) be such that 1
u

= 1
2 + 1

2p . Now

it is not difficult to see that AN(1, 1) � 1, since ‖(MG
2n − P2n )f ‖Lp ≤ 2‖f ‖Lp .

Moreover, by (12), if g = sup|n|≤N |gn| then

∥∥ sup
|n|≤N

|(MG
2n − P2n)gn|

∥∥
Lp

� (Bp(N)+ 1)‖g‖Lp .

Hence by the complex interpolation we obtain

AN(u, 2) ≤ AN(1, 1)1/2AN(p,∞)1/2 � (Bp(N)+ 1)1/2.
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Then by (66) and (15) we get

∥∥∥( ∑
|n|≤N

|(MG
2n − P2n)Sj+nf |2)1/2

∥∥∥
Lu

≤ AN(u, 2)
∥∥∥(∑
n∈Z

|Sj+nf |2)1/2
∥∥∥
Lu

� (Bp(N)+ 1)1/2‖f ‖Lu.
(67)

We now take ρ ∈ (0, 1] satisfying 1
p

= 1−ρ
u

+ ρ
2 , then ρ = p−1 and 1−ρ = 2−p.

Interpolation between (65) and (67) yields (62) for p ∈ (1, 2) as desired.

4.3 Proof of Inequality (59)

To estimate (59) we use (14) and (46) and obtain

∥∥∥(∑
n∈Z

sup
t∈[2n,2n+1]

|(MG
t −MG

2n)f |2)1/2
∥∥∥
Lp

�
∑
l≥0

∑
j∈Z

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
Lp
. (68)

Our aim now is to show that for every q ∈ (1, 2) and θ ∈ [0, 1] such that 1
p

=
θ
2 + 1−θ

q
we have, for every f ∈ Lp(Rd), the following estimate

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
Lp

� 2−θl/2+(1−θ)l min
{
1, 2l2−|j |/2}θ‖f ‖Lp , (69)

with the implicit constant independent of the dimension and the underlying body
G ⊂ R

d .
Assume momentarily that (69) has been proven. Then we combine (68) with (69)

and obtain estimate (59), since the double series

∑
l≥0

∑
j∈Z

2−θl/2+(1−θ)l min
{
1, 2l2−|j |/2}θ � 1

is summable, whenever θ/2−(1−θ) > 0, which forces p to satisfy 3
1+1/q < p ≤ 2,

due to θ = 2
p
p−q
2−q . This completes the proof of (4) from Theorem 1.
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4.3.1 Proof of Inequality (69) for p = 2

Using inequalities (25) and arguing in a similar way as in (65) we obtain

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
L2

� 2l/22−|j |/2‖f ‖L2 .

(70)

Note that inequality (26) implies

|mG((2n + 2n−l (m+ 1))ξ)−mG((2n + 2n−lm)ξ)|

≤
∫ 2n+2n−l (m+1)

2n+2n−lm
|〈tξ,∇mG(tξ)〉|dt

t
� 2−l .

Therefore, by Plancherel’s theorem

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
L2

=
(∑
n∈Z

2l−1∑
m=0

‖(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf ‖2
L2

)1/2

�
(∑
n∈Z

2−l‖Sj+nf ‖2
L2

)1/2

� 2−l/2‖f ‖L2 .

(71)

Combining (70) and (71) we obtain

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
L2

� 2−l/2 min
{
1, 2l2−|j |/2}‖f ‖L2, (72)

which proves (69) for p = 2.

4.3.2 Proof of Inequality (69) for p ∈ (3/2, 2)

We begin with a general remark, a consequence of (5), which states that for every
q ∈ (1,∞) there is a constant Cq > 0 independent of the dimension and the
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underlying body G ⊂ R
d such that for every sequence (gn)n∈Z ∈ Lq(�2(Rd )) we

have
∥∥∥(∑
n∈Z

|MG
2ngn|2

)1/2
∥∥∥
Lq

≤ Cq
∥∥∥(∑
n∈Z

|gn|2
)1/2

∥∥∥
Lq
. (73)

Indeed, let A(q, r) be the best constant in the following inequality

∥∥∥(∑
n∈Z

|MG
2ngn|r

)1/r
∥∥∥
Lq

≤ A(q, r)
∥∥∥(∑
n∈Z

|gn|r
)1/r

∥∥∥
Lq
.

By the complex interpolation and duality (A(q, r) = A(q ′, r ′)) and inequality (5)
we obtain

A(q, 2) ≤ A(q, 1)1/2A(q,∞)1/2 = A(q ′,∞)1/2A(q,∞)1/2 ≤ C1/2
q ′ C

1/2
q ,

which implies (73). Observe that by (73) and (15), since MG
2n(1+t ) = M

(1+t )G
2n , we

obtain

∥∥∥(∑
n∈Z

2l−1∑
m=0

|(MG
2n+2n−l (m+1) −MG

2n+2n−lm)Sj+nf |2)1/2
∥∥∥
Lq

� 2l sup
t∈[0,1]

∥∥∥(∑
n∈Z

|MG
2n(1+t )Sj+nf |2)1/2

∥∥∥
Lq

� 2l
∥∥∥(∑
n∈Z

|Sj+nf |2)1/2
∥∥∥
Lq

� 2l‖f ‖Lq .

(74)

Interpolating (72) with (74) we obtain (69) as desired.

5 Discrete Perspective: Proof of Theorem 2

The main objective of this section is to provide dimensional-free estimates on
�p(Zd ), for p ∈ (1,∞], of the norm of the maximal function corresponding to

the operators MB2

N from (6) with large scales N ≥ Cd for some C > 0, where
N > 0 is a real number. The estimate in (9) will be deduced by comparison

of supN≥Cd |MB2

N f | with its continuous analogue, for which we have dimension-
free bounds provided by the third author in [33]. Namely, we know that for every
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p ∈ (1,∞) there is Cp > 0 independent of the dimension such that for every
f ∈ Lp(Rd ) we have

‖MB2

∗ f ‖Lp ≤ Cp‖f ‖Lp . (75)

Throughout this section, unless otherwise stated, N > 0 is always a real number
and Q = [−1/2, 1/2]d denotes the unit cube. A fundamental role, in the proofs
of this section, will be played by the fact that the Euclidean norm corresponds to
the scalar product |x|2 = 〈x, x〉. We begin with crude estimates for the number of
lattice points the Euclidean balls B2

N .

Lemma 11 Let N > 0 and set N1 = (N2 + d/4)1/2. Then

|B2
N ∩ Z

d | ≤ 2|B2
N1

|. (76)

Moreover, if N ≥ Cd for some fixed C > 0, then we have

|B2
N ∩ Z

d | ≤ 2e1/(8C2)|B2
N |. (77)

Proof For x ∈ B2
N and z ∈ Q we have

|x + z|2 ≤ N2 + d

4
+ 2〈x, z〉.

Moreover, for all x ∈ B2
N we have

|{z ∈ Q : 〈x, z〉 ≤ 0}| ≥ 1

2
.

Hence

|B2
N ∩ Z

d | =
∑

x∈B2
N∩Zd

1 ≤ 2
∑

x∈B2
N∩Zd

∫
Q

1{z∈Q : 〈x,z〉≤0}(y)dy

≤ 2
∑

x∈B2
N∩Zd

∫
Q

1{z∈Q : |x+z|≤N1}(y)dy

≤ 2
∑
x∈Zd

∫
Q

1B2
N1
(x + y)dy

= 2
∑
x∈Zd

∫
x+Q

1B2
N1
(y)dy = 2|B2

N1
|.
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This proves (76). For (77) note that for N ≥ Cd we get

|B2
N1

| = πd/2Nd1

�(d/2 + 1)
= |B2

N |
(

1 + d

4N2

)d/2
≤ |B2

N |
(

1 + 1

4CN

)d/2
≤ e1/(8C2)|B2

N |,

which proves (77). 
�
Lemma 12 Assume that N ≥ Cd for some fixed C > 0 and let t > 0. Then for
every x ∈ R

d such that |x| ≥ N(1 + t/N)1/2 we have

|Q ∩ (B2
N − x)| = |{y ∈ Q : x + y ∈ B2

N }| ≤ 2e−ct2, (78)

where c = 7
32

C2

(C+1)2
.

Proof Let |x| ≥ N(1 + t/N)1/2. Then for y ∈ Q and x + y ∈ B2
N we have

N2 +Nt ≤ |x|2 = |x + y − y|2 ≤ N2 − 2〈x, y〉 − |y|2 ≤ N2 + 2|〈x, y〉|.

Thus for x̄ = x/|x| one has

|〈x̄, y〉| ≥ 1

2

Nt

|x| ≥ 1

2

Nt

|x + y| + |y| ≥ 1

2

Nt

N + d1/2 ≥ 1

2

Ct

C + 1
,

and consequently we get

|{y ∈ Q : x + y ∈ B2
N }| ≤ |{y ∈ Q : |〈x̄, y〉| ≥ Ct/(2C + 2)}|. (79)

We claim that for every unit vector z ∈ R
d and for every s > 0 we have

|{y ∈ Q : 〈z, y〉 ≥ s}| ≤ e− 7
8 s

2
. (80)

Taking s = Ct/(2C + 2) in (80) and coming back to (79) we complete the proof of

(78) with c = 7
32

C2

(C+1)2
.

In the proof of (80) we will appeal to the inequality ex + e−x ≤ 2e
1
2 x

2
, which

holds for all x ≥ 0. Indeed, for every α > 0 we get

eαs |{y ∈ Q : 〈z, y〉 ≥ s}| ≤
∫
Q

e
α
∑d
j=1 zj yj dy

=
d∏
j=1

∫ 1/2

0
eαzjyj + e−αzjyj dyj

≤
d∏
j=1

2
∫ 1/2

0
e

1
2α

2(zj yj )
2
dyj
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≤
d∏
j=1

e
1
8α

2z2
j

= e 1
8α

2 ∑d
j=1 z

2
j

= e 1
8α

2
.

Taking α = s in the inequality above and dividing by es
2

we obtain (80) and the
proof is completed. 
�
Lemma 13 There are constants C1, C2 > 0 such that for every N ≥ C1d we have

|B2
N | ≤ C2|B2

N ∩ Z
d |. (81)

Moreover, (81) combined with (77) from Lemma 11 yields

C−1
2 |B2

N | ≤ |B2
N ∩ Z

d | ≤ 2e1/(8C2
1)|B2

N |
for every N ≥ C1d .

Proof We show that there is J ∈ N such that for everyM ≥ d we have

|B2
M | ≤ 2|B2

M(1+J/M)1/2 ∩ Z
d |. (82)

Assume momentarily that (82) is proven, then (81) follows. Indeed, for every N ≥
C1d , where C1 = 2(1 + J ) we findM ≥ d such that N = M(1 + J/M)1/2, hence,
(82) implies

|B2
M | ≤ 2|B2

N ∩ Z
d |. (83)

On the other hand we have

|B2
M | ≤ |B2

N | ≤ (1 + J/M)d/2|B2
M | ≤ eJ |B2

M |,

sinceM ≥ d . This estimate combined with (83) gives (81) with C2 = 2eJ .
Our aim now is to prove (82). For this purpose let J ∈ N be a large number such

that

∑
j≥J

e−j2/32ej ≤ 1

8e
.
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Define Uj = {
x ∈ R

d : M(
1 + j

M

)1/2
< |x| ≤M(

1 + (j+1)
M

)1/2}
and observe that

|B2
M | =

∑
x∈Zd

∫
x+Q

1B2
M
(y)dy

=
∑
x∈Zd

∫
Q

1B2
M
(x + y)dy

≤
∑

x∈B2
M∩Zd

∫
Q

1B2
M
(x + y)dy +

∑
j≥0

∑
x∈Uj∩Zd

∫
Q

1B2
M
(x + y)dy

≤ |B2
M ∩ Z

d | +
∑

0≤j<J

∑
x∈Uj∩Zd

|Q ∩ (B2
M − x)| +

∑
j≥J

∑
x∈Uj∩Zd

|Q ∩ (B2
M − x)|

≤ |B2
M(1+J/M)1/2 ∩ Z

d | +
∑
j≥J

∑
x∈Uj∩Zd

|Q ∩ (B2
M − x)|.

(84)

By (77), sinceM ≥ d , we get

|B2
M(1+(j+1)/M)1/2 ∩ Z

d | ≤ 2e1/8|B2
M(1+(j+1)/M)1/2|

≤ 2e1/8
(

1 + j + 1

d

)d/2
|B2
M |

≤ 2e1/8e(j+1)/2|B2
M |.

Using this estimate, the definition of the sets Uj and Lemma 12 we obtain for any
M ≥ d that

∑
j≥J

∑
x∈Uj∩Zd

|Q ∩ (B2
M − x)| ≤ 2

∑
j≥J

e−j2/32|B2
M(1+(j+1)/M)1/2 ∩ Z

d |

≤ 4e5/8|B2
M |

∑
j≥J

e−j2/32ej

≤ 1

2
|B2
M |.

(85)

Combining (85) with (84) we obtain (82) as desired. This completes the proof of
Lemma 13. 
�
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We now are ready to prove Theorem 2.

Proof (of Theorem 2) Let f : Zd → C and define its extension F : Rd → C on R
d

by setting

F(x) =
∑
y∈Zd

f (y)1y+Q(x).

Then, clearly ‖F‖Lp(Rd ) = ‖f ‖�p(Zd ) for every p ≥ 1.
From now on we assume that f ≥ 0. For every N ≥ C1d , with C1 as in

Lemma 13, we defineN1 = (N2 + d/4)1/2. Observe that for z ∈ Q and y ∈ B2
N we

have

|y + z|2 = |y|2 + |z|2 + 2〈z, y〉 ≤ N2
1

on the set {z ∈ Q : 〈z, y〉 ≤ 0}, which has measure 1/2. Then by Lemma 13 for all
x ∈ Z

d we obtain

MB2

N f (x) = 1

|B2
N ∩ Z

d |
∑

y∈B2
N∩Zd

f (x + y)1B2
N
(y)

� 1

|B2
N |

∑
y∈Zd

f (x + y)
∫
Q

1B2
N1
(y + z)dz

= 1

|B2
N |

∑
y∈Zd

f (y)

∫
x+B2

N1

1y+Q(z)dz

= 1

|B2
N |

∫
x+B2

N1

F(z)dz

=
(
N1

N

)d 1

|B2
N1

|
∫
B2
N1

F(x + z)dz

� 1

|B2
N1

|
∫
B2
N1

F(x + z)dz

= MB2

N1
F(x).

(86)

Finally, take N2 = (N2
1 + d/4)1/2. Similarly as above, for y ∈ Q and z ∈ B2

N1
we

have

|y + z|2 ≤ |y|2 + |z|2 + 2〈z, y〉 ≤ N2
2
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on the set {y ∈ Q : 〈z, y〉 ≤ 0}, which has Lebesgue measure 1/2. Therefore,
Fubini’s theorem leads to

MB2

N1
F(x) = 1

|B2
N1

|
∫
B2
N1

F(x + z)dz

≤ 2

|B2
N1

|
∫
R
d
F (x + z)1B2

N1
(z)

∫
Q

1B2
N2
(z + y)dydz

� 1

|B2
N2

|
∫
Q

∫
R
d
F (x + z − y)1B2

N2
(z)dzdy

=
∫
x+Q

MB2

N2
F(y)dy.

(87)

Combining (86) with (87), applying Hölder’s inequality, and invoking (75) we arrive
at

∥∥ sup
N≥C1d

|MB2

N f |∥∥p
�p(Zd)

�
∑
x∈Zd

∫
x+Q

∣∣ sup
N≥C1d

MB2

N F(y)
∣∣pdy

= ∥∥ sup
N≥C1d

MB2

N F
∥∥p
Lp(Rd )

� ‖F‖p
Lp(Rd )

= ‖f ‖p
�p(Zd )

.

This proves Theorem 2 with C = C1. 
�
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group, namely the scales of Triebel–Lizorkin and Besov spaces, defined in terms
of a sub-Laplacian with drift. The sub-Laplacian is written as the (negative) sum
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1 Introduction

The theory of function spaces, regularity of integral operators, and of solutions of
differential equations, began in the setting of Euclidean spaces, with smoothness
measured in terms of Sobolev and Lipschitz norms, see e.g. [46]. A. Calderón and
A. Zygmund developed the theory of singular integrals, proving their boundedness
in the Lebesgue spaces, as well as regularity of solutions of classical differential
equations, such as the Dirichlet and Neumann problems, in the case of a half-space
and of smooth domains. Among the operators studied were the singular integrals,
hence in particular the Hilbert and Riesz transforms, the Poisson integral, and the
heat propagator. It is worth noticing that the singularities of the integral kernels of
such operators, or better, of the level sets of their moduli, were naturally described in
terms of the underlying Euclidean geometry. Such theory then included embedding
and interpolation results for Lebesgue, Sobolev and Lipschitz spaces, see e.g. [3].
In this analysis, the Fourier series and transform played a crucial role, and a
noticeable application of such techniques was the decomposition initially introduced
by Littlewood and Paley, and later developed in depth by E. M. Stein [47]. The
Littlewood–Paley decomposition was initially intended to provide a substitute for
the Plancherel formula to the Lp-norms, with p �= 2, but proved to be an invaluable
tool in many other situations. The function spaces that naturally arose in studying the
regularity properties of aforementioned operators were indeed, besides the Lebesgue
spaces, the Sobolev and Lipschitz spaces, and also the Besov spaces. It became
then natural to obtain other characterizations for such norms, and in this setting
the Littlewood–Paley decomposition proved to be very useful, and was also used to
define another, related, scale of spaces, the so-called Triebel–Lizorkin spaces, see
e.g. [53], which include the Sobolev spaces as a special case.

While such theory was in its full development, L. Hörmander produced two
breakthrough results, [25] and [26]. In [25] Hörmander extended a previous result by
Mihlin, developing the theory ofLp-multipliers of the Laplacian. This approach also
stimulated the study of a class of operators that naturally appear while solving partial
differential equations involving the Laplacian — for instance the wave equation in
the Euclidean space R

d .
In [26] Hörmander showed that operators that are sum of squares of vector

fields whose commutators up to a finite order span all directions of Rd , although
non-elliptic, enjoy many interesting and strong properties of elliptic operators, in
particular hypoelliticity. Such phenomenon appeared for instance in the case of the
Kohn-Laplacian on the boundary of the Siegel upper half-space in C

d+1, in the
works of A. Korányi and S. Vági [30], J. J. Kohn [28] and, with most relevance to this
discussion and the present work, of G. B. Folland and Stein [13]. The operators that
were considered in [13], that is the Kohn-Laplacian, the sub-Laplacian, the so-called
Folland–Stein operators, their fundamental solutions, or the relative fundamental
solutions in some cases, had the singularity that could be described in terms of a
different underlying geometry. The boundary of the Siegel upper half-space can
be identified with the Heisenberg group, and such geometry was more efficiently
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described using the nilpotent Lie group structure of the Heisenberg group. As a
metric space, the Heisenberg group Hd is not equivalent to the Euclidean space
R

2d+1, and in fact the distance coincides with the Carnot–Carathéodory distance
defined by the sub-Laplacian on Hd . The Lie algebra of Hd can be written as
the linear span of a family of vector fields X = {X1, . . . , X2d} and of their
commutators, which reduce in fact to a single “transversal” vector field T . The
sub-Laplacian on Hd is the (negative) sum of squares −∑2d

j=1X
2
j , and thus is of

the type studied by Hörmander in [26]. The function spaces that better describe the
smoothness of functions in this setting can be defined by their behaviour with respect
to the action of only the vector fields X. Such systems of vector fields were called
horizontal and they were studied in [13] and [10] and again differed from their
Euclidean analogues. In these papers, the authors proved analogue of embedding
and interpolation results for the newly defined Sobolev and Lipschitz spaces, in the
case of Hd , and of Carnot–Carathéodory groups, respectively.1

These results gave tremendous impetus to the development of analysis onHd , and
more in general on Carnot–Carathéodory groups. In a series of papers, F. Ricci and
E. M. Stein [42–44] studied the boundedness of singular integrals on nilpotent Lie
groups, exploring again the connection between the geometry of the metric balls, the
size properties of the integral kernels, and the boundedness of the singular integral
operators. In [48] R. Strichartz pointed out the importance of the role of the joint
spectrum of the sub-Laplacian and T . In two fundamental papers, [35, 36] D. Müller,
F. Ricci, and E. M. Stein then proved the boundedness of joint spectral multipliers
of the sub-Laplacian and T on Hd and the closely related Heisenberg type groups –
results that were effectively extended to more general groups, though in a slightly
different way, by A. Martini [32, Theorem 5.7]. Other related results, on spaces of
differential forms, in the spirit of this discussion are [37, 38] and [39, 40].

Thus, a common theme of this circle of ideas is that the underlying manifold,
Riemannian or sub-Riemannian, and the collection of vector fields X satisfying
Hörmander’s condition and defining the corresponding sub-Laplacian determine a
metric structure. The most efficient way to describe smoothness of functions and
regularity of canonical operators is via a scale of spaces that are modeled by the
sub-Laplacian, hence by X, itself.

In the setting of Carnot–Carathéodory groups, and more in general of Lie
groups of polynomial growth, endowed with the sub-Riemannian structure induced
by a family X of vector fields satisfying Hörmander’s condition, a Mihlin–
Hörmander multiplier theorem holds. This fact allowed G. Furioli, C. Melzi and A.
Veneruso [14] to introduce Besov spaces on such groups, which were later studied
by I. Gallagher and Y. Sire [16]. The theory was recently extended to any unimodular
Lie group by J. Feneuil [9].

This work aims to contribute to the analysis of function spaces on general
noncompact Lie groups, hence including the nonunimodular groups, with Haar
measures of exponential growth.

1In [10] the Carnot–Carathéodory groups were called stratified nilpotent Lie groups.
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Concerning the function spaces, their algebra properties are of great importance,
in particular in application to well-posedness results for nonlinear differential
equations. In this direction, a remarkable paper is [7] by T. Coulhon, E. Russ and
V. Tardivel-Nachev, where they proved algebra properties for the Sobolev spaces,
in particular on any unimodular Lie group. The algebra properties were extended
to the scale of Besov spaces on groups of polynomial growth in [16] and in [9] on
unimodular Lie groups.

A number of the aforementioned results were also obtained in the context of
doubling measure metric spaces with the reverse doubling property, see e.g. [22, 34],
and in the setting of Riemannian manifolds of bounded geometry, see e.g. [49–
51], [7], and references therein. On the other hand, not much is known in the setting
of a sub-Riemannian manifold. This work is part of a program [41], [5] and [6],
whose main long term goal is to address this type of questions on a sub-Riemannian
manifold, and we started with the case of a general Lie group. The paper [41]
studies Sobolev spaces with respect to the sum-of-squares sub-Laplacian, results
then extended to Sobolev spaces with respect to sub-Laplacians with drift in [5],
while in [6] we develop the theory of Besov and Triebel–Lizorkin spaces with
respect to sub-Laplacians with drift, that we further analyse in this work.

We conclude this part of the introduction by pointing out that the literature in this
area is extremely vast, and it is just impossible to give credit to all the authors that
have contributed to its development. We apologise to everyone whom we did not
explicitly mention.

Let G be a noncompact connected Lie group and let X = {X1, . . . , X�}
be a family of linearly independent left-invariant vector fields on G satisfying
Hörmander’s condition. We denote by δ the modular function onG. Let ρ be a right
Haar measure of G, let χ be a continuous positive character of G, and consider
the measure μχ defined by the relation dμχ = χdρ. Consider now the differential
operator

�χ = −
�∑
j=1

(X2
j + cjXj ) , (1)

with domain C∞
c (G), where cj = (Xjχ)(e), j = 1, . . . , �, and e is the identity of

G.
This operator was introduced by W. Hebisch et al. in [23], where they showed

that �χ is essentially self-adjoint on L2(μχ ). Moreover, they proved that if a sub-
Laplacian with drift is symmetric on L2(μ) for a positive measure μ on G, then
necessarily μ = μχ for a positive character χ on G, and moreover the drift has the
form X := ∑�

j=1 cjXj , where cj = (Xjχ)(e), j = 1, . . . , �, as in (1). Notice that
when the character χ is the modular function, μδ = λ is a left Haar measure and
the operator �δ coincides with the intrinsic hypoelliptic Laplacian associated with
the Carnot-Carathéodory metric induced on G by the vector fields X—see [1]. The
operator�δ is the natural substitute of the Laplacian on a general Lie groupG. This
also reflects on the fact that the measure λ is privileged among the measures μχ . As
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shown in [1, 5],�δ is not a sum-of-squares operator unless the group is unimodular.
In this paper we continue the study of function spaces associated with �χ for a
generic positive continuous character χ . The more general treatment allows extra
flexibility, see e.g. the embedding results, Theorems 1.1 and 4.4 in [5] and Theorems
5.2 and 5.3 in [6], and at the same time, highlights the naturality of �δ .

In this paper we further develop the investigation of Besov and Triebel–Lizorkin
spaces on G, defined in terms of �χ , spaces that were introduced by the authors in
the recent paper [6].

We prove characterizations of the norms in term of finite differences (Theorems 8
and 9), the density of the test functions in Besov and Triebel–Lizorkin spaces, and
the boundedness of a simplified version of the local Riesz transforms (Theorem 13).

The plan of the paper is as follows. In the next section we recall the basic facts
about our setting and in particular the heat semigroup generated by �χ . In Sect. 3
we recall the definitions of Besov and Triebel–Lizorkin spaces, and the results of [6]
needed in the present work. In Sect. 4 we prove finite difference characterizations
for the Besov and Triebel–Lizorkin spaces. Such characterizations are then used in
Sect. 5 to show that test functions are dense in such spaces, and in Sect. 6 we prove
an isomorphism result and the boundedness of the aforementioned version of the
local Riesz transforms for both scales of Besov and Triebel–Lizorkin spaces. We
conclude by mentioning some directions for future work.

We shall denote by C a positive constant that may vary from place to place, and
may depend on any factor quantified (implicitly or explicitly) before its occurrence,
but not on factors quantified afterwards. For any quantitiesA andB, we writeA � B
to indicate that there exists a constant C > 0 as above such that A ≤ C B. If A � B
and B � A, we write A ≈ B. In order to emphasize the dependence on a given
parameter, say R, we write �R , and analogously for the other cases.

Foreword by the Second Named Author Soon after getting my Ph. D., I obtained
a position at the Politecnico in Torino, where Fulvio had been for a number of
years. He was my main reason for seeking this position at the Politecnico. I
immediately found myself immersed in a very pleasant environment, with Fulvio
being the organiser of many activities, such as advanced courses, regular seminars,
and the visits of many leading mathematicians. I was exposed to a flurry of recent
and as well as ongoing research, on a variety of different topics. This gave me
the possibility of meeting and interacting with many experts. Fulvio personally
introduced me to this world, taking the time to explain to me a lot of mathematics,
while advising and guiding me. I have always been very impressed by his poise,
kindness, and, most of all, generosity in teaching all the younger mathematicians
who had the fortune to interact with him. He has had a great impact on me, both
professionally and personally.

I wish to express to Fulvio my most sincere gratitude for all he has taught me,
and for his invaluable friendship.
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2 Basic Facts and Definitions

Let G be any Lie group with identity element e. We denote by ρ a right Haar
measure, and by δ the modular function. We let λ be the left Haar measure such
that dλ = δdρ. We recall that δ is a smooth positive character, that is, a smooth
group homomorphism of G onto R

+. If χ is any continuous positive character of
G, then χ is automatically smooth. For any such χ , we define μχ to be the measure
whose density with respect to ρ is χ , that is, dμχ = χdρ. Notice that μ1 = ρ and
μδ = λ.

We fix once for all a family of left-invariant linearly independent vector fields
X = {X1, . . . , X�} satisfying Hörmander’s condition. These vector fields induce the
Carnot–Charathéodory distance, denoted by dC , which turns out to be left-invariant.
Then, for x ∈ G we set |x| = dC(x, e) and we denote with B(x, r) the ball centered
at x and of radius r > 0. If x = e and r > 0, we write Br = B(e, r), and define
V (r) = ρ(Br). In general, we denote by B(x0, r) the ball with center x0 and radius
r , in the metric dC .

It is known that there exist two constants d,D > 0 such that

{
ρ(Br) ≈ rd if r ∈ (0, 1]
ρ(Br) � eDr if r ∈ (1,+∞) , (2)

see [21, 55]. It is worth pointing out that d = d(X,G), while D = D(G).
We observe that, having fixed R > 0, every character χ satisfies the estimates

χ(x) ≈R χ(y) (3)

for all x, y ∈ G such that dC(x, y) ≤ R. This equivalence easily implies that
(G, dC,μχ ) is locally doubling, that is, for all 0 < r < R and x0 ∈ G,

μχ(B(x0, 2r) �R μχ(B(x0, r)) . (4)

Having fixed X, we consider the operator �χ defined in (1). With an abuse of
notation, we still denote by�χ its smallest closed extension on Lp(μχ), where, for
p ∈ (1,+∞), Lp(μχ) denotes the standard Lebesgue space. The space L∞ is the
space of ρ-essentially bounded functions. We refer to [23] and [5] for further details
about�χ .

We set J = {1, . . . , �} and we say that a multi-index J = (j1, . . . , jm) ∈ J
m if

jk ∈ J for k = 1, . . . ,m. Moreover, we write

XJ = Xj1 · · ·Xjm .

Next, we observe that, since �χ is left-invariant, the associated heat semigroup
admits a convolution kernel pχt ∈ D′(G), i.e.

e−t�χ f = f ∗ pχt .
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It is known (see [5]) that

p
χ
t = e−c2

Xt/4χ−1/2pt , (5)

where cX = (∑�
j=1(Xjχ(e))

2
)1/2, and pt is the convolution kernel of the heat

semigroup in the case χ = 1, for which the estimates in [56] are available.
We recall the expressions of the convolution onG. We have

f ∗ g(x) =
∫
G

f (xy−1)g(y) dρ(y) =
∫
G

f (y−1)g(yx) dρ(y)

=
∫
G

f (y)g(y−1x) dλ(y) =
∫
G

f (xy)g(y−1) dλ(y) .

(6)

The following result is essentially Lemma 3.1 in [6].

Lemma 1 The following properties hold:

(i) (e−t�χ )t>0 is a diffusion semigroup on (G,μχ);

(ii) for every r > 0, supBr χ = ecXr ;
(iii) there exist two constants c1, c2 > 0 such that

(δχ−1)1/2(x) V (
√
t)−1e−c1|x|2/t � pχt (x) � (δχ−1)1/2(x) V (

√
t)−1e−c2|x|2/t

for every t ∈ (0, 1) and x ∈ G;
(iv) given m ∈ N, there exist a positive constant b = bm such that

|XJpχt (x)| � (δχ−1)1/2(x)t−m/2 V (
√
t)−1 e−b|x|2/t

for every x ∈ G, J ∈ J
m and t ∈ (0, 1);

(v) there exists c3 > 0 such that

∣∣∣ ∂
∂t
p
χ
t (x)

∣∣∣ � (δχ−1)1/2(x)t−1V (
√
t)−1e−c3|x|2/t

for every t ∈ (0, 1) and x ∈ G.
Definition 2 We define the space S(G) as the space of functions ϕ ∈ C∞(G) such
that for all n,m ∈ N, J ∈ J

m the seminorms

NJ,n(ϕ) = sup
x∈G

en|x||XJϕ(x)|

are finite. The space S′(G) is defined as the dual space of S(G).
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In particular, every function g ∈ L1
loc(G) and of most exponential growth, that is

such that e−c|x|g ∈ L∞(G) for some c > 0, will be identified in the sequel with a
distribution in S′(G) as

〈g, ϕ〉 =
∫
G

g(x)ϕ(x) dρ(x) ∀ϕ ∈ S(G) .

Observe moreover that, if G has polynomial volume growth, then S(G) is a
subset of the usual Schwartz space on G. Indeed, if one defines Sχ(G) as the space
of functions ϕ ∈ C∞(G) such that for all n,m ∈ N, J ∈ J

m the seminorms

NχJ,n(ϕ) = sup
x∈G

(
1 + μχ(B(e, |x|))

)n|XJϕ(x)|

are finite, then S(G) ⊆ Sχ (G) for any character χ by Lemma 1 (ii).
For simplicity of notation, we write S and S′ in place of S(G) and S′(G)

respectively. As a consequence of the Gaussian estimates (iv) in Lemma 1, we have
the following simple lemma.

Lemma 3 For all t > 0, pχt ∈ S. Moreover, e−t�χ : S → S is bounded, with
seminorms uniformly bounded for t ∈ [ε,R], for any 0 < ε < R. Therefore, e−t�χ
extends to a continuous map e−t�χ : S′ → S′, for all t > 0.

Proof We indicate the argument for sake of completeness. Given n ∈ N and a
multi-index J , we have

en|x||XJ (ϕ ∗ pχt )(x)| = en|x||(ϕ ∗XJpχt )(x)|

≤
∫
G

en|xy−1||ϕ(xy−1)|en|y||XJpχt (y)| dρ(y)

≤ N0,n(ϕ)

∫
G

en|y||XJpχt (y)| dρ(y)

� t−|J |/2N0,n(ϕ) ,

(7)

where the last inequality is obtained arguing as in the proof of Lemma 3.4 in [6].
The conclusions now follow easily. 
�
Definition 4 Form ∈ N and t > 0, we define the operatorW(m)

t by setting

W
(m)
t = (t�χ)me−t�χ .

For m ∈ N and t > 0, W(m)
t : S → S is bounded, and therefore it extends to a

continuous mapW(m)
t : S′ → S′. We also observe that, for f ∈ S′,W(m)

t f is a C∞
function, for all t > 0 and m ∈ N.
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We also recall the definition of the Littlewood–Paley–Stein g-function. Given a
positive integer k, for f ∈ S we set

gk(f ) =
(∫ +∞

0

∣∣W(k)
s f

∣∣2 ds
s

)1/2

. (8)

Since �χ generates a symmetric diffusion semigroup, if p ∈ (1,+∞) then gk
satisfies the estimate

‖gk(f )‖Lp(μχ ) ≈ ‖f ‖Lp(μχ ) (9)

for any f ∈ Lp(μχ), see [47], and also [33].

3 Triebel–Lizorkin and Besov Spaces on G

Here and in what follows, given a measure space (�, ν) and a Banach space X,
for p ∈ [1,+∞], we denote by Lp

(
�, ν;X) the space of measurable functions

f : �→ X such that

‖f ‖Lp(�,ν;X) :=
{ ∫

�

‖f (ω)‖pX dν(ω)
}1/p

<∞

when p ∈ [1,+∞), with the obvious modification if p = +∞. We also denote by
[τ ] the integral part of τ ≥ 0.

We are now in the position to introduce the Triebel–Lizorkin and Besov spaces
on G, defined in terms of the sub-Laplacian�χ , see [6].

Definition 5 Let p, q ∈ [1,+∞], and α ≥ 0. Then we define:

(1) the Triebel–Lizorkin space Fp,qα (μχ) as

Fp,qα (μχ) =
{
f ∈ S′(G) : t−α/2W([α/2]+1)

t f ∈ Lp
(
G,μχ ;Lq((0, 1), dt/t)

)

and e−
1
2�χ f ∈ Lp(μχ)

}

endowed with the norm

‖f ‖Fp,qα := F
p,q
α (f )+ ‖e− 1

2�χ f ‖Lp(μχ ) , (10)

where

F
p,q
α (f ) :=

∥∥∥
(∫ 1

0

(
t−α/2

∣∣W([α/2]+1)
t f

∣∣
)q
dt

t

)1/q∥∥∥
Lp(μχ )
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if q < +∞, while

F
p,∞
α (f ) := ∥∥ sup

t∈(0,1)
t−α/2|W([α/2]+1)

t f |∥∥
Lp(μχ )

;

(2) the Besov space Bp,qα (μχ) as

Bp,qα (μχ ) =
{
f ∈ S′(G) : t−α/2W([α/2]+1)

t f ∈ Lq
(
(0, 1), dt/t;Lp(G,μχ )

)

and e−
1
2�χ f ∈ Lp(μχ )

}

endowed with the norm

‖f ‖Bp,qα := B
p,q
α (f )+ ‖e− 1

2�χ f ‖Lp(μχ ) , (11)

where

B
p,q
α (f ) :=

(∫ 1

0

(
t−α/2 ‖W([α/2]+1)

t f ‖Lp(μχ )
)q dt

t

)1/q

if q < +∞, while

B
p,∞
α (f ) := sup

t∈(0,1)
t−α/2 ‖W([α/2]+1)

t f ‖Lp(μχ ) .

We emphasize that, when p ∈ (1,+∞) and α ≥ 0, the Triebel–Lizorkin space
F
p,2
α (μχ ) coincides with the Sobolev spaceLpα(μχ) defined in [5], with equivalence

of norms, see [6, Theorem 5.2].
We now recall the main results in [6] about equivalence of norms in Besov and

Triebel–Lizorkin spaces. The following is [6, Theorem 4.1].

Theorem 6 Let α > 0, m > α/2 be an integer, t0 ∈ [0, 1) and q ∈ [1,+∞].
(i) If p ∈ (1,+∞), then the norm ‖f ‖Fp,qα is equivalent to the norm

∥∥∥
(∫ 1

0

(
t−α/2|W(m)

t f |
)q dt
t

)1/q∥∥∥
Lp(μχ )

+ ‖e−t0�χ f ‖Lp(μχ ). (12)

(ii) If p ∈ [1,+∞], then the norm ‖f ‖Bp,qα is equivalent to the norm

(∫ 1

0

(
t−α/2‖W(m)

t f ‖Lp(μχ )
)q dt
t

)1/q

+ ‖e−t0�χ f ‖Lp(μχ ). (13)
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If α = 0, the norms ‖f ‖Fp,qα and ‖f ‖Bp,qα are equivalent to those in (12) and
(13) respectively provided t0 ∈ (0, 1).

The next result concerns a discretization of the norm that resembles the
Littlewood–Paley characterization of Besov and Triebel–Lizorkin spaces in the
classical cases. In our case, for j ∈ N, the operators W(m)

2−j play the role of the

operators *j in the classical Littlewood–Paley decomposition, while e−t0�χ plays
the role of S0; see e.g. [20] for such notation in the case of Rd .

We point out that in the case of �χ the classical Littlewood–Paley characteriza-
tion of Besov and Triebel–Lizorkin spaces cannot hold since any bounded spectral
multiplier of �χ on Lp(μχ), with p �= 2, admits a holomorphic extension to a
parabolic region in C, see [23]. This is [6, Theorem 4.2].

Theorem 7 Let α > 0, m > α/2 be an integer, t0 ∈ [0, 1) and q ∈ [1,+∞].
(i) If p ∈ (1,+∞), then the norm ‖f ‖Fp,qα is equivalent to the norm

∥∥∥
( ∞∑
j=0

(
2jα/2|W(m)

2−j f |
)q)1/q∥∥∥

Lp(μχ )
+ ‖e−t0�χ f ‖Lp(μχ ) . (14)

(ii) If p ∈ [1,+∞], then the norm ‖f ‖Bp,qα is equivalent to the norm

( ∞∑
j=0

(
2jα/2‖W(m)

2−j f ‖Lp(μχ )
)q)1/q

+ ‖e−t0�χ f ‖Lp(μχ ) . (15)

If α = 0, the norms ‖f ‖Fp,qα and ‖f ‖Bp,qα are equivalent respectively to those
in (14) and (15) provided t0 ∈ (0, 1).

4 Finite Differences Characterizations

In this section we prove characterizations for the spaces Fp,qα and Bp.qα in terms
of finite differences. Such characterizations provide a key tool for the proof of the
density lemma of Sect. 5. We begin by introducing the finite difference operator.

Given a measurable function f , for x, y ∈ G we define

Dy f (x) = f (xy−1)− f (x) . (16)
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4.1 Characterization of Triebel–Lizorkin Norm by Differences

For q ∈ [1,∞] and α ∈ (0, 1), we define the functional

S
loc,q
α f (x) =

(∫ 1

0

[
1

uαV (u)

∫
|y|<u

| Dy f (x)| dρ(y)
]q du

u

)1/q

. (17)

We point out that in the case q = 2, such functional coincides with the classical
functional Sloc

α used to characterize the Sobolev norm, see [7] for the unimodular
case, and [5] for the nonunimodular (and weighted) case.

The first result of this section is the characterization of the Triebel–Lizorkin norm
of Fp,qα in terms of the Lp(μχ)-integrability of the functional Sloc,q

α .

Theorem 8 For every p, q ∈ (1,∞), α ∈ (0, 1), we have
‖f ‖Fp,qα ≈ ‖Sloc,q

α f ‖Lp(μχ ) + ‖f ‖Lp(μχ )
for any f ∈ Fp,qα (μχ).

Proof Set

Hα,qf :=
(∫ 1

0

(
t−α/2|W(1)

t f |
)q dt

t

)1/q

,

and observe that, since α ∈ (0, 1),

‖f ‖Fp,qα � ‖Hα,qf ‖Lp(μχ ) + ‖f ‖Lp(μχ ) .

Step 1 We shall prove that, for all f ∈ Fp,qα ,

‖f ‖Fp,qα � ‖Sloc,q
α f ‖Lp(μχ ) + ‖f ‖Lp(μχ ) , (18)

by showing that

‖Hα,qf ‖Lp(μχ ) � ‖Sloc,q
α f ‖Lp(μχ ) + ‖f ‖Lp(μχ ) . (19)

We first notice that for every t ∈ (0, 1) and x ∈ G, since ∂
∂t

∫
G p

χ
t dρ = 0, we

have

|�χe−t�χ f (x)| =
∣∣∣ ∂
∂t
e−t�χ f (x)

∣∣∣

=
∣∣∣ ∂
∂t

(∫
G

f (xy−1)p
χ
t (y) dρ(y)−

∫
G

f (x)p
χ
t (y) dρ(y)

)∣∣∣

≤
∫
G

| Dy f (x)|
∣∣∣∂p

χ
t (y)

∂t

∣∣∣ dρ(y).
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Using the estimates (v) of Lemma 1 we have

(
Hα,qf (x)

)q

�
∫ 1

0
t−qα/2V (

√
t)−q

(∫
|y|<√

t

| Dy f (x)|(δχ−1)1/2(y)e−c3|y|2/tdρ(y)
)q
dt

t

+
∞∑
k=0

∫ 1

0
t−qα/2V (

√
t)−q

×
(∫

2k
√
t<|y|<2k+1

√
t

| Dy f (x)|(δχ−1)1/2(y) e−c3|y|2/tdρ(y)
)q
dt

t

�
∫ 1

0
t−qα/2V (

√
t)−q

(∫
|y|<√

t

| Dy f (x)|dρ(y)
)q
dt

t

+
∞∑
k=0

e−c322k
∫ 1

0
t−qα/2V (

√
t)−q

×
(∫

|y|<2k+1
√
t

| Dy f (x)|(δχ−1)1/2(y)dρ(y)

)q
dt

t
.

By the change of variables u = 2k+1√t we obtain

(
Hα,qf (x)

)q

�
∫ 1

0

1

uqαV (u)q

(∫
|y|<u

| Dy f (x)|dρ(y)
)q
du

u

+
∞∑
k=0

e−c322k
∫ 2k+1

0

2(k+1)qα

uqαV (2−k−1u)q

×
(∫

|y|<u
| Dy f (x)|(δχ−1)1/2(y)dρ(y)

)q du
u

�
(
S

loc,q
α f (x)

)q

+
∞∑
k=0

e−c322k
∫ 1

0

2(k+1)qα

uqαV (2−k−1u)q

(∫
|y|<u

| Dy f (x)| dρ(y)
)q
du

u

+
∞∑
k=0

e−c322k
∫ 2k+1

1

2(k+1)qα

uqαV (2−k−1u)q

×
(∫

|y|<u
| Dy f (x)|(δχ−1)1/2(y)dρ(y)

)q
du

u
.
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By the estimates (2), we obtain that

(
Hα,qf (x)

)q

�
(
S

loc,q
α f (x)

)q + (
S

loc,q
α f (x)

)q ∞∑
k=0

e−c322k
2(k+1)(qα+qd)

+
∞∑
k=0

e−c322k
2(k+1)(qα+qd)

∫ 2k+1

1

1

uqα+qd |f (x)|q

×
(∫

|y|<u
(δχ−1)1/2(y) dρ(y)

)q
du

u

+
∞∑
k=0

e−c322k
2(k+1)(qα+qd)

∫ 2k+1

1

1

uqα+qd

×
(∫

|y|<u
|f (xy−1)|(δχ−1)1/2(y) dρ(y)

)q du
u

�
(
S

loc,q
α f (x)

)q +
∞∑
k=0

Jk(x)+
∞∑
k=0

Ik(x) .

(20)

By the growth estimates of characters in Lemma 1 (ii) and by (2) we deduce that
there exists C > 0 such that

∞∑
k=0

Jk(x) �
∞∑
k=0

e−c322k
2(k+1)(qα+qd)

∫ 2k+1

1

1

uqα+qd |f (x)|qeqCu du
u

�
∞∑
k=0

|f (x)|qe−c322k
2(k+1)(qα+qd)eqC2k+1

� |f (x)|q .

(21)

We now notice that there exists c > 0 such that

∥∥∥
( ∞∑
k=0

Ik

)1/q∥∥∥
Lp(μχ )

�
∞∑
k=0

e−c22k
∥∥∥
(∫ 2k+1

1

(∫
|y|<u

|f (· y−1)|(δχ−1)1/2(y) dρ(y)

)q)1/q

du

∥∥∥
Lp(μχ )

.
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Here and in the rest of this work, we denote by 1E the characteristic function of the
measurable set E. For every integer k, by Minkowski’s integral inequality, we get

(∫ 2k+1

1

(∫
G

|f (xy−1)|1Bu(y)(δχ−1)1/2(y) dρ(y)

)q
du

)1/q

�
∫
G

(∫ 2k+1

1
|f (xy−1)|q1Bu(y)(δχ

−1)q/2(y) du

)1/q

dρ(y)

�
∫
B1

|f (xy−1)|(δχ−1)1/2(y)

(∫ 2k+1

1
du

)1/q

dρ(y)

+
∫

1<|y|<2k+1
|f (xy−1)|(δχ−1)1/2(y)

(∫ 2k+1

|y|
du

)1/q

dρ(y)

� 2k/q
∫
B1

|f (xz)| dλ(z)+ 2k/q
∫

1<|z|<2k+1
|f (xz)|(δ−1χ)1/2(z) dλ(z) .

By applying again Minkowski’s inequality, we then obtain that

∥∥∥
(∫ 2k+1

1

(∫
G

|f (· y−1)|1Bu(y)(δχ−1)1/2(y) dρ(y)

)q
du

)1/q∥∥∥
Lp(μχ )

� 2k/q
∫
B1

(∫
G

|f (xz)|pdμχ(x)
)1/p

dλ(z)

+ 2k/q
∫

1<|z|<2k+1

(∫
G

|f (xz)|p dμχ(x)
)1/p

(δ−1χ)1/2(z) dλ(z)

� 2k/q‖f ‖Lp(μχ ) + 2k/q‖f ‖Lp(μχ )
∫
B2k+1

χ1/p(δχ−1)1/2 dρ

� 2k/qeC2k‖f ‖Lp(μχ ) .

We then have

∥∥∥
( ∞∑
k=0

Ik

)1/q∥∥∥
Lp(μχ )

�
∞∑
k=0

e−c22k
2k/q+kdeC2k‖f ‖Lp(μχ ) � ‖f ‖Lp(μχ ). (22)

In conclusion, by (21) and (22) we get (19), as required.
It remains to show that for all f ∈ Fp,qα

‖Sloc,q
α f ‖Lp(μχ ) � ‖f ‖Fp,qα . (23)
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In order to prove this, we write f = (f − e−�χ f ) + e−�χ f and we estimate
‖Sloc,q
α (f − e−�χ f )‖Lp(μχ ) and ‖Sloc,q

α e−�χ f ‖Lp(μχ ) separately.

Step 2 We prove that

‖Sloc,q
α (f − e−�χ f )‖Lp(μχ ) � ‖f ‖Fp,qα . (24)

Arguing similarly to [7, 2.1.2] we write

f − e−�χ f = −
+∞∑
m=1

∫ 2−m+1

2−m
∂

∂t
e−t�χ f dt =:

+∞∑
m=1

fm . (25)

We then obtain

(
S

loc,q
α (f − e−�χ f )(x))q

=
∫ 1

0

(
1

uαV (u)

∫
|y|<u

| Dy(f − e−�χ f ))(x)| dρ(y)
)q du

u

=
+∞∑
j=1

∫ 2−j+1

2−j

(
1

uαV (u)

∫
|y|<u

| Dy(f − e−�χ f )(x)| dρ(y)
)q
du

u

�
+∞∑
j=1

2jqα
(

2jd
∫

|y|<2−j+1
| Dy(f − e−�χ f )(x)| dρ(y)

)q

�
+∞∑
j=1

2jqα
(+∞∑
m=1

2jd
∫

|y|<2−j+1
| Dy fm(x)| dρ(y)

)q

=
+∞∑
j=1

2jqα
(

2jd
( 2j∑
m=1

+
+∞∑

m=2j+1

)∫
|y|<2−j+1

| Dy fm(x)| dρ(y)
)q
,

(26)

where fm is defined in (25). If m > 2j , then

2jd
∫

|y|<2−j+1
| Dy fm(x)| dρ(y) � Mgm+1(x) , (27)

where

gm+1 =
∫ 2−m+1

2−m

∣∣∣ ∂
∂t
e−t�χ f

∣∣∣ dt ,
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andM is the local maximal function with respect to the right Haar measure,

Mf(x) = sup
x∈B, rB≤1

1

ρ(B)

∫
B

|f | dρ , (28)

which is bounded on Lp(μχ) for every p ∈ (1,∞), see [5, Subsection 5.1].
In order to treat the case when m ≤ 2j , we notice that for every j ≥ 1, y ∈

B2−j−1 and x ∈ G
| Dy fm(x)| ≤ 2−j+1 sup

{|Xifm(w)| : i = 1, . . . , �, |w−1x| ≤ 2−j+1} . (29)

Since

fm =
∫ 2−m

2−m−1

∂

∂t
(e−2t�χ f ) dt = 2

∫ 2−m

2−m−1
e−t�χ

∂

∂t
(e−t�χ f ) dt, (30)

by applying the estimates of the heat kernel in Lemma 1 (v) and (iii), for every w
such that |w−1x| ≤ 2−j+1 we have

|Xifm(w)|

�
∫ 2−m

2−m−1

∫
G

∣∣∣ ∂
∂t
(e−t�χ f )(z)

∣∣∣∣∣Xipχt (z−1w)
∣∣ dλ(z) dt

�
∫
G

∫ 2−m

2−m−1

∣∣∣ ∂
∂t
(e−t�χ f )(z)

∣∣∣t−1/2V (
√
t )−1(χ−1δ)1/2(z−1w)e−b|z−1w|2/t dt dλ(z)

� 2m/22md/2
∫
G

gm(z)(δχ
−1)1/2(z−1x)e−

b
2 2m|z−1x|2dλ(z)

� 2m/2e−c2−m�χ gm(x),

for a suitable constant c. From (29) it follows that

2jd
∫

|y|<2−j+1
| Dy fm(x)| dρ(y) � 2−j+m/2e−c2−m�χ gm(x) . (31)

Thus, putting together (26), (27) and (31) we obtain

(
S

loc,q
α (f − e−�χ f )(x))q

�
+∞∑
j=1

2jqα
( 2j∑
m=1

2−j+m/2e−c2−m�χ gm(x) +
+∞∑

m=2j+1

Mgm+1(x)

)q

�
+∞∑
j=1

2jqα
( 2j∑
m=1

2−j+m/2e−c2−m�χ gm(x)

)q
+

+∞∑
j=1

2jqα
( +∞∑
m=2j+1

Mgm+1(x)

)q

=: �1(x) +�2(x) .

(32)
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Now we apply Hölder’s inequality to see that, for any ε > 0,

( 2j∑
m=1

2−j+m/2e−c2−m�χ gm(x)

)q

≤
( 2j∑
m=1

2εmq
′
)q/q ′ 2j∑

m=1

2−jq+mq/2−εmq(e−c2−m�χ gm
(
x)
)q

�
2j∑
m=1

22jεq−jq+mq/2−εmq(e−c2−m�χ gm
(
x)
)q
.

Therefore, since α ∈ (0, 1), choosing ε ∈ (0, (1 − α)/2) we obtain

�1(x) �
+∞∑
m=1

∑
j≥m/2

2−j (1−α−2ε)q+mq/2−εmq(e−c2−m�χ gm
(
x)
)q

�
+∞∑
m=1

(
2mα/2e−c2−m�χ gm

(
x)
)q
. (33)

Analogously, using Hölder’s inequality again, we see that, for ε > 0

( +∞∑
m=2j+1

Mgm+1(x)

)q
�
( +∞∑
m=2j+1

2−εmq ′
)q/q ′ +∞∑

m=2j+1

(
2εmMgm+1(x)

)q

� 2−2εjq
+∞∑

m=2j+1

(
2εmMgm+1(x)

)q
,

so that, if ε < α/2

�2(x) �
+∞∑
m=1

∑
j≤m/2

2εmq+jq(α−2ε)(Mgm+1(x)
)q �

+∞∑
m=1

(
2mα/2Mgm+1(x)

)q
.

(34)
Now, from (32) we have

∥∥Sloc,q
α (f − e−�χ f )∥∥

Lp(μχ )
�
∥∥�1/q

1

∥∥
Lp(μχ )

+ ∥∥�1/q
2

∥∥
Lp(μχ )

.
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We first estimate the latter term. By the Fefferman–Stein vector-valued theorem (see
[17, p. 481]) with the Lp-boundedness of the local maximal function, and Hölder’s
inequality, we have

∥∥�1/q
2

∥∥
Lp(μχ )

=
∥∥∥
( +∞∑
m=1

(
2mα/2Mgm+1

)q)1/q∥∥∥
Lp(μχ )

�
∥∥∥
( +∞∑
m=1

(
2mα/2gm+1

)q)1/q∥∥∥
Lp(μχ )

�
∥∥∥
( +∞∑
m=1

2mαq/2−m(q−1)
∫ 2−m+1

2−m

∣∣∣ ∂
∂t
e−t�χ f

∣∣∣q dt
)1/q∥∥∥

Lp(μχ )

�
∥∥∥
(∫ 1

0

(
t−α/2|W(1)

t f (x)|
)q dt
t

)1/q∥∥∥
Lp(μχ )

� ‖f ‖Fp,qα .

Next, using (33) and applying [6, Proposition 3.5] and then arguing as before, we
estimate

∥∥�1/q
1

∥∥
Lp(μχ )

�
∥∥∥
( +∞∑
m=1

(
2mα/2e−c2−m�χ gm

)q)1/q∥∥∥
Lp(μχ )

�
∥∥∥
( +∞∑
m=1

(
2mα/2gm

)q)1/q∥∥∥
Lp(μχ )

�
∥∥∥
( +∞∑
m=1

2mαq/2−m(q−1)
∫ 2−m

2−m−1

∣∣∣ ∂
∂t
e−t�χ f

∣∣∣q dt
)1/q∥∥∥

Lp(μχ )

� ‖f ‖Fp,qα .

This completes Step 2.

Step 3 We finish the proof by showing that

∥∥Sloc,q
α e−�χ f

∥∥
Lp(μχ )

� ‖f ‖Lp(μχ ) .

We first notice that for every x ∈ G and y ∈ B1,

| Dy(e−�χ f )(x)| � |y| sup
{|Xie−�χ f (w)| : |w−1x| ≤ |y| , i = 1, . . . , �

}

� |y| sup
{|Xie−�χ f (w)| : |w−1x| ≤ 1 , i = 1, . . . , �

}
.
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By Lemma 1 there exists t0 > 0 such that for every w such that |w−1x| ≤ 1, and
i = 1, . . . , �,

|Xie−�χ f (w)| = |f ∗Xipχ1 (w)|

≤
∫

|f (wy−1)||Xipχ1 (y)| dρ(y)

�
∫

|f (wy−1)|(δχ−1)1/2(y)e−c|y|2 dρ(y)

�
∫

|f (z)|(δχ−1)1/2(z−1w)e−c|z−1w|2 dλ(z)

�
∫

|f (z)|pχt0(z−1x) dλ(z)

= e−t0�χ |f |(x) .

Therefore,

(
S

loc,q
α (e−�χ f (x))

)q =
∫ 1

0

(
1

uαV (u)

∫
|y|<u

| Dy(e−�χ f )(x)| dρ(y)
)q
du

u

�
∫ 1

0

(
1

uαV (u)

∫
|y|<u

ue−t0�χ |f |(x)dρ(y)
)q
du

u

� e−t0�χ |f |(x)q,

where we used the fact that α ∈ (0, 1). Hence,

‖Sloc,q
α e−�χ f ‖Lp(μχ ) � ‖e−t0�χ |f |‖Lp(μχ ) � ‖f ‖Lp(μχ ) ,

which completes Step 3, and the proof of the theorem.

�

4.2 Characterization of Besov Norm by Differences

We now prove a characterization of the Besov norm in terms of the difference
operator (16). Its proof is inspired by the one of [9, Theorem 1.16], in the case
of a sub-Laplacian without drift on a unimodular group G with respect to the Haar
measure.

We set

A
p,q
α (f ) =

(∫
|y|≤1

(‖ Dy f ‖Lp(μχ )
|y|α

)q
dρ(y)

V (|y|)
)1/q

, (35)



Potential Spaces on Lie Groups 169

Theorem 9 Let α ∈ (0, 1) and p, q ∈ [1,+∞]. Then

‖f ‖Bp,qα ≈ A
p,q
α (f )+ ‖f ‖Lp(μχ ) (36)

for any f ∈ Bp,qα (μχ ).

Proof We separate the proof in three steps. The first step deals with some simple
integral estimates relying on the classical Schur’s test, while the second and third
steps contain the inequalities � and �, respectively, in the statement.

Step 1 Let a ∈ R, s ≥ 0, c > 0 and define the integral kernel K : (0, 1) × G →
[0,+∞) by

K(t, y) = χa(y)
( |y|2
t

)s
V (|y|)
V (

√
t)
e−c|y|2/t ,

and the corresponding integral operator

TKg(t) =
∫
G

K(t, y)g(y)
dρ(y)

V (|y|) .

Then, we show that for all q ∈ [1,+∞)

TK : Lq(G, dρ/V (| · |)) → Lq
(
(0, 1), dt/t

)

is bounded.
To this end, it suffices to apply Schur’s test, see e.g. [11, Theorem 6.18], after

showing that

(a)
∫
G

K(t, y)
dρ(y)

V (|y|) � 1 , (b)
∫ 1

0
K(t, y)

dt

t
� 1 . (37)

Observe that
∫
G

K(t, y)
dρ(y)

V (|y|) =
∫

|y|2≤t
K(t, y)

dρ(y)

V (|y|) +
∫

|y|2>t
K(t, y)

dρ(y)

V (|y|) =: I + II.

It is easy to check that I � 1. Moreover, since by (2) for every j ≥ 0 and t ∈ (0, 1)

V (2j+1√t)
V (

√
t)

� 2d(j+1)eD2j+1
,

we have

II �
∞∑
j=0

∫
2j

√
t≤|y|<2j+1

√
t

1

V (
√
t)

22jseacX2j+1√
t e−c22j

dρ(y) � 1 .
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Thus, condition (a) in (37) is satisfied. In order to prove (b), we separate two cases.
If |y| ≥ 1, then

∫ 1

0
K(t, y)

dt

t
� eacX|y|− c

2 |y|2V (|y|)
∫ 1

0

1

V (
√
t)
e−

c
4 |y|2/t dt

t
� 1

while, if |y| ≤ 1, (hence χ(y) � 1)

∫ 1

0
K(t, y)

dt

t
�
∫ 1

0

( |y|2
t

)s+d/2
e−c|y|2/t dt

t
=
∫ ∞

|y|2
us+d/2e−cu du

u
� 1 ,

which proves (37). This completes Step 1.

Step 2 We show that, for p, q ∈ [1,+∞] and α > 0,

B
p,q
α (f ) � A

p,q
α (f )+ ‖f ‖Lp(μχ ) . (38)

We claim that there exists c > 0 such that, for all f ∈ Lp(μχ),

B
p,q
α (f ) �

(∫
G

(‖ Dy f ‖Lp(μχ )e−c|y|2
|y|α

)q
dρ(y)

V (|y|)
)1/q

. (39)

Assuming the claim, we prove the estimate (38). By the claim, it suffices to prove
that

(∫
G

(‖ Dy f ‖Lp(μχ )e−c|y|2
|y|α

)q dρ(y)
V (|y|)

)1/q

� A
p,q
α (f )+ ‖f ‖Lp(μχ ) .

We split the integral on G as {|y| < 1} ∪ {|y| ≥ 1}. On the one hand, it is easy to
see that

(∫
|y|≤1

(‖ Dy f ‖Lp(μχ )e−c|y|2
|y|α

)q
dρ(y)

V (|y|)
)1/q

≤ A
p,q
α (f ) ,

while since ‖ Dy f ‖Lp(μχ ) ≤ (1 + χ1/p(y))‖f ‖Lp(μχ ),
(∫

|y|≥1

(‖ Dy f ‖Lp(μχ )e−c|y|2
|y|α

)q
dρ(y)

V (|y|)
)1/q

� ‖f ‖Lp(μχ )
(∫

|y|≥1
(1 + ecX|y|)e−cq|y|2 dρ(y)

)1/q

� ‖f ‖Lp(μχ ) ,

since the volume of balls grows at most exponentially (see (2)).
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It remains to prove the claim (39). Since
∫
G

∂tp
χ
t (y) dρ(y) = ∂t

∫
G

p
χ
t (y) dρ(y) = 0,

we have

∂

∂t
e−t�χ f (x) =

∫
G

f (xy−1)
∂p
χ
t

∂t
(y) dρ(y)

=
∫
G

∂p
χ
t

∂t
(y)Dy f (x) dρ(y) .

Thus,

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥
Lp(μχ )

≤
∫
G

∣∣∣∂p
χ
t

∂t
(y)

∣∣∣‖ Dy f ‖Lp(μχ ) dρ(y) . (40)

By Lemma 1 (v), (40) and [6, Lemma 3.3]

B
p,q
α (f )q

≈
∫ 1

0

(
t1−α/2

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥
Lp(μχ )

)q
dt

t

�
∫ 1

0

(
t1−α/2

∫
G

(δχ−1)1/2(y)t−(d+2)/2e−b|y|2/t‖ Dy f ‖Lp(μχ ) dρ(y)
)q
dt

t

�
∫ 1

0

(
t−α/2

∫
G

(δχ−1)1/2(y)t−d/2e−b′|y|2/t‖ Dy f ‖Lp(μχ )e−b
′|y|2dρ(y)

)q
dt

t

=
∫ 1

0

(∫
G

K(t, y)g(y)
dρ(y)

V (|y|)
)q dt

t

with

b′ = b

2
, g(y) = ‖ Dy f ‖Lp(μχ )

|y|α e−b′|y|2,

K(t, y) = V (|y|)
td/2

( |y|2
t

)α/2
(δχ−1)1/2(y)e−b′|y|2/t .

By Step 1 we obtain

B
p,q
α (f )q �

∫
G

|g(y)|q dρ(y)
V (|y|) =

∫
G

(‖ Dy f ‖Lp(μχ )e−b′|y|2
|y|α

)q
dρ(y)

V (|y|) .

The claim is proved, and Step 2 is complete.
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Step 3 We prove that, for p, q ∈ [1,+∞] and α ∈ (0, 1),

A
p,q
α (f ) � B

p,q
α (f )+ ‖f ‖Lp(μχ ) .

We write again f as f = (f − e−�χ f )+ e−�χ f and decompose f − e−�χ f =∑∞
m=1 fm as in (25). Then, using also (30), we have

fm =
∫ 2−m+1

2−m
∂

∂t
e−t�χ f dt =

∫ 2−m+1

2−m
�χe

−t�χ f dt = 2
∫ 2−m

2−m−1
�χe

−2t�χ f dt

= 2e−2−m−1�χ

∫ 2−m

2−m−1
e−(t−2−m−1)�χ�χe

−t�χ f dt =: 2e−2−m−1�χhm .

We set

σm =
∫ 2−m

2−m−1

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥
Lp(μχ )

dt

and observe that

‖fm‖Lp(μχ ) � σm+1 . (41)

Hence,

‖ Dy fm‖Lp(μχ ) �
(
1 + χ1/p(y)

)‖fm‖Lp(μχ ) � σm+1 . (42)

By [6, Lemma 3.3] it follows that for i = 1, . . . , �,

‖Xifm‖Lp(μχ ) � 2m/2‖hm‖Lp(μχ )

� 2m/2
∫ 2−m

2−m−1

∥∥∥e−(t−2−m−1)�χ
∂

∂t
e−t�χ f

∥∥∥
Lp(μχ )

dt � 2m/2σm .

Therefore,

‖ Dy fm‖Lp(μχ ) � |y|
�∑
i=1

‖Xifm‖Lp(μχ ) � |y|2m/2σm . (43)

Since σm ≤ 2σm+1, (43), (41) and (42) imply

‖ Dy fm‖Lp(μχ ) �
{

|y|2m/2σm if |y|2 < 2−m ,
σm+1 if |y|2 ≥ 2−m .
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Therefore, by Lemma 4.3 (i) in [6], we have

(
A
p,q
α (f − e−�χ f )

)q
�

∞∑
j=1

∫
2−j≤|y|2<2−j+1

2jqα/2
( ∞∑
m=1

∥∥Dy fm
∥∥
Lp(μχ)

)q dρ(y)
V (|y|)

�
∞∑
j=1

2jqα/2
( j∑
m=1

2(m−j)/2σm +
+∞∑
m=j+1

σm+1

)q

�
∞∑
j=1

2jq(α−1)/2
( ∞∑
m=1

2min{j,m}/2(σm+1 + σm
))q

�
∞∑
m=1

(
2mα/2

(
σm+1 + σm

))q

�
∞∑
m=0

(
2mα/2

∫ 2−m

2−m−1

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥
Lp(μχ)

dt

)q

�
∞∑
m=0

2mqα/22−m(q−1)
∫ 2−m

2−m−1

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥q
Lp(μχ)

dt

�
∞∑
m=0

∫ 2−m

2−m−1

(
t1−α/2

∥∥∥ ∂
∂t
e−t�χ f

∥∥∥
Lp(μχ)

)q dt
t

= (
B
p,q
α (f )

)q
.

Therefore, by (9) we have

A
p,q
α (f − e−�χ f ) � B

p,q
α (f ) .

It remains to estimate Ap,qα (e−�χ f ). As in (43), one can see that

‖ Dy e
−�χ f ‖Lp(μχ ) � |y|‖f ‖Lp(μχ )

so that, using the decomposition of the integral as sum of integrals over annuli,

A
p,q
α (e−�χ f ) ≤ ‖f ‖Lp(μχ )

(∫
|y|≤1

|y|q(1−α) dρ(y)
V (|y|)

)1/q

� ‖f ‖Lp(μχ ) .

The proof of Step 3 is complete. This concludes the proof of Theorem 9.

�
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5 A Density Result

The main goal of this section is to show that the smooth functions with compact
support are dense in the Triebel–Lizorkin and Besov spaces on G. This is the
analogue of the classical density result in the Euclidean setting [53]; we refer the
reader to [22, 24, 52] for its counterpart in other settings.

To prove our density results we shall use the following version of Young’s
inequality which follows from [4, Proposition 12 of Chapter VIII, §4, No. 5].

Lemma 10 If η has support in B1, then

‖η ∗ f ‖Lp(μχ ) � ‖η‖L1(μχ )
‖f ‖Lp(μχ ) (44)

for any f ∈ Lp(μχ).
We now prove the density result.

Theorem 11 Let α > 0, p, q ∈ (1,∞) and let Xp,qα denote either Fp,qα (μχ ) or
B
p,q
α (μχ). Then, C∞

c (G) is dense in X
p,q
α .

Proof We begin by observing that Lemma 3 implies that S, henceC∞
c , is contained

in Xp,qα . Indeed, if m,n ∈ N with m > [α/2] and n to be chosen, for ϕ ∈ S, using
(7) we have

|W(m)
t ϕ(x)| ≤ tme−n|x|

∑
|J |≤2m

NJ,n(ϕ) .

Then, in order to estimate the norms in (10) and (11), it suffices to chose n large
enough so that

∫
G
e−pn|x|dμχ(x) is finite.

Step 1 We first prove that we can approximate functions in Fp,qα with functions
having compact support when α ∈ (0, 1).

Let η ∈ C∞
c (B1), η ≥ 0,

∫
G η dρ = 1. Given any R > 2, define ηR = 1BR ∗ η.

Then, ηR ∈ C∞
c (BR+1) and ηR(x) = 1 on BR−1. We observe that ‖XJηR‖∞ � 1,

for |J | ≤ n. Indeed, the definition of the convolution implies that for any J ∈ J
k ,

with k ≤ n, we have that for all x ∈ G

|XJηR(x)| ≤
∫
G

1BR(y
−1)|XJη(yx)|dρ(y) ≤ ‖XJη‖L1(ρ) � 1 .

Hence

‖XJηR‖∞ � 1 . (45)

Then, let f ∈ Fp,qα be given. We shall estimate the norm ‖f − f ηR‖Fp,qα using

the Sloc,q
α -functional. Since α ∈ (0, 1), f ∈ Lp(μχ) and ‖f − f ηR‖Lp(μχ ) → 0 as
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R → +∞. Next, we show that also
∥∥Sloc,q
α

(
f − f ηR

)∥∥
Lp(μχ )

→ 0 , (46)

as R → +∞. Set ζR = 1 − ηR and observe that ζR vanishes identically on BR−1.
Then, we have

[
S

loc,q
α

(
f − f ηR

)
(x)

]q

=
∫ 1

0

[ 1

uαV (u)

∫
|y|≤u

|ζR(xy−1)f (xy−1)− ζR(x)f (x)| dρ(y)
]q du
u

�
∫ 1

0

[ 1

uαV (u)

∫
|y|≤u

ζR(xy
−1)|f (xy−1)− f (x)| dρ(y)

]q du
u

+ |f (x)|q
∫ 1

0

[ 1

uαV (u)

∫
|y|≤u

|ζR(xy−1)− ζR(x)| dρ(y)
]q du
u

�
∫ 1

0

[ 1

uαV (u)

∫
|y|≤u

ζR(xy
−1)|f (xy−1)− f (x)| dρ(y)

]q du
u

+ |f (x)|q
∫ 1

0

[ 1

uαV (u)

∫
|y|≤u

|y| sup
z∈B(x,1)

�∑
j=1

|XjζR(z)| dρ(y)
]q du
u

� 1{|x|≥R−2}(x)
([
S

loc,q
α f (x)

]q + |f (x)|q
)
,

since ζR(z) = 0 if |z| ≤ R − 1, and ‖ζR‖∞ = 1. Therefore,

∥∥Sloc,q
α

(
f − f ηR

)∥∥p
Lp(μχ )

�
∫

{|x|≥R−2}
[
S

loc,q
α f (x)

]p
dμχ(x)+

∫
{|x|≥R−2}

|f (x)|p dμχ(x) .

This proves (46) and therefore we can approximate any element of Fp,qα with
elements with compact support.

Step 2 Using the characterization of the norm in Bp,qα by finite differences for
α ∈ (0, 1), Theorem 9, we prove that we can approximate functions in Bp,qα with
functions with compact support.

Let f ∈ Bp,qα be given and let ηR and ζR be as in Step 1. Then, for y ∈ B1 and
x ∈ G we write

Dy(f ζR)(x) = (f ζR)(xy−1)− (f ζR)(x)
= ζR(xy−1)

[
f (xy−1)− f (x)]+ f (x)[ζR(xy−1)− ζR(x)

]
=: FR(x, y)+GR(x, y) .
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We observe that

(∫
|y|≤1

(‖GR(·, y)‖Lp(μχ )
|y|α

)q
dρ(y)

V (|y|)
)1/q

�
(∫

|y|≤1
|y|(1−α)q dρ(y)

V (|y|)
)1/q

‖1{|x|≥R−2}f ‖Lp(μχ )

� ‖1{|x|≥R−2}f ‖Lp(μχ ) ,

that tends to 0 as R → +∞. Next, we observe that

|FR(x, y)| ≤ 1{|x|≥R−2}| Dy f (x)| ≤ | Dy f (x)|,

so that

• ‖FR(·, y)‖Lp(μχ ) ≤
( ∫

{|x|≥R−2}
| Dy f (x)|p dμχ(x)

)1/p → 0, as R → +∞;

• ‖FR(·, y)‖Lp(μχ ) ≤ ‖ Dy f ‖Lp(μχ ), which is independent of R.

Lebesgue’s theorem now gives that

(∫
|y|≤1

(‖FR(·, y)‖Lp(μχ )
|y|α

)q
dρ(y)

V (|y|)
)1/q

→ 0

as R → +∞. Hence, recalling (35), we have

A
p,q
α (f − f ηR) ≤

(∫
|y|≤1

(‖FR(·, y)‖Lp(μχ )
|y|α

)q
dρ(y)

V (|y|)
)1/q

+
(∫

|y|≤1

(‖GR(·, y)‖Lp(μχ )
|y|α

)q
dρ(y)

V (|y|)
)1/q

→ 0 ,

as R → +∞. This completes Step 2.

Step 3 We select a smooth approximation of the identity. Precisely, for 0 < κ ≤
1/2, select ψκ ∈ C∞

c (Bκ), ψκ ≥ 0, and ‖ψκ‖L1(λ) = 1. Moreover, we require that
ψκ � V (2κ)−1 (where the constant does not depend on κ).2 We then have

|ψκ ∗ f (x)| � Mf(x) , (47)

2This can achieved as follows. Let ψ̃ ∈ C∞
c , 0 ≤ ψ̃ ≤ 1, supp ψ̃ ⊆ Bκ/2,

∫
G
ψ̃ dρ = 1, and define

ψκ = CκV (2κ)−11Bκ/4 ∗ ψ̃ . By requiring that ‖ψκ‖L1(λ) = 1, we obtain that Cκ ≈ 1.
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whereM is the local maximal function, defined in (28). Indeed, we estimate

|ψκ ∗ f (x)| =
∣∣∣∣
∫
G

ψκ(xy
−1)f (y) dρ(y)

∣∣∣∣ � 1

V (2κ)

∫
B(x,κ)

|f (y)| dρ � Mf(x) ,

as claimed.
By [4, Proposition 20 of Chapter VIII, §4, No. 7] for any g ∈ Lp(μχ), ‖ψκ ∗g−

g‖Lp(μχ ) tends to 0, as κ → 0. Next, notice that, by left invariance,W(m)
t (ψκ ∗f ) =

ψκ ∗W(m)
t f . Moreover, if f ∈ S′ has compact support, then ψκ ∗ f ∈ C∞

c (G).

Step 4 We complete the proof that C∞
c is dense in the Triebel–Lizorkin spaces,

F
p,q
α in the case α ∈ (0, 1). To this end, let f ∈ Fp,qα have compact support so that
ψκ ∗ f ∈ C∞

c .
Given an integerm > α/2, by Theorem 7 we have

‖ψκ ∗ f − f ‖Fp,qα

�
∥∥∥
( +∞∑
j=0

(
2jα/2|ψκ ∗W(m)

2−j f −W(m)

2−j f |)q)1/q∥∥∥
Lp(μχ )

+ ‖ψκ ∗ f − f ‖Lp(μχ ) .

We only need to estimate the first term in the right hand side above. Observe that,
since f has compact support,W(m)

t f ∈ S, for all t ∈ (0, 1). Hence, [12, Proposition
2.44] gives that, for each j fixed

‖ψκ ∗W(m)

2−j f −W(m)

2−j f ‖∞ → 0 as κ → 0 .

We wish to apply Lebesgue’s theorem to the inner sum. We observe that by (47) we
have that

(
2jα/2|ψκ ∗W(m)

2−j f −W(m)

2−j f |)q � (
2jα/2

[
M(W

(m)

2−j f )+ |W(m)

2−j f |])q ,
which is (independent of κ and) summable by [17, p. 481]. Thus, the inner sum
tends to 0, as κ → 0, for every x ∈ G, that is, the family of vector-valued functions
Sκ ,

Sκ := (
2jα/2ψκ ∗W(m)

2−j f
)
j

: G→ �q

as κ → 0 converges pointwise to the vector-valued function S : G → �q , where
S := (

2jα/2W(m)

2−j f
)
j
. Since, as before, for 0 < κ ≤ 1/2,

‖Sκ(x)‖�q �
( +∞∑
j=0

(
2jα/2M(W(m)

2−j f (x)
)q)1/q ∈ Lp((G, �q), μχ ) .
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We can apply Lebesgue’s theorem to obtain that Sκ → S in Lp
(
(G, �q), μχ

)
, that

is,

∥∥∥
( +∞∑
j=0

(
2jα/2|ψκ ∗W(m)

2−j f −W(m)

2−j f |)q)1/q∥∥∥
Lp(μχ )

→ 0 as κ → 0 ,

as we wished to show. Hence, C∞
c is dense in Fp,qα , for p, q ∈ (1,∞), α ∈ (0, 1).

Step 5 We complete the proof that C∞
c is dense in Bp,qα in the case α ∈ (0, 1). Let

f ∈ Bp,qα have compact support so that ψκ ∗ f ∈ C∞
c . We then have

‖ψκ ∗ f − f ‖Bp,qα
�
( ∫ 1

0

(
t−α/2‖ψκ ∗W(m)

t f −W(m)
t f ‖Lp(μχ )

)q dt
t

)1/q +‖ψκ ∗f −f ‖Lp(μχ ) .

Now, ‖ψκ ∗ f − f ‖Lp(μχ ) and ‖ψκ ∗W(m)
t f −W(m)

t f ‖Lp(μχ ) → 0, as κ → 0, the
latter term for each t ∈ (0, 1) fixed. Using Young’s inequality (44) we see that

‖ψκ ∗W(m)
t f −W(m)

t f ‖Lp(μχ ) � ‖W(m)
t f ‖Lp(μχ ) ,

so that we may use Lebesgue’s theorem to obtain that

( ∫ 1

0

(
t−α/2‖ψκ ∗W(m)

t f −W(m)
t f ‖Lp(μχ )

)q dt
t

)1/q → 0 as κ → 0 .

This gives that ‖ψκ ∗ f − f ‖Bp,qα → 0, as κ → 0, and completes the proof that

C∞
c is dense in Bp,qα , for p, q ∈ (1,∞), α ∈ (0, 1).

Step 6 We now prove that C∞
c is dense in Xp,qα+1, for p, q ∈ (1,∞), α ∈ (0, 1). By

[6, Theorem 4.5], ‖f ‖Xp,qα+1
≈ ‖f ‖Xp,qα + ∑�

j=1 ‖Xjf ‖Xp,qα for every f ∈ Xp,qα+1.
Let ε > 0. By the arguments in Steps 1 and 2, using the same notation, there exists
R > 0 sufficiently large such that

‖f − f ηR‖Xp,qα < ε , and ‖Xjf − (Xjf )ηR‖Xp,qα < ε/2 ,

for j = 1, . . . , �. Since XjηR is a C∞
c function vanishing in the ball BR−1 and

XjηR are uniformly bounded by (45), by the arguments involving ζR in Steps 1 and
2 we can also assume that ‖fXjηR‖Xp,qα < ε/2, j = 1, . . . , �. Therefore,

‖f − f ηR‖Xp,qα < ε , and ‖Xjf −Xj(f ηR)‖Xp,qα < ε ,

that is, ‖f − f ηR‖Xp,qα+1
� ε.
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Next, given f ∈ Xp,qα+1 having compact support, let {ψκ}, 0 < κ ≤ 1/2 be the
approximation of the identity of Step 3, and consider ψκ ∗ f . Then, by Steps 4 and
5,ψκ ∗f → f ,Xj (ψκ ∗f ) = ψκ ∗Xjf → Xjf , j = 1, . . . , �, inXp,qα , as κ → 0.
This implies that ψκf → f in Xp,qα+1, as κ → 0. This shows that C∞

c is dense in
X
p,q

α+1, for α ∈ (0, 1).
Step 7 We now finish the proof. Arguing as in the previous step, we obtain that C∞

c

is dense inXp,qα for all α ∈ (0,∞)\N. Let n be a positive integer, and θ ∈ (0, 1). By
[3, Theorem 4.2.2 ] Xp,qn+θ = X

p,q
n−θ ∩ Xp,qn+θ is dense in Xp,qn . Since C∞

c is dense in
X
p,q
n+θ which embeds continuously into Xp,qn , we deduce that C∞

c is dense in Xp,qn .

�

6 Isomorphisms of Triebel–Lizorkin and Besov Spaces

Goal of this section is to prove that Bessel potentials provide isomorphisms in both
the Triebel–Lizorkin and Besov scales and that a simplified version of local Riesz
transforms is bounded on both the Triebel–Lizorkin and Besov spaces. We continue
to denote by Xp,qα either Fp,qα or Bp,qα . We begin by showing that for all c ≥ 0, the
fractional powers of �χ + cI are bounded on the spaces Xp,qα . Precisely, we prove
the following.

Lemma 12 Let p, q ∈ (1,+∞), α ≥ 0 and let γ > 0. Then, for all c ≥ 0,

(�χ + cI)γ /2 : Xp,qα+γ → Xp,qα

is bounded.

Proof If β > 0, then for τ > 0 we have

τ−β = 1

�(β)

∫ +∞

0
sβ−1e−τs ds ,

so that, if γ > 0, c ≥ 0 and k is an integer, k ≥ [γ /2] + 1, for every f ∈ S

(�χ + cI)γ /2f = (�χ + cI)−(k−γ /2)(�χ + cI)kf

= 1

�(k − γ /2)
∫ +∞

0
sk−γ /2e−s(�χ+cI )(�χ + cI)kf ds

s

= 1

�(k − γ /2)
k∑
j=0

σj

∫ +∞

0
sk−γ /2e−cse−s�χ�jχf

ds

s

(48)

for suitable positive constants σj .
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Step 1 We prove that for all f ∈ Xp,qα
∥∥e− 1

2�χ (�χ + cI)γ /2f ∥∥
Lp(μχ )

� ‖e− 1
4�χ f ‖Lp(μχ ) . (49)

Using (48), [6, Lemma 3.3], the Cauchy–Schwarz inequality and the boundedness
of the g-function (9), we notice that

∥∥e− 1
2�χ (�χ + cI)γ /2f ∥∥

Lp(μχ )

�
k∑
j=0

∫ 3/4

0
sk−γ /2

∥∥e−(s+1/4)�χ�jχe
− 1

4�χ f
∥∥
Lp(μχ )

ds

s
+ ∥∥e− 1

4�χ f
∥∥
Lp(μχ )

+
k∑
j=1

∥∥∥
(∫ +∞

3/4

∣∣(s�χ)j e−s�χ e− 1
2�χ f

∣∣2 ds
s

)1/2∥∥∥
Lp(μχ )

�
k∑
j=0

∫ 1

0

sk−γ /2

(s + 1/4)j
∥∥e− 1

4�χ f
∥∥
Lp(μχ )

ds

s
+ ‖e− 1

4�χ f
∥∥
Lp(μχ )

+
k∑
j=1

∥∥gj (e− 1
2�χ f )

∥∥
Lp(μχ )

�
∥∥e− 1

4�χ f
∥∥
Lp(μχ )

,

and thus (49) holds true.
In order to proceed with the main part of the estimates, we need to consider, for

m > α/2,

W
(m)
t (�χ + cI)γ /2f

= 1

�(k − γ /2)
k∑
j=0

σj

(∫ 1

0
+
∫ +∞

1

)
sk−γ /2e−s�χ e−cs�jχW

(m)
t f

ds

s

=:
k∑
j=0

F
j

1 (t, ·)+ Fj∞(t, ·).

(50)

Observe that Fj1 , Fj∞ are functions defined on (0, 1)×G.

Step 2 We prove that

(�χ + cI)γ /2 : Bp,qα+γ → Bp,qα
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is bounded, by showing that for any f ∈ S

∫ 1

0

(
t−α/2

∥∥W(m)
t (�χ + cI)γ /2f ∥∥

Lp(μχ )

)q dt
t

�
∫ 1

0

(
t−(α+γ )/2∥∥W(m+k)

t f
∥∥
Lp(μχ )

)q dt
t
. (51)

By the norm equivalence in Theorem 6 and (49), Step 2 will follow.
We prove (51) using the decomposition (50). First, observe that

‖F 0
1 (t, ·)+ F 0∞(t, ·)‖Lp(μχ )

�
∥∥∥
∫ +∞

0
sk−γ /2e−cs |e−s�χW(m)

t f | ds
s

∥∥∥
Lp(μχ )

�
∥∥W(m)

t f
∥∥
Lp(μχ )

.

Thus, we may suppose j ≥ 1. By the Cauchy–Schwarz inequality and the
boundedness of the g-function (9)

‖Fj∞(t, ·)‖Lp(μχ ) �
∥∥∥
∫ +∞

1
sk−γ /2e−cs |e−s�χ�jχW(m)

t f | ds
s

∥∥∥
Lp(μχ )

�
∥∥∥
(∫ +∞

1
|(s�χ)j e−s�χ (W(m)

t f )|2 ds
s

)1/2∥∥∥
Lp(μχ )

�
∥∥gj (W(m)

t f )
∥∥
Lp(μχ )

�
∥∥W(m)

t f
∥∥
Lp(μχ )

.

Therefore,

∫ 1

0

(
t−α/2

∥∥Fj∞(t, ·)∥∥Lp(μχ )
)q dt
t

�
∫ 1

0

(
t−α/2

∥∥W(m)
t f

∥∥
Lp(μχ )

)q dt
t

� ‖f ‖q
B
p,q
α

� ‖f ‖q
B
p,q
α+γ
. (52)

Next,

‖Fj1 (t, ·)‖Lp(μχ ) �
∫ 1

0
sk−γ /2

∥∥e−s�χ�jχW(m)
t f ‖Lp(μχ )

ds

s

=
(∫ t

0
+
∫ 1

t

)
t−j sk−γ /2

∥∥e−s�χW(m+j)
t f

∥∥
Lp(μχ )

ds

s

=: Ij (t)+ IIj (t) .

(53)
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Now,

Ij (t) =
∫ t

0
t−j sk−γ /2

∥∥e−s�χW(m+j)
t f

∥∥
Lp(μχ )

ds

s

� t−j‖W(m+j)
t f ‖Lp(μχ )

∫ t

0
sk−1−γ /2 ds

≈ tk−j−γ /2‖W(m+j)
t f ‖Lp(μχ ) ,

so that, since m+ j > (α + γ + 2j − 2k)/2,

∫ 1

0

(
t−α/2Ij (t)

)q dt
t

�
∫ 1

0

(
t−(α+γ+2j−2k)/2

∥∥W(m+j)
t f

∥∥
Lp(μχ )

)q dt
t

� ‖f ‖q
B
p,q
α+γ+2j−2k

� ‖f ‖q
B
p,q
α+γ
. (54)

Next,

t−α/2IIj (t) =
∫ 1

t

t−j−α/2sk−γ /2
∥∥e−s�χW(m+j)

t f
∥∥
Lp(μχ )

ds

s

≤
∫ 1

0
1{t<s}

( t
s

)m−α/2
s−(α+γ+2j−2k)/2

∥∥W(m+j)
s f

∥∥
Lp(μχ )

ds

s
.

Hence,

∫ 1

0

(
t−α/2IIj (t)

)q dt
t

≤
∫ 1

0

(∫ 1

0
K(s, t)g(s)

ds

s

)q
dt

t
,

where

K(s, t) = 1{t<s}
( t
s

)m−α/2
and g(s) = s−(α+γ+2j−2k)/2

∥∥W(m+j)
s f

∥∥
Lp(μχ )

.

It is easy to check that

∫ 1

0
K(s, t)

ds

s
� 1 and

∫ 1

0
K(s, t)

dt

t
� 1

so that Schur’s lemma (see [11] e.g.) gives that

∫ 1

0

(
t−α/2IIj (t)

)q dt
t

�
∫ 1

0
|g(t)|q dt

t
. (55)

Thus, putting together (52) to (55) we obtain (51). This completes Step 2.
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Step 3 We now prove that

(�χ + cI)γ /2 : Fp,qα+γ → Fp,qα

is bounded, by showing that for any f ∈ S

∥∥∥
(∫ 1

0

(
t−α/2

∣∣W(m)
t (�χ + cI)γ /2f ∣∣)q dt

t

)1/q∥∥∥
Lp(μχ )

�
∥∥∥
(∫ 1

0

(
t−(α+γ )/2∣∣W(m+k)

t f
∣∣)q dt

t

)1/q∥∥∥
Lp(μχ )

. (56)

Again, this, together with Theorem 6 and (49), will give the desired boundedness.

We use decomposition (50) again.

F
j∞(t, ·) = σj

�(k − γ/2) t
me−t�χ

∫ +∞

1
sk−γ /2e−cse−(s−1/2)�χ�m+j

χ e−
1
2�χ f

ds

s

= σj

�(k − γ/2) t
me−t�χ

∫ +∞
1
2

(
s + 1

2

)k−1−γ /2
e−c(s+

1
2 )e−s�χ�m+j

χ e−
1
2�χ f ds .

We notice that, since f ∈ S and e−t�χ is continuous on S′, the integral converges
in S′. By the Cauchy–Schwarz inequality and recalling (8), we have

|Fj∞(t, ·)| � tme−t�χ
(∫ +∞

0

∣∣(s�χ)m+j e−s�χ e−
1
2�χ f

∣∣2 ds
s

)1/2

= tme−t�χ gm+j (e−
1
2�χ f ) .

Now we use [6, Proposition 3.6 (ii)] and the boundedness of the g-function to obtain

∥∥∥
(∫ 1

0

(
t−α/2|Fj∞(t, ·)|

)q dt
t

)1/q∥∥∥
Lp(μχ )

�
∥∥∥
(∫ 1

0

(
tm−α/2e−t�χ gm+j (e−

1
2�χ f )

)q dt
t

)1/q∥∥∥
Lp(μχ )

� ‖gm+j (e−
1
2�χ f )‖Lp(μχ )

� ‖e− 1
2�χ f ‖Lp(μχ ) .

(57)
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Finally,

∫ 1

0

(
t−α/2Fj1 (t, ·)

)q dt
t

�
∫ 1

0

(
t−α/2

( ∫ t

0
+
∫ 1

t

)
sk−γ /2

∣∣e−s�χ�jχW(m)
t f

∣∣ ds
s

)q
dt

t

�
∫ 1

0

(
t−α/2

∫ t

0
sk−γ /2

∣∣e−s�χ�jχW(m)
t f

∣∣ ds
s

)q
dt

t

+
∫ 1

0

(
t−α/2

∫ 1

t

sk−γ /2
∣∣e−s�χ�jχW(m)

t f
∣∣ ds
s

)q
dt

t

=: Ij + IIj ,

(58)

where in this case, Ij and IIj are functions on G. Similarly to the argument in Step
1, we have

Ij =
∫ 1

0

( ∫ t

0

tm−α/2sk−γ /2

(s + t)m+j
∣∣W(m+j)
s+t f

∣∣ ds
s

)q dt
t

=
∫ 1

0

( ∫ 2t

t

tm−α/2(τ − t)k−1−γ /2

τm+j−1

∣∣W(m+j)
τ f

∣∣ dτ
τ

)q dt
t

=
∫ 1

0

( ∫ 1

0
K(τ, t)g(τ )

dτ

τ

)q dt
t
,

where

K(τ, t) = 1{t<τ<2t}
tm−α/2(τ − t)k−1−γ/2

τm+k−1−(α+γ )/2 and g(τ) = τ−(α+γ+2j−2k)/2
∣∣W(m+k)
τ f

∣∣ .

Since

∫ 1

0
K(τ, t)

dτ

τ
� 1 and

∫ 1

0
K(τ, t)

dt

t
� 1 ,

we obtain that

Ij �
∫ 1

0

(
t−(α+γ+2j−2k)/2

∣∣W(m+k)
t f

∣∣)q dt
t
. (59)
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To estimate IIj we use [6, Proposition 3.6 (iv)] and obtain that

‖II 1/q
j ‖Lp(μχ )

=
∥∥∥
(∫ 1

0

(
tm−α/2

∫ 1

t

s−m+k−j−γ /2∣∣e−t�χW(m+j)
s f

∣∣ ds
s

)q dt
t

)1/q∥∥∥
Lp(μχ )

≤
∥∥∥
(∫ 1

0

(
tm−α/2e−t�χ

∫ 1

t

s−m+k−j−γ /2∣∣W(m+j)
s f

∣∣ ds
s

)q dt
t

)1/q∥∥∥
Lp(μχ )

�
∥∥∥
(∫ 1

0

(
tm−α/2

∫ 1

t

s−m+k−j−γ /2∣∣W(m+j)
s f

∣∣ ds
s

)q dt
t

)1/q∥∥∥
Lp(μχ )

=:
∥∥∥
(∫ 1

0

( ∫ 1

0
K(s, t)g(s)

ds

s

)q dt
t

)1/q∥∥∥
Lp(μχ )

,

(60)
where we have set

K(s, t) = 1{t<s}
( t
s

)m−α/2
and g(s) = s−(α+γ+2j−2k)/2

∣∣W(m+j)
s f

∣∣ .
Again, since

∫ 1

0
K(s, t)

ds

s
� 1 and

∫ 1

0
K(s, t)

dt

t
� 1 ,

we see that

‖II 1/q
j ‖Lp(μχ ) �

∥∥∥
(∫ 1

0

(
t−(α+γ+2j−2k)/2

∣∣W(m+j)
t f

∣∣)q dt
t

)1/q∥∥∥
Lp(μχ )

. (61)

Therefore, (58), (59) and (61) give

∥∥∥
(∫ 1

0

(
t−α/2Fj1 (t, ·)

)q dt
t

)1/q∥∥∥
Lp(μχ )

�
∥∥I 1/q
j

∥∥
Lp(μχ )

+ ∥∥II 1/q
j

∥∥
Lp(μχ )

�
∥∥∥
(∫ 1

0

(
t−(α+γ+2j−2k)/2

∣∣W(m+j)
t f

∣∣)q dt
t

)1/q ∥∥∥
Lp(μχ )

� ‖f ‖Fp,qα+γ+2j−2k
� ‖f ‖Fp,qα+γ .

(62)
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This, together with (57), proves (56), and finally estimates (49) and (56) complete
Step 3. The proof of the lemma is complete. 
�

We are finally ready to prove the main result of this section.

Theorem 13 Let α ≥ 0, γ ≥ 0, p, q ∈ (1,+∞), and let Xp,qα denote either space
F
p,q
α (μχ) or B

p,q
α (μχ ). Then, for c > 0 sufficiently large,

(�χ + cI)γ /2 : Xp,qα+γ → Xp,qα

is a surjective isomorphism, and its inverse is (�χ + cI)−γ /2. Moreover, if c > 0 is
sufficiently large, then, for all α, γ ≥ 0, the operators

�γχ(�χ + cI)−γ : Xp,qα → Xp,qα

are bounded.

We point out that, for any γ > 0, c is to be chosen so that the local Riesz
transforms XJ (�χ + cI)−|J |/2 are bounded on Lp(μχ), for 1 < p < ∞ and
|J | ≤ [γ /2] + 1. Moreover, the operators �γχ(�χ + cI)−γ can be thought as a
simplified version of the local Riesz transforms.

Proof Step 1 We first prove that, for n ∈ N, and c > 0 sufficiently large so that the
local Riesz transforms XJ (�χ + cI)−n are bounded on Lp(μχ), for 1 < p < ∞
and |J | ≤ 2n,

(�χ + cI)−n : Xp,qα → X
p,q
α+2n

is bounded.
Since (�χ + cI)−β : Lp(μχ) → Lp(μχ) is bounded, for p ∈ (1,+∞) and

β > 0, see [29] or also [5], we trivially have that

∥∥e− 1
2�χ (�χ + cI)−nf ∥∥

Lp(μχ )
�
∥∥e− 1

2�χ f
∥∥
Lp(μχ )

. (63)

Let m ≥ [α/2] + 1. In the case of Besov spaces, it suffices to apply Theorem 3.2
in [5] to obtain

∥∥W(m+n)
t (�χ + cI)−nf ∥∥

Lp(μχ )
= ∥∥(t�χ)n(�χ + cI)−nW(m)

t f
∥∥
Lp(μχ )

� tn
∑

|J |≤2n

∥∥XJ (�χ + cI)−nW(m)
t f

∥∥
Lp(μχ )

� tn
∥∥W(m)

t f
∥∥
Lp(μχ )

.



Potential Spaces on Lie Groups 187

Hence,

(∫ 1

0

(
t−(n+α/2)

∥∥W(m+n)
t (�χ + cI)−nf ∥∥

Lp(μχ )

)q dt
t

)1/q

�
(∫ 1

0

(
t−α/2

∥∥W(m)
t f

∥∥
Lp(μχ )

)q dt
t

)1/q

� ‖f ‖Bp,qα .

(64)

Therefore, (63) and (64) show that (�χ + cI)−n : Bp,qα → B
p,q

α+2n is bounded,
p, q ∈ (1,+∞), α ≥ 0, n ∈ N.

Next we consider the case of the Triebel–Lizorkin spaces. Arguing as in (48) we
write

W
(m+n)
t (�χ + cI)−nf = 1

�(n)

∫ +∞

0
sne−cse−s�χW(m+n)

t f
ds

s

= 1

�(n)

(∫ 1

0
+
∫ +∞

1

)
sne−cse−s�χW(m+n)

t f
ds

s

=: 1

�(n)

(
A1(t, ·)+ A∞(t, ·)

)
.

We begin with the latter term and observe that, since f ∈ S and e−t�χ is continuous
on S′, we get

|A∞(t, ·)| = tm+n
∣∣∣e−t�χ

∫ +∞

1
sne−cse−(s−1/2)�χ�m+n

χ e−
1
2�χ f

ds

s

∣∣∣
which by the Cauchy–Schwarz inequality is bounded by

tm+ne−t�χ
(∫ +∞

0

∣∣W(m+n)
s e−

1
2�χ f

∣∣2 ds
s

)1/2

= tm+ne−t�χ gm+n(e−
1
2�χ f ) ,

where gm+n is defined in (8). Therefore, by the above estimate, Proposition 3.6 (ii)
in [6] and the boundedness of the g-function,

∥∥∥
(∫ 1

0

(
t−(n+α/2)

∣∣A∞(t, ·)
∣∣)q dt

t

)1/q∥∥∥
Lp(μχ )

�
∥∥∥
(∫ 1

0

(
tm−α/2e−t�χ gm+n(e−

1
2�χ f )

)q dt
t

)1/q∥∥∥
Lp(μχ )

�
∥∥gm+n(e−

1
2�χ f )

∥∥
Lp(μχ )

�
∥∥e− 1

2�χ f
∥∥
Lp(μχ )

.

(65)



188 T. Bruno et al.

Now we turn to A1(t, ·), and arguing as above and applying [6, Lemma 3.2 (i)]
we get

|A1(t, ·)|

≤ tm+n
(∫ t

0
sn
∣∣e−(s+ t

2 )�χ e−
t
2�χ�m+n

χ f
∣∣ ds
s

+ e−t�χ
∫ 1

t

sn
∣∣e−s�χ�m+n

χ f
∣∣ ds
s

)

� tm+n
(
e−ct�χ

∫ t

0
sn
∣∣e− t

2�χ�m+n
χ f

∣∣ ds
s

+ e−t�χ
∫ 1

t

sn
∣∣e−s�χ�m+n

χ f
∣∣ ds
s

)

= tm+n
(
tn e−ct�χ

∣∣e− t
2�χ�m+n

χ f
∣∣ + e−t�χ

∫ 1

t

sn
∣∣e−s�χ�m+n

χ f
∣∣ ds
s

)
.

(66)

As for the first term, by [6, Proposition 3.6 (i)] one has

∥∥∥∥∥
(∫ 1

0

(
t−(n+

α
2 )tm+2n e−ct�χ

∣∣e− t
2�χ�m+n

χ f
∣∣)q dt

t

)1/q
∥∥∥∥∥
Lp(μχ )

�
∥∥∥∥∥
(∫ 1

0
t−q

α
2 |W(m+n)

t f |q dt
t

)1/q
∥∥∥∥∥
Lp(μχ )

� ‖f ‖Fp,qα .

(67)

For the second term on the right hand side of (66) we use Schur’s test. Precisely,
arguing as at the end of Step 2 in the proof of Lemma 12, we have

∫ 1

0

(
tm−α/2

∫ 1

t

sn|e−s�χ�m+n
χ f | ds

s

)q dt
t

=
∫ 1

0

( ∫ 1

0
1{t<s}

( t
s

)m
t−α/2

∣∣W(m+n)
s f

∣∣ds
s

)q dt
t

�
∫ 1

0

(
t−α/2|W(n+m)

t f |
)q dt
t
.

(68)

Thus, by (67) and (68) we obtain that

∥∥∥∥∥
(∫ 1

0

(
t−(n+α/2)

∣∣A1(t, ·)
∣∣)q dt

t

)1/q
∥∥∥∥∥
Lp(μχ )

� ‖f ‖Fp,qα . (69)

Estimates (65) and (69) complete the proof of Step 1.
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Step 2 We now complete the proof.

We first observe that for γ ≥ 0, the operator

(�χ + cI)−γ /2 : Xp,qα → X
p,q
α+γ

is bounded. Indeed, it suffices to notice that, choosing n ∈ N, n > γ/2 we have

(�χ + cI)−γ /2 = (�χ + cI)n−γ /2(�χ + cI)−n .

The conclusion follows from the boundedness of the two operators on the right hand
side given by Step 1 and Lemma 12.

It now follows that

(�χ + cI)γ /2 : Xp,qα+γ → Xp,qα

is a surjective isomorphisms. Indeed, given any φ ∈ S, we can write

φ = (�χ + cI)γ /2(�χ + cI)−γ /2φ = (�χ + cI)−γ /2(�χ + cI)γ /2φ .

Hence, given any f ∈ Xp,qα , we can write

f = (�χ + cI)γ /2(�χ + cI)−γ /2f ,

since f ∈ S′.
Finally, it is now clear that for α, γ ≥ 0,

�γ/2χ (�χ + cI)−γ /2 : Xp,qα → Xp,qα

is bounded. The proof is now complete. 
�
Using Theorem 11 and applying the previous theorem with α = 0 and γ = 2m,

m being a positive integer, we immediately obtain the following

Corollary 14 Let p, q ∈ (1,∞) and let Xp,q0 denote either Fp,q0 or Bp,q0 . Then,
C∞
c (G) is dense in X

p,q
0 .

7 Final Remarks and Open Problems

In this final section we discuss some directions for future work and indicate some
open problems.

First of all, we stress the fact that in this work and [6] we have limited ourselves to
the cases p, q ∈ (1,+∞) and α ≥ 0. It would be interesting to investigate whether
the spaces Fp,20 (μχ ) with p = 1,+∞, correspond respectively to the local Hardy
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space h1(μχ) and its dual bmo(μχ), introduced in [5], in analogy to the Euclidean
setting. Such spaces turn out to be useful in many problems, most noticeably in the
boundedness of singular integral operators. Moreover, Triebel–Lizorkin and Besov
spaces with 0 < p < 1 or 0 < q < 1 are quasi-Banach and their treatment
often requires different techniques. Finally, the spacesXp,qα (μχ) with α < 0 should
appear as natural duals of the spaces with positive index of regularity and are also
of considerable interest.

We recall that Besov and also Triebel–Lizorkin spaces are instrumental to
applications to solvability and regularity of solutions of nonlinear differential
equations, as, for instance, in the spirit of the results in Section 6 in [5]. It would
also be interesting to study the homogeneous versions of Sobolev, Besov and
Triebel–Lizorkin spaces in the setting of this work. These spaces, in particular the
homogeneous Besov spaces, appear naturally in the Strichartz estimates for the wave
equation in the Euclidean space, or Lie groups of polynomial growth, see e.g. [2, 19]
and [15].

Another set of natural and interesting questions concerns the generalization
of some classical geometric inequalities, which have already been studied in the
setting of manifolds and metric spaces under suitable geometric assumptions. In
particular, we mention the Poincaré inequality, see [31] for the classical case
and [27] for Carnot–Carathéodory groups, trace inequalities, see [31] for the
classical case and [8] for Carnot–Carathéodory groups, isoperimetric and Sobolev
inequalities [31] and [18], to name just a few. We intend to study extensions of
these classical inequalities to the case of the sub-Laplacian �χ on a general Lie
group G and of the Sobolev, Triebel–Lizorkin and Besov spaces. We point out that
in [45] the authors proved versions of Hardy, Hardy–Sobolev, Caffarelli–Nirenberg,
Gagliardo–Nirenberg inequalities in the case of the Sobolev spaces Lpα(μχ).
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suggestions that greatly improved the presentation of the manuscript.

References

1. Agrachev, A., Boscain, U., Gauthier, J.-P., Rossi, F.: The intrinsic hypoelliptic Laplacian and
its heat kernel on unimodular Lie groups. J. Funct. Anal. 256(8), 2621–2655 (2009)

2. Bahouri, H., Gérard, P., Xu, C.-J.: Espaces de Besov et estimations de Strichartz généralisées
sur le groupe de Heisenberg. J. Anal. Math. 82, 93–118 (2000)

3. Bergh, J., Löfström, J.: Interpolation Spaces. An Introduction. Springer-Verlag, Berlin-New
York (1976). Grundlehren der Mathematischen Wissenschaften, No. 223

4. Bourbaki, N.: Integration. II. Chapters 7–9. Elements of Mathematics (Berlin). Springer, Berlin
(2004). Translated from the 1963 and 1969 French originals by Sterling K. Berberian

5. Bruno, T., Peloso, M.M., Tabacco, A., Vallarino, M.: Sobolev spaces on Lie groups:
Embedding theorems and algebra properties. J. Funct.Anal. 276(10), 3014–3050 (2019)

6. Bruno, T., Peloso, M.M., Vallarino, M.: Besov and Triebel–Lizorkin spaces on Lie groups.
Math. Ann. 377, 335–377 (2020)



Potential Spaces on Lie Groups 191

7. Coulhon, T., Russ, E., Tardivel-Nachef, V.: Sobolev algebras on Lie groups and Riemannian
manifolds. Amer. J. Math. 123(2), 283–342 (2001)

8. Danielli, D., Garofalo, N., Nhieu, D.-M.: Trace inequalities for Carnot-Carathéodory spaces
and applications. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 27(2), 195–252 (1998)

9. Feneuil, J.: Algebra properties for Besov spaces on unimodular Lie groups. Colloq. Math.
154(2), 205–240 (2018)

10. Folland, G.B.: Subelliptic estimates and function spaces on nilpotent Lie groups. Ark. Mat.
13(2), 161–207 (1975)

11. Folland, G.B.: Real Analysis. Pure and Applied Mathematics (New York), 2nd edn. Wiley,
New York (1999). Modern techniques and their applications, A Wiley-Interscience Publication

12. Folland, G.B.: A Course in Abstract Harmonic Analysis, 2nd edn. Textbooks in Mathematics.
CRC Press, Boca Raton (2016)

13. Folland, G.B., Stein, E.M.: Estimates for the ∂̄b complex and analysis on the Heisenberg group.
Comm. Pure Appl. Math. 27, 429–522 (1974)

14. Furioli, G., Melzi, C., Veneruso, A.: Littlewood-Paley decompositions and Besov spaces on
Lie groups of polynomial growth. Math. Nachr. 279(9–10), 1028–1040 (2006)

15. Furioli, G., Melzi, C., Veneruso, A.: Strichartz inequalities for the wave equation with the full
Laplacian on the Heisenberg group. Canad. J. Math. 59(6), 1301–1322 (2007)

16. Gallagher, I., Sire, Y.: Besov algebras on Lie groups of polynomial growth. Studia Math.
212(2), 119–139 (2012)

17. García-Cuerva, J., Rubio de Francia, J.L.: Weighted Norm Inequalities and Related Topics.
North-Holland Mathematics Studies, vol. 116. North-Holland Publishing Co., Amsterdam
(1985). Notas de Matemática [Mathematical Notes], 104

18. Garofalo, N., Nhieu, D.-M.: Isoperimetric and Sobolev inequalities for Carnot-Carathéodory
spaces and the existence of minimal surfaces. Commun. Pure Appl. Math. 49(10), 1081–1144
(1996)

19. Ginibre, J., Velo, G.: Generalized Strichartz inequalities for the wave equation. J. Funct. Anal.
133(1), 50–68 (1995)

20. Grafakos, L.: Modern Fourier Analysis. Graduate Texts in Mathematics, 3rd edn., vol. 250.
Springer, New York (2014)

21. Guivarc’h, Y.: Croissance polynomiale et périodes des fonctions harmoniques. Bull. Soc.
Math. France 101, 333–379 (1973)

22. Han, Y., Müller, D., Yang, D.: A theory of Besov and Triebel-Lizorkin spaces on metric
measure spaces modeled on Carnot-Carathéodory spaces. Abstr. Appl. Anal., Art. ID 893409,
250 pp. (2008)

23. Hebisch, W., Mauceri, G., Meda, S.: Spectral multipliers for sub-Laplacians with drift on Lie
groups. Math. Z. 251(4), 899–927 (2005)

24. Heikkinen, T., Koskela, P., Tuominen, H.: Approximation and quasicontinuity of Besov and
Triebel-Lizorkin functions. Trans. Amer. Math. Soc. 369(5), 3547–3573 (2017)

25. Hörmander, L.: Estimates for translation invariant operators in Lp spaces. Acta Math. 104,
93–140 (1960)

26. Hörmander, L.: Hypoelliptic second order differential equations. Acta Math. 119, 147–171
(1967)

27. Jerison, D.: The Poincaré inequality for vector fields satisfying Hörmander’s condition. Duke
Math. J. 53(2), 503–523 (1986)

28. Kohn, J.J.: Harmonic integrals on strongly pseudo-convex manifolds. I. Ann. Math. (2) 78,
112–148 (1963)

29. Komatsu, H.: Fractional powers of operators. Pacific J. Math. 19, 285–346 (1966)
30. Korányi, A., Vági, S.: Singular integrals on homogeneous spaces and some problems of

classical analysis. Ann. Scuola Norm. Sup. Pisa (3) 25, 575–648 (1971)
31. Leoni, G.: A First Course in Sobolev Spaces. Graduate Studies in Mathematics, 2nd edn., vol.

181. American Mathematical Society, Providence, RI (2017)
32. Martini, A.: Analysis of joint spectral multipliers on Lie groups of polynomial growth. Ann.

Inst. Fourier (Grenoble) 62(4), 1215–1263 (2012)



192 T. Bruno et al.

33. Meda, S.: On the Littlewood-Paley-Stein g-function. Trans. Amer. Math. Soc. 347(6), 2201–
2212 (1995)

34. Müller, D., Yang, D.: A difference characterization of Besov and Triebel-Lizorkin spaces on
RD-spaces. Forum Math. 21(2), 259–298 (2009)

35. Müller, D., Ricci, F., Stein, E.M.: Marcinkiewicz multipliers and multi-parameter structure on
Heisenberg (-type) groups. I. Invent. Math. 119(2), 199–233 (1995)

36. Müller, D., Ricci, F., Stein, E.M.: Marcinkiewicz multipliers and multi-parameter structure on
Heisenberg (-type) groups. II. Math. Z. 221(2), 267–291 (1996)

37. Müller, D., Peloso, M.M., Ricci, F.: Lp-spectral multipliers for the Hodge Laplacian acting on
1-forms on the Heisenberg group. Geom. Funct. Anal. 17(3), 852–886 (2007)

38. Müller, D., Peloso, M.M., Ricci, F.: Analysis of the Hodge Laplacian on the Heisenberg group.
Mem. Amer. Math. Soc. 233(1095), vi+91 (2015)

39. Peloso, M.M., Ricci, F.: Tangential Cauchy-Riemann equations on quadratic CR manifolds.
Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 13(3–4), 285–294
(2002). Harmonic analysis on complex homogeneous domains and Lie groups (Rome, 2001)

40. Peloso, M.M., Ricci, F.: Analysis of the Kohn Laplacian on quadratic CR manifolds. J. Funct.
Anal. 203(2), 321–355 (2003)

41. Peloso, M.M., Vallarino, M.: Sobolev algebras on nonunimodular Lie groups. Calc. Var. Partial
Differential Equations 57(6), Art. 150, 34 (2018)

42. Ricci, F., Stein, E.M.: Harmonic analysis on nilpotent groups and singular integrals. I.
Oscillatory integrals. J. Funct. Anal. 73(1), 179–194 (1987)

43. Ricci, F., Stein, E.M.: Harmonic analysis on nilpotent groups and singular integrals. II. Singular
kernels supported on submanifolds. J. Funct. Anal. 78(1), 56–84 (1988)

44. Ricci, F., Stein, E.M.: Harmonic analysis on nilpotent groups and singular integrals. III.
Fractional integration along manifolds. J. Funct. Anal. 86(2), 360–389 (1989)

45. Ruzhansky, M., Yessirkegenov, N.: Hardy, Hardy-Sobolev, Hardy-Littlewood-Sobolev and
Caffarelli-Kohn-Nirenberg inequalities on general Lie groups (2018). ArXiv e-prints, 32 pp.

46. Stein, E.M.: Singular Integrals and Differentiability Properties of Functions. Princeton
Mathematical Series, No. 30. Princeton University Press, Princeton (1970)

47. Stein, E.M.: Topics in Harmonic Analysis Related to the Littlewood-Paley Theory. Annals
of Mathematics Studies, No. 63. Princeton University Press/University of Tokyo Press,
Princeton/Tokyo (1970)

48. Strichartz, R.S.: Lp harmonic analysis and Radon transforms on the Heisenberg group. J.
Funct. Anal. 96(2), 350–406 (1991)

49. Triebel, H.: Spaces of Besov-Hardy-Sobolev type on complete Riemannian manifolds. Ark.
Mat. 24(2), 299–337 (1986)

50. Triebel, H.: Characterizations of function spaces on a complete Riemannian manifold with
bounded geometry. Math. Nachr. 130, 321–346 (1987)

51. Triebel, H.: Function spaces on Lie groups and on analytic manifolds. In: Function Spaces and
Applications (Lund, 1986). Lecture Notes in Mathematics, vol. 1302, pp. 384–396. Springer,
Berlin (1988)

52. Triebel, H.: Theory of Function Spaces. II. Monographs in Mathematics, vol. 84. Birkhäuser
Verlag, Basel (1992)

53. Triebel, H.: Theory of Function Spaces. Modern Birkhäuser Classics. Birkhäuser/Springer
Basel AG, Basel (2010)

54. Triebel, H.: Theory of Function Spaces. IV. Monographs in Mathematics. Birkhäuser Verlag,
Basel (2020)

55. Varopoulos, N.T.: Analysis on Lie groups. J. Funct. Anal. 76(2), 346–410 (1988)
56. Varopoulos, N.T., Saloff-Coste, L., Coulhon, T.: Analysis and Geometry on Groups.

Cambridge Tracts in Mathematics, vol. 100. Cambridge University Press, Cambridge (1992)
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Abstract In this note, we continue our research on Fourier restriction for hyper-
bolic surfaces, by studying local perturbations of the hyperbolic paraboloid z = xy,
which are of the form z = xy + h(y), where h(y) is a smooth function of finite
type. Our results build on previous joint work in which we have studied the case
h(y) = y3/3 by means of the bilinear method. As it turns out, the understanding
of that special case becomes also crucial for the treatment of arbitrary finite type
perturbation terms h(y).
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Fourier restriction for hypersurfaces with non-negative principal curvatures has
been studied intensively by many authors (see, e.g., [2–6, 13–17, 20–22, 25, 28, 29,
31, 32, 35]). For the case of hypersurfaces of non-vanishing Gaussian curvature but
principal curvatures of different signs, besides Tomas-Stein type Fourier restriction
estimates (see, e.g., [12, 15–17, 24, 27, 30]), until recently the only case which had
been studied successfully was the case of the hyperbolic paraboloid (or “saddle”)
in R

3: in 2015, independently S. Lee [19] and A. Vargas [34] established results
analogous to Tao’s theorem [29] on elliptic surfaces (such as the 2-sphere), with the
exception of the end-point, by means of the bilinear method. Recently, B. Stovall
[26] was able to include also the end-point case. Moreover, C. H. Cho and J. Lee
[10], and J. Kim [18], improved the range by adapting ideas by Guth [13, 14] which
are based on the polynomial partitioning method. For further information on the
history of the restriction problem, we refer the interested reader to our previous
paper [7].

We shall here study surfaces S which are local perturbations of the hyperbolic
paraboloid z = xy, which are given as the graph of a function φ(x, y) := xy+h(y),
where the function h is smooth and of finite type at the origin, i.e.,

S := {(x, y, xy + h(y)) : (x, y) ∈ �}, (1)

where � is a sufficiently small neighborhood of the origin, and h(y) = ym+2a(y),
with a(0, 0) �= 0 and m ≥ 1. The Fourier restriction problem, introduced by E. M.
Stein in the seventies (for general submanifolds), asks for the range of exponents p̃
and q̃ for which an a priori estimate of the form

(∫
S

|f̂ |q̃ dσ
)1/q̃

≤ C‖f ‖Lp̃(Rn)

holds true for every Schwartz function f ∈ S(R3), with a constant C independent
of f . Here, dσ denotes the surface measure on S.

As usual, it will be more convenient to use duality and work in the adjoint setting.
If R denotes the Fourier restriction operator g �→ Rg := ĝ|S to the surface S, its
adjoint operator R∗ is given by R∗f (ξ) = Ef (−ξ), where E denotes the “Fourier
extension” operator given by

Ef (ξ) := ̂f dσ(ξ) =
∫
S

f (x)e−iξ ·x dσ(x),

with f ∈ Lq(S, σ ). The restriction problem is therefore equivalent to the question
of finding the appropriate range of exponents for which the estimate

‖Ef ‖Lr(R3) ≤ C‖f ‖Lq(S,dσ )
holds true with a constant C independent of the function f ∈ Lq(S, dσ).
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By identifying a point (x, y) ∈ �with the corresponding point (x, y, φ(x, y)) on
S, we may regard our Fourier extension operator E as well as an operator mapping
functions on � to functions on R

3, which in terms of our phase function φ(x, y) =
xy + h(y) can be expressed more explicitly in the form

Ef (ξ) =
∫
�

f (x, y)e−i(ξ1x+ξ2y+ξ3φ(x,y))η(x, y) dxdy,

if ξ = (ξ1, ξ2, ξ3) ∈ R
3, with a suitable smooth density η.

Our main result, which generalizes Theorem 1.1 in [7], is the following

Theorem 1 Assume that r > 10/3 and 1/q ′ > 2/r , and let E denote the Fourier
extension operator associated to the graph S in (1) of the above phase function
φ(x, y) := xy + h(y), where the function h is smooth and of finite type at the
origin. Then, if � is a sufficiently small neighborhood of the origin,

‖Ef ‖Lr (R3) ≤ Cr,q‖f ‖Lq(�)
for all f ∈ Lq(�).
For the proof of this result, we shall strongly build on the approach devised for
the special case where h(y) = y3/3. In many arguments, we shall be able to
basically follow [7]. Therefore, we shall concentrate on explaining the new ideas
and modifications that are needed to handle more general finite type perturbations.

Convention Unless stated otherwise, C > 0 will stand for an absolute constant
whose value may vary from occurrence to occurrence. We will use the notation
A ∼C B to express that 1

C
A ≤ B ≤ CA. In some contexts where the size of C is

irrelevant we shall drop the indexC and simply writeA ∼ B. Similarly,A � B will
express the fact that there is a constant C (which does not depend on the relevant
quantities in the estimate) such that A ≤ CB, and we write A " B, if the constant
C is sufficiently small.

Foreword by the Second-Named Author My collaboration with Fulvio started
more than thirty years ago at a time when he had still been teaching at the Politecnico
di Torino. Fulvio had invited me then to come to visit him, and right away we had
found an interesting joint research project, which opened new horizons for me. Our
ways of mathematical thinking turned out to harmonize very well, and, not least
due to the personal warmth and hospitality of Sandra and Fulvio, very soon also
our families became friends. I would like to take the opportunity to express my
deeply felt gratitude for all these years of wonderful and intensive collaboration and
friendship with Fulvio.
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2 Reduction to Perturbations of Cubic Type

Recall that we are assuming that

φ(x, y) = xy + ym+2a(y), where a(0) �= 0,m ≥ 1. (1)

We may assume without loss of generality that � is a square, and then decompose
the domain � dyadically with respect to the y-variable into rectangular boxes

� =
⋃
±

⋃
i≥i0
�±

2−i ,

where for any κ = 2−i we have�−
κ = −�+

κ , and κ ≤ y ≤ 2κ on �+
κ . Note that we

may assume that i0 � 1 is sufficiently large, by choosing� sufficiently small. By

E±
κ f (ξ) =

∫
�±
κ

f (x, y)e−i(ξ1x+ξ2y+ξ3φ(x,y))η(x, y) dxdy

we denote the contribution of �±
κ to Ef .

Let us fix one of these subsets, say �+
κ . We then apply an affine change of

variables to pass to the phase

φκ(x, y) := 1

κ
φ
(
x, κ(1 + y)) = x(1 + y)+ κm+1(1 + y)m+2a

(
κ(1 + y)),

where 0 ≤ y ≤ 1. Actually, by taking, say, 1000 subdomains, we may even assume
that 0 ≤ y ≤ 1/1000. Let us put

Hκ(y) := (1 + y)m+2a
(
κ(1 + y)).

Then

φκ(x, y) = x(1 + y)+ κm+1Hκ(y) = x + xy + κm+1P2(κ, y)+ κm+1hκ(y),

where P2(κ, y) denotes the Taylor polynomial of Hκ(y) of degree 2 centered at
y = 0. As in our previous paper [7], we may then write

x + xy + κm+1P2(κ, y) = xy + cκy2 + affine linear terms

= (x + cκy)y + affine linear terms.

The linear change of variables x �→ x + cκy then allows to reduce to the phase
function

φ̃κ (x, y) := xy + κm+1hκ(y),
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for (x, y) in a sufficiently small neighborhood of the origin which can be chosen
independently of κ . Note that

hκ(0) = h′
κ (0) = h′′

κ (0). (2)

Moreover, it is easy to see that for κ sufficiently small (depending on m, a(0) �=
0, ‖a′‖∞, ‖a′′‖∞ and ‖a′′′‖∞), we have

|h′′′
κ (y)| ≥ (m+2)(m+1)m

2 |a(0)| ≥ C3 > 0. (3)

A similar reasoning shows that

|h′′′
κ (y)| ≤ 4C3, and |h(l)κ (y)| ≤ Cl for all |y| ≤ 1/1000, l ≥ 4, (4)

with constants Cl which are independent of κ .
Similar arguments apply to �−

κ . We consider next the Fourier extension operator

Ẽ±
κ f (ξ) =

∫
�̃±
κ

f (x, y)e−i(ξ1x+ξ2y+ξ3(xy+κm+1hκ (y))η̃κ (x, y) dxdy,

where η̃κ (x, y) = η(x, κ(1 + y)), which corresponds to the operator E±
κ in the new

coordinates. Then an easy scaling argument shows that the following estimates for

E±
κ and Ẽ±

κ are equivalent:

‖Ẽ±
κ f ‖Lr ≤ C‖f ‖Lq ; (5)

‖E±
κ g‖Lr ≤ Cκ1−2/r−1/q‖g‖Lq (6)

for all g with suppg ⊂ {|y − κ | ≤ κ/1000} (and support in x sufficiently small).
Since we work under the assumption that 1/q ′ > 2/r , we thus see that by

summing a geometric series it will suffice to prove the uniform estimates (5) in
order to prove Theorem 1.

3 Transversality Conditions and Admissible Pairs of Sets

In the previous section, we have seen that we may reduce to proving uniform Fourier
extension estimates for phases

φ(x, y) = xy + εh(y),

defined on a small squareQ which, after a further scaling, we may assume to be the
squareQ = [−1, 1]× [−1, 1], where ε > 0 is assumed to be sufficiently small, and
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where h is a perturbation function of cubic type in y of the phase xy. By this, we
mean that h is smooth and satisfies

⎧⎪⎪⎨
⎪⎪⎩

h(0) = h′(0) = h′′(0) = 0,
C3
4 ≤ |h′′′(y)| ≤ C3 for all |y| ≤ 1,

|h(l)(y)| ≤ Cl for all l ≥ 4 and |y| ≤ 1

(1)

(compare (2)–(4), where we have applied an additional scaling by a factor 1000 in
y). Here, the constants Cl will be assumed to be fixed constants, with C3 > 0, and
our goal will be to establish uniform estimates which will depend only on these
constants (in many parts actually only on C3), but not on ε.

3.1 Admissible Pairs of Sets U1, U2 on which Transversalities
Are of a Fixed Size: An Informal Discussion

Recall next that the bilinear approach is based on bilinear estimates of the form

‖EU1(f1)EU2(f2)‖p ≤ C(U1, U2)‖f1‖2‖f2‖2. (2)

Here, EU1 and EU2 are the Fourier extension operators associated to patches of sub-
surfaces Si := graphφ|Ui ⊂ S, i = 1, 2, withUi ⊂ �. What is crucial for obtaining
useful bilinear estimates is that the two patches of surface S1 and S2 satisfy certain
transversality conditions, which are stronger than just assuming that S1 and S2 are
transversal as hypersurfaces (i.e., that all normals to S1 are transversal to all normals
to S2). Indeed, what is needed in addition is the following (cf. [7, 19, 20, 34], or [1]):

Denoting by Hφ the Hessian of φ, we consider the following quantity

�̃φz (z1, z2, z
′
1, z

′
2) :=

〈
(Hφ)−1(z)(∇φ(z2)− ∇φ(z1)),∇φ(z′2)− ∇φ(z′1)

〉
.

(3)

If its modulus is bounded from below by a constant c > 0 for all zi = (xi, yi), z′i =
(x ′
i , y

′
i ) ∈ Ui , i = 1, 2, z = (x, y) ∈ U1 ∪ U2, then we have (2) for p > 5/3, with

a constant C(U1, U2) that depends only on this constant c and on upper bounds for
the derivatives of φ. If U1 and U2 are sufficiently small (with sizes depending on
upper bounds of the first and second order derivatives of φ and a lower bound for
the determinant of Hφ) this condition reduces to the estimate

|�φz (z1, z2)| ≥ c, (4)
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for zi = (xi, yi) ∈ Ui , i = 1, 2, z = (x, y) ∈ U1 ∪U2, where

�φz (z1, z2) :=
〈
(Hφ)−1(z)(∇φ(z2)− ∇φ(z1)),∇φ(z2)− ∇φ(z1)

〉
. (5)

It is easy to check that for φ(x, y) = xy + εh(y), we have

�φz (z1, z2) =: 2(y2 − y1) τz(z1, z2), (6)

where

τz(z1, z2) := x2 − x1 + ε[h′(y2)− h′(y1)− 1

2
h′′(y)(y2 − y1)]. (7)

As in [7], it will be particularly important to look at the expression (7) when z =
z1 ∈ U1, and z = z2 ∈ U2, so that the two “transversalities”

τz1(z1, z2) = x2 − x1 + ε[(h′(y2)− h′(y1)− 1

2
h′′(y1)(y2 − y1)] (8)

τz2(z1, z2) = x2 − x1 + ε[(h′(y2)− h′(y1)− 1

2
h′′(y2)(y2 − y1)] (9)

become relevant. Note the following relation between these quantities:

|τz1(z1, z2)− τz2(z1, z2)| = ε

2
|h′′(y2)− h′′(y1)||y2 − y1| ∼ ε|h′′′(η)|(y2 − y1)

2

∼ ε(y2 − y1)
2,

(10)

where η is some intermediate point.
Following Section 2 in [7], we shall try to devise neighborhoods U1 and U2 of

two given points z0
1 = (x0

1 , y
0
1) and z0

2 = (x0
2 , y

0
2 ) on which these quantities are

roughly constant for zi = (xi, yi) ∈ Ui , i = 1, 2, and which are also essentially
chosen as large as possible. The corresponding pair (U1, U2) of neighborhoods of
z0

1 respectively z0
2 will be called an admissible pair.

As in [7], we will present the basic motivating idea in this subsection, and give a
precise definition of admissible pairs in the next subsection.

In a first step, we choose a large constant C0 � 1, which will be made precise
only later, and assume that |y0

2 − y0
1 | ∼ C0ρ for some ρ > 0. It is then natural to

allow y1 to vary on U1 and y2 on U2 by at most ρ from y0
1 and y0

2 , respectively, i.e.,
we shall assume that

|yi − y0
i | � ρ, for zi ∈ Ui, i = 1, 2,
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so that indeed

|y2 − y1| ∼ C0ρ for zi ∈ Ui, i = 1, 2. (11)

Recall next the identity (10), which in particular implies that

|τz0
1
(z0

1, z
0
2)− τz0

2
(z0

1, z
0
2)| ∼ C2

0ερ
2. (12)

We begin with
Case 1: Assume that |τz0

1
(z0

1, z
0
2)| ≤ |τz0

2
(z0

1, z
0
2)|. Let us then write

|τz0
1
(z0

1, z
0
2)| = ερ2δ, (13)

where δ ≥ 0. Note, however, that obviously ερ2δ � 1. From (12) one then easily
deduces that there are two subcases:
Subcase 1(a): (the “straight box” case), where |τz0

1
(z0

1, z
0
2)| ∼ |τz0

2
(z0

1, z
0
2)|, or,

equivalently, δ � 1. In this case, also |τz0
2
(z0

1, z
0
2)| ∼ ερ2δ.

Subcase 1(b): (the “curved box” case), where |τz0
1
(z0

1, z
0
2)| " |τz0

2
(z0

1, z
0
2)|, or,

equivalently, δ " 1. In this case, |τz0
2
(z0

1, z
0
2)| ∼ ερ2.

Given ρ and δ, we shall then want to devise U1 and U2 so that the same kind of
conditions hold for all z1 ∈ U1 and z2 ∈ U2, i.e.,

|τz1(z1, z2)| ∼ ερ2δ, and |τz2(z1, z2)| ∼ ερ2(1 ∨ δ).

Note that in view of (10) and (11) the second condition is redundant, and so the only
additional condition that needs to be satisfied is that, for all z1 = (x1, y1) ∈ U1 and
z2 = (x2, y2) ∈ U2, we have

|τz1(z1, z2)| ∼ ερ2δ.

The choice of the sets U1 and U2 becomes particularly lucid if we first assume
that z0

1 = 0, so let us begin by examining this case. Later we shall see that a simple
change of coordinates will allow to reduce to this case for general z0

1.
The case z0

1 = 0: We shall want to choose U2 as large as possible w.r. to y2, so
we assume that on U2 we have |y2 − y0

2 | � ρ. Let

a0 := τ0(0, z0
2),

so that |a0| ∼ ερ2δ. Then we shall assume that on U2 we have, say, |τ0(0, z2) −
a0| " ερ2δ.
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If z0
1 = 0, this means that we shall define U2 by the following conditions:

|y2 − y0
2 | � ρ,

|τ0(0, z2)− τ0(0, z0
2)| = |x2 + εh′(y2)− a0| " ερ2δ.

(14)

As for U1, given our choice of U2, what we still need is that |τz1(z1, z2) −
τ0(0, z2)| " ερ2δ for all z1 ∈ U1 and z2 ∈ U2, for then also |τz1(z1, z2) −
τ0(0, z0

2)| " ερ2δ for all such z1, z2.
Note that, for y2 fixed, the equation

0 = τz1(z1, z2)− τ0(0, z2) = −
(
x1 + ε[h′(y1)+ h′′(y1)

2 (y2 − y1)]
)

defines a curve x1 = γ (y1), so that the condition |τz1(z1, z2) − τ0(0, z2)| " ερ2δ

determines essentially an ερ2δ neighborhood of this curve, whose slope ∂y1γ is
of order O(ε). Moreover, since y2 is allowed to vary within U2 of order O(ρ),
and since (1) shows that |∂y2(∂y1γ )| = |εh′′′(y1)/2| ∼ ε, we see that the natural
condition to impose for U1 is that ερ|y1 − y0

1 | = ερ|y1| " ερ2δ, i.e.,

|y1| ≤ ρδ ∧ ρ = ρ(1 ∧ δ)

(note here that, in Subcase 1(a), we may have δ ≥ 1). Moreover, by the mean
value theorem and (1), we have |h′(y1)| ∼ |h′′′(η)|y2

1 ∼ C3y
2
1 and |h′′(y1)| ∼

|h′′′(η̃)y1| ∼ C3|y1| whereas |y2−y1| ∼ ρ. Thus we see that |ε[h′(y1)+ h′′(y1)
2 (y2−

y1)]| " ερ2δ.
In combination, this shows that it will be natural to define U1 by the following

conditions:

|y1| � ρ(1 ∧ δ),
∣∣x1| " ερ2δ.

(15)

The case of arbitrary z0
1: Let now z0

1 := (x0
1 , y

0
1 ) be arbitrary. In a first step we

translate the point z0
1 to the origin by writing z = z0

1+z̃, i.e., x = x0
1 +x̃, y = y0

1 +ỹ.
Then

φ(z) = φ(z0
1 + z̃) = (x0

1 + x̃)(y0
1 + ỹ)+ εh(y0

1 + ỹ)
= x̃ỹ + ε h′′(y0

1 )

2 (ỹ)2 + εH(ỹ)+ affine linear terms

= (
x̃ + ε h′′(y0

1 )

2 ỹ
)
ỹ + εH(ỹ)+ affine linear terms,
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with

H(ỹ) = h(ỹ + y0
1)− h(y0

1)− h′(y0
1 )ỹ − h′′(y0

1 )

2 (ỹ)2. (16)

By our assumptions (1) on φ, the error term H satisfies estimates of the form
⎧⎪⎪⎨
⎪⎪⎩

H(0) = H ′(0) = H ′′(0) = 0,

|H ′′′(ỹ)| = |h′′′(y0
1 + ỹ)| ∼ C3,

|H(l)(ỹ)| ≤ Cl for all l ≥ 4,

(17)

which means that also H is of cubic type, uniformly in z0
1, with the same constants

Cl as for h.
It is thus natural to introduce a further change of coordinates

x ′′ := x̃ + εh′′(y0
1)ỹ = x − x0

1 + ε h′′(y0
1 )

2 (y − y0
1), y

′′ := ỹ = y − y0
1 , (18)

so that in these coordinates

φ(z) = x ′′y ′′ + εH(y ′′)+ affine linear terms. (19)

This shows that in these coordinates (x ′′, y ′′), the function φ is again a perturbation
of x ′′y ′′ by a perturbation functionH(y ′′) of cubic type in the sense of (1) (up to an
affine linear term, which is irrelevant), uniformly in the parameter z0

1.
We can now define the sets U1 and U2 by choosing them in terms of the

coordinates (x ′′, y ′′) as in (15) and (14), only with the function h replaced by H ,
and then express those sets in terms of our original coordinates (x, y). Note also that
in the coordinates (x ′′, y ′′), we have

(x0
1)

′′ = 0, (y0
1)

′′ = 0 and (x0
2)

′′ = x0
2−x0

1+ε h
′′(y0

1)

2
(y0

2−y0
1), (y

0
2 )

′′ = y0
2−y0

1 ,

and τz0
1
(z0

1, z2) = x ′′
2 + εH ′(y ′′

2 ). In combination with (16) this then leads to the
following choices of U1 and U2 :

We define U1 by the conditions

|y1 − y0
1 | � ρ(1 ∧ δ),

∣∣x1 − x0
1 + ε h′′(y0

1 )

2 (y1 − y0
1 )| " ερ2δ,

(20)

and U2 by the conditions

|y2 − y0
2 | � ρ,

|x2 − x0
1 + ε[h′(y2)− h′(y0

1)− h′′(y0
1 )

2 (y2 − y0
1)] − a0| " ερ2δ,

(21)
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where

a0 := τz0
1
(z0

1, z
0
2) (22)

is assumed to be of size |a0| ∼ ερ2δ.

Note U1 is essentially the affine image of a rectangular box of dimension ερ2δ ×
ρ(1 ∧ δ). However, when δ " 1, then U2 is a thin curved box, namely the segment
of an ερ2δ-neighborhood of a curve of curvature ∼ ε lying within the horizontal
strip where |y2 − y0

2 | � ρ. On the other hand, when δ � 1, then it is easily seen that
U2 is essentially a rectangular box of dimension ερ2δ × ρ. This explains why we
called Subcase 1(b) where δ " 1 the “curved box case”, and Subcase 1(a) where
δ � 1 the “straight box case.”

Case 2: Assume that |τz0
1
(z0

1, z
0
2)| ≥ |τz0

2
(z0

1, z
0
2)|.

This case can easily be reduced to the previous one by symmetry. By (7), we have
τz(z1, z2) = −τz(z2, z1). Hence we just need to interchange the roles of z1 and z2
in the previous discussion, so that it is natural here to define Ũ1 by the conditions

|y1 − y0
1 | � ρ,

∣∣x1 − x0
2 + ε[h′(y1)− h′(y0

2 )− h′′(y0
2 )

2 (y1 − y0
2)] − a0| " ερ2δ,

(23)

where a0 = τz0
2
(z0

2, z
0
1) = −τz0

2
(z0

1, z
0
2), and Ũ2 by the conditions

|y2 − y0
2 | � ρ(1 ∧ δ),

|x2 − x0
2 + ε h′′(y0

2 )

2 (y2 − y0
2)| " ερ2δ.

(24)

3.2 Precise Definition of Admissible Pairs within Q × Q

In view of our discussion in the previous subsection, we shall here devise more
precisely certain “dyadic” subsets of Q × Q which will assume the roles of the
sets U1, respectively U2, in such a way that on every pair of such sets each of
our transversality functions is essentially of some fixed dyadic size, and which will
moreover lead to a kind of Whitney decomposition of Q ×Q (as will be shown in
Sect. 5). Again, this mimics the approach in [7], namely Section 2.2. To begin with,
as before we fix a large dyadic constant C0 � 1.

In a first step, we perform a classical dyadic decomposition in the y-variable
which is a variation of the one in [33]: For a given dyadic number 0 < ρ � 1, we
denote for j ∈ Z such that |j |ρ ≤ 1 by Ij,ρ the dyadic interval Ij,ρ := [jρ, jρ+ ρ)
of length ρ, and by Vj,ρ the corresponding horizontal “strip” Vj,ρ := [−1, 1]× Ij,ρ
within Q. Given two dyadic intervals J, J ′ of the same size, we say that they are
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related if their parents are adjacent but they are not adjacent. We divide each dyadic
interval J in a disjoint union of dyadic subintervals {IkJ }1≤k≤C0/8, of length 8|J |/C0.
Then, we define (I, I ′) to be an admissible pair of dyadic intervals if and only if
there are J and J ′ related dyadic intervals and 1 ≤ k, j ≤ C0/8 such that I = IkJ

and I ′ = I j
J ′ .

We say that a pair of strips (Vj1,ρ, Vj2,ρ) is admissible and write Vj1,ρ � Vj2,ρ ,
if (Ij1,ρ, Ij2,ρ) is a pair of admissible dyadic intervals. Notice that in this case,

C0/8 < |j2 − j1| < C0/2. (25)

One can easily see that this leads to the following disjoint decomposition ofQ×Q :

Q×Q =
·⋃
ρ

( ·⋃
Vj1,ρ�Vj2 ,ρ

Vj1,ρ × Vj2,ρ
)
, (26)

where the first union is meant to be over all such dyadic ρ’s.
In a second step, we perform a non-standard Whitney type decomposition of

any given admissible pair of strips, to obtain subregions in which the transversal-
ities are roughly constant.

To simplify notation, we fix ρ and an admissible pair (Vj1,ρ , Vj2,ρ), and simply
write Ii := Iji ,ρ, Vi := Vji,ρ, i = 1, 2, so that Ii is an interval of length ρ with left
endpoint jiρ, and

V1 = [−1, 1] × I1, V2 = [−1, 1] × I2, (27)

are rectangles of dimension 2 × ρ, which are vertically separated at scale C0ρ.
More precisely, for z1 = (x1, y1) ∈ V1 and z2 = (x2, y2) ∈ V2 we have |y2 − y1| ∈
|j2ρ − j1ρ| + [−ρ, ρ], i.e.,

C0ρ/2 ≤ |y2 − y1| ≤ C0ρ. (28)

Let 0 < δ � ε−1ρ−2 be a dyadic number (note that δ could be big, depending on
ρ), and let J be the set of points which partition the interval [−1, 1] into (dyadic)
intervals of the same length ερ2δ.

Similarly, for i = 1, 2, we choose a finite equidistant partition Ii of width ρ(1 ∧
δ) of the interval Ii by points y0

i ∈ Ii . Note: if δ > 1, then ρ(1 ∧ δ) = ρ, and we
can choose for Ii just the singleton Ii = {y0

i }, where y0
i is the left endpoint of Ii .

In view of (20), (21) and in analogy with [7], we then define:

Definition 2 For any parameters x0
1 , t

0
2 ∈ J, y0

1 ∈ I1 defined in the previous lines
and y0

2 the left endpoint of I2, we define the sets

U
x0

1 ,y
0
1 ,δ

1 := {(x1, y1) : 0 ≤ y1 − y0
1 < ρ(1 ∧ δ),

0 ≤ x1 − x0
1 + ε h′′(y0

1 )

2 (y1 − y0
1) < ερ

2δ},
(29)
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U
t02 ,y

0
1 ,y

0
2 ,δ

2 := {(x2, y2) : 0 ≤ y2 − y0
2 < ρ,

0 ≤ x2 − t02 + ε[h′(y2)− h′(y0
1)− h′′(y0

1 )

2 (y2 − y0
1)] < ερ2δ},

and the points

z0
1 = (x0

1 , y
0
1), z0

2 = (x0
2 , y

0
2) (30)

where

x0
2 := t02 − ε[h′(y0

2)− h′(y0
1)− h′′(y0

1 )

2 (y0
2 − y0

1 )].

Observe that then

z0
1 ∈ Ux

0
1 ,y

0
1 ,δ

1 ⊂ V1 and z0
2 ∈ Ut

0
2 ,y

0
1 ,y

0
2 ,δ

2 ⊂ V2.

Indeed, z0
i is in some sense the “lower left” vertex of Ui , and the horizontal

projection of U
t02 ,y

0
1 ,y

0
2 ,δ

2 equals I2. Moreover, if we define a0 by (22), we have that

x0
1 + a0 = t02 , so that our definitions of the sets U

x0
1 ,y

0
1 ,δ

1 and U
t02 ,y

0
1 ,y

0
2 ,δ

2 are very
close to the ones for the sets U1 and U2 (cf. (20), (21)) in the previous subsection.
Notice also that we may re-write

U
t02 ,y

0
1 ,y

0
2 ,δ

2 = {z2 = (x2, y2) : 0 ≤ τz0
1
(z0

1, z2)− a0 < ερ2δ, 0 ≤ y2 − y0
2 < ρ}.

(31)

In particular, U
x0

1 ,y
0
1 ,δ

1 is again essentially a paralellepiped of sidelengths ∼
ερ2δ × ρ(1 ∧ δ), containing the point (x0

1 , y
0
1 ), whose longer side has slope y0

1

with respect to the y-axis. Similarly, if δ " 1, thenU
t02 ,y

0
1 ,y

0
2 ,δ

2 is a thin curved box of
width ∼ ερ2δ and length ∼ ρ, contained in a rectangle of dimension ∼ ρ2×ρ whose
axes are parallel to the coordinate axes (namely the part of a ρ2δ-neighborhood of
a parabola of curvature ∼ ε containing the point (x0

1 , y
0
1) which lies within the

horizontal strip V2). If δ � 1, then U
t02 ,y

0
1 ,y

0
2 ,δ

2 is essentially a rectangular box of
dimension ∼ ερ2δ × ρ lying in the same horizontal strip.

Note also that we have chosen to use the parameter t02 in place of using x0
2 here,

since with this choice by (7) the identity

τz0
1
(z0

1, z
0
2) = t02 − x0

1 (32)

holds true, which will become quite useful in the sequel. We next have to relate the
parameters x0

1 , t
0
2 , y

0
1 , y

0
2 in order to give a precise definition of an admissible pair.
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Here, and in the sequel, we shall always assume that the points z0
1, z

0
2 associated

to these parameters are given by (30).

Definition 3 Let us call a pair (U
x0

1 ,y
0
1 ,δ

1 , U
t02 ,y

0
1 ,y

0
2 ,δ

2 ) an admissible pair of type 1
(at scales δ, ρ and contained in V1 ×V2), if the following two conditions hold true:

C2
0

4
ερ2δ ≤ |τz0

1
(z0

1, z
0
2)| = |t02 − x0

1 | < 4C2
0ερ

2δ, (33)

C2
0

512
ερ2(1 ∨ δ) ≤ |τz0

2
(z0

1, z
0
2)| < 5C2

0ερ
2(1 ∨ δ). (34)

By Pδ we shall denote the set of all admissible pairs of type 1 at scale δ (and ρ,
contained in V1 × V2), and by P the corresponding union over all dyadic scales δ.

Observe that, by (10), we have τz0
2
(z0

1, z
0
2)−τz0

1
(z0

1, z
0
2) ∼ ε(y0

2 −y0
1)

2. In view of
(33) and (28) this shows that condition (34) is automatically satisfied, unless δ ∼ 1.

We remark that it would indeed be more appropriate to denote the sets Pδ by
PδV1×V2

, but we want to simplify the notation. In all instances in the rest of the

paper Pδ will be associated to a fixed admissible pair of strips (V1, V2), so that our
imprecision will not cause any ambiguity. The next lemma can be proved by closely
following the arguments in the proof of the corresponding Lemma 2.1 in [7]:

Lemma 4 If (U
x0

1 ,y
0
1 ,δ

1 , U
t02 ,y

0
1 ,y

0
2 ,δ

2 ) is an admissible pair of type 1, then for all

(z1, z2) ∈ (Ux0
1 ,y

0
1 ,δ

1 , U
t02 ,y

0
1 ,y

0
2 ,δ

2 ) ,

|τz1(z1, z2)| ∼8 C
2
0ερ

2δ and |τz2(z1, z2)| ∼1000 C
2
0ερ

2(1 ∨ δ).

Up to now we focused on the case |τz1(z1, z2)| � |τz2(z1, z2)|. For the
symmetric case, corresponding to the situation where |τz1(z1, z2)| � |τz2(z1, z2)|,
by interchanging the roles of z1 and z2 we define accordingly for any t01 , x

0
2 ∈ J,

y0
1 the left endpoint of I1 and y0

2 ∈ I2 the sets Ũ
t01 ,y

0
1 ,y

0
2 ,δ

1 and Ũ
x0

2 ,y
0
2 ,δ

2 in
analogy with our discussion in [7], and denote the corresponding admissible pairs

(Ũ
t01 ,y

0
1 ,y

0
2 ,δ

1 , Ũ
x0

2 ,y
0
2 ,δ

2 ) as admissible pairs of type 2. We shall skip the details.

By P̃δ , we shall denote the set of all admissible pairs of type 2 at scale δ (and ρ,
contained in V1 × V2), and by P̃ the corresponding unions over all dyadic scales δ.

In analogy with Lemma 4, we have

Lemma 5 If (Ũ1, Ũ2) = (Ũ
t01 ,y

0
1 ,y

0
2 ,δ

1 , Ũ
x0

2 ,y
0
2 ,δ

2 ) ∈ P̃δ is an admissible pair of type
2, then for all (z1, z2) ∈ (Ũ1, Ũ2) we have

|τz1(z1, z2)| ∼1000 C
2
0ερ

2(1 ∨ δ) and |τz2(z1, z2)| ∼8 C
2
0ερ

2δ.
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4 The Bilinear Estimates

4.1 A Prototypical Admissible Pair in the Curved Box Case and
the Crucial Scaling Transformation

In this section we shall present a “prototypical" case where U1 and U2 will form an
admissible pair of type 1 centered at z0

1 = 0 ∈ U1 and z0
2 ∈ U2, with ε ∼ 1, ρ ∼ 1

and δ " 1, i.e., |y0
1 − y0

2 | ∼ 1, and |τz0
2
(z0

1, z
0
2)| ∼ 1 but |τz0

1
(z0

1, z
0
2)| ∼ δ " 1.

This means that we shall be in the curved box case. As we will show in Sect. 4.2 in
detail, we can always reduce to this particular situation when the two transversalities
τz0

2
(z0

1, z
0
2) and τz0

1
(z0

1, z
0
2) are of quite different sizes.

Fix a small number 0 < c0 " 1 (c0 = 10−10 will, for instance, work). Assume
that 0 < δ ≤ 1/10, and put

U1 :=[0, c2
0δ)× [0, c0δ) (1)

U2 :={(x2, y2) : 0 ≤ y2 − b < c0, 0 ≤ x2 + F ′(y2)− a < c2
0δ}, (2)

where |b| ∼2 1, |a| ∼4 δ and F is a function of cubic type in the sense of (1), i.e.,

⎧⎪⎪⎨
⎪⎪⎩

F(0) = F ′(0) = F ′′(0) = 0,

|F ′′′(y ′)| ∼ C3,

|F (l)(y ′)| ≤ Cl for all l ≥ 4.

(3)

Remark 6 Note that in the case ε = 1, if we set C0 = 1/c0, ρ = c0, then any
admissible pair (U1, U2) = (U

0,0,δ
1 , U

a,0,b,δ
2 ), as in (29), would satisfy (1) and (2)

with the above conditions on a and b and suitable F .

Our bilinear result in this prototypical case is as follows:

Theorem 7 (Prototypical Case) Let p > 5/3, and let U1, U2 be as in (1), (2).
Assume further that φ(x, y) = xy + F(y), where F is a real-valued smooth
perturbation function of cubic type, i.e., satisfying estimates (3), and denote by

EUif (ξ) =
∫
Ui

f (x, y)e−i(ξ1x+ξ2y+ξ3φ(x,y))η(x, y) dxdy, i = 1, 2,

the corresponding Fourier extension operators. Then, if the constants c0 and δ " 1
in (1), (2) are sufficiently small,

‖EU1(f1),EU2(f2)‖p ≤ Cp δ
7
2 − 6

p ‖f1‖2‖f2‖2 (4)

for every f1 ∈ L2(U1) and every f2 ∈ L2(U2), where the constant Cp will only
depend on p and the constants Cl in (3).
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As in [7], it turns out that one cannot directly reduce the bilinear Fourier
extension estimates in (4) to Lee’s Theorem 1.1 in [19], since that would not give us
the optimal dependence on δ. We shall therefore have to be more precise about the
required transversality conditions. However, once we have established the correct
transversality conditions in Lemma 8 below (which is the direct analogue of Lemma
2.3 in [7]), we can indeed apply our arguments from the proof of Theorem 3.3 in [7]
also in the present situation and arrive at the desired bilinear estimates (4).

The crucial step will again consist in the following scaling: we introduce new
coordinates (x̄, ȳ) be writing x = δx̄, y = ȳ, and then re-scale the phase function φ
by putting

φs(x̄, ȳ) := 1

δ
φ(δx̄, ȳ) = x̄ȳ + F(ȳ)

δ
.

Denote by Usi the corresponding re-scaled domains, i.e.,

Us1 = {(x̄1, ȳ1) : 0 ≤ x̄1 < c
2
0, 0 ≤ ȳ1 < c0δ},

Us2 = {(x̄2, ȳ2) : 0 ≤ x̄2 + F ′(ȳ2)

δ
− ā < c2

0, 0 ≤ ȳ2 − b̄ < c0},

where c0 is small and |ā| = |a/δ| ∼ 1 and b̄ = b ∼ 1. By Ssi , i = 1, 2, we denote
the corresponding scaled surface patches

Ssi := {(x̄, ȳ, φs(x̄, ȳ)) : (x̄, ȳ) ∈ Usi }.

Observe that

∇φs(x̄, ȳ) = (ȳ, x̄ + F ′(ȳ)/δ),

and

Hφs(x̄, ȳ) =
(

0 1
1 F ′′(ȳ)/δ

)
,

so that in particular

|∇φs(z̄)| � 1 (5)

for all z̄ ∈ Us1 ∪ Us2 .
Assume next that z̄1 ∈ Us1 and z̄2 ∈ Us2 . Since |ȳ1| ≤ c0δ, |ȳ2| ∼ 1, we see that

⎧⎨
⎩

|F ′(ȳ1)
δ

| ∼ |F ′′′(η1)ȳ
2
1 |

δ
� C3c

2
0
δ2

δ
= c2

0C3δ,
|F ′′(ȳ1)|
δ

∼ |F ′′′(η̃1)ȳ1|
δ

� c0C3,

|F ′(ȳ2)
δ

| ∼ |F ′′′(η2)ȳ
2
2 |

δ
∼ C3

δ
,

|F ′′(ȳ2)|
δ

∼ |F ′′′(η̃2)ȳ2|
δ

∼ C3
δ

(6)
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(for suitable choices of intermediate points ηi, η̃i ). Moreover, we then also see that

∇φs(z̄2)−∇φs(z̄1) = (
ȳ2−ȳ1, x̄2+ F ′(ȳ2)

δ
−(x̄1+ F ′(ȳ1)

δ
)
) = (b̄, ā)+O(c0). (7)

Following further on the proof of Lemma 2.3 in [7], assume that we translate
the two patches of surface Ss1 and Ss2 in such a way that the two points z̄1 and z̄2
coincide after translation, and assume that the vector ω = (ω1, ω2) is tangent to
the corresponding intersection curve γ (t) at this point. Then (7) shows that we may
assume without loss of generality that

ω = (−ā, b̄)+ O(c0).

In combination with (6) this implies that

Hφs(z̄i ) · tω =
(

0 1
1 F ′′(ȳi)/δ

)(−ā + O(c0)

b̄ + O(c0)

)
.

Thus, if i = 1, then by (6),

Hφs(z̄1) · tω =
(
b̄ + O(c0)

−ā + O(c0)

)
and |Hφs(z̄1) · tω| ∼ 1, (8)

and if i = 2, then

Hφs(z̄2) · tω =
(

b̄ + O(c0)

−ā + b̄F ′′(ȳ2)/δ + O(c0)/δ

)
and |Hφs(z̄1) · tω| ∼ 1/δ,

(9)

if δ " 1 is sufficiently small.
Following [7], the refined transversalities that we need to control are given by

∣∣∣T V si (z̄1, z̄2)

∣∣∣ :=
∣∣∣ det( t (∇φs(z̄1)− ∇φs(z̄2)),Hφ

s(z̄i) · tω)√
1 + |∇φs(z̄1)|2

√
1 + |∇φs(z̄2)|2 |Hφs(z̄i ) · tω|

∣∣∣,
i = 1, 2. (10)

But, if i = 1, then by (7), (9), (5) and (6) we see that

| det( t (∇φs(z̄1)− ∇φs(z̄2)),Hφ
s(z̄1) · tω)|

=
∣∣∣ det

(
b̄ + O(c0) b̄ + O(c0)

ā + O(c0) −ā + O(c0)

) ∣∣∣ ∼ 1,

hence
∣∣∣T V s1 (z̄1, z̄2)

∣∣∣ ∼ 1.
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And, if i = 2, then by (7), (8), (5) and (6) we have

| det( t (∇φs(z̄1)− ∇φs(z̄2)),Hφ
s(z̄2) · tω)|

=
∣∣∣ det

(
b̄ + O(c0) b̄ + O(c0)

ā + O(c0) −ā + b̄F ′′(ȳ2)/δ + O(c0)/δ

) ∣∣∣,

hence also
∣∣∣T V s2 (z̄1, z̄2)

∣∣∣ ∼ (1/δ)/(1/δ) ∼ 1, provided δ and c0 are sufficiently

small.
We have thus proved the following lemma, from which Theorem 7 can easily be

derived, as explained before, by applying the arguments from [7]:

Lemma 8 The transversalities for the scaled patches of surface Ssi , i = 1, 2,
satisfy

∣∣∣T V si (z̄1, z̄2)

∣∣∣ ∼ 1, i = 1, 2.

We should again like to mention that estimate (4) could alternatively also be
deduced from Candy’s Theorem 1.4 in [8], after applying the crucial scaling in x
that we used in the first step of our proof.

4.2 Reduction to the Prototypical Case

Our next goal will be to establish the following analogues of the bilinear Fourier
extension estimates in Theorem 3.1 of [7]:

Theorem 9 Let p > 5/3, q ≥ 2. Then, for every admissible pair (U1, U2) ∈ Pδ at
scale δ, the following bilinear estimates hold true: If δ > 1 and εδρ2 ≤ 1, then

‖EU1(f )EU2(g)‖p ≤ Cp,q(εδρ3)
2(1− 1

p
− 1
q
)‖f ‖q‖g‖q .

If δ ≤ 1, then

‖EU1(f )EU2(g)‖p ≤ Cp,q (ερ3)
2(1− 1

p− 1
q ) δ

5− 3
q− 6

p ‖f ‖q‖g‖q .

The constants in these estimates are independent of the given admissible pair, of

ε, ρ and of δ. The same estimates are valid for admissible pairs (Ũ1, Ũ2) ∈ P̃δ of
type 2.

Fix p > 5/3 and q ≥ 2, and assume that U1 = U
x0

1 ,y
0
1 ,δ

1 and U2 = U
t02 ,y

0
1 ,y

0
2 ,δ

2
form an admissible pair of type 1. We shall only discuss the case of admissible pairs
of type 1; the type 2 case can be handled in the same way by symmetry.
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We shall see that the bilinear estimates associated to the sets U1, U2 can easily
be reduced by means of a suitable affine-linear transformation to either the classical
bilinear estimate in [19], when δ ≥ 1/10, or to the estimate for the special
“prototype” situation given in Sect. 4.1, when δ ≤ 1/10.

We first change to the coordinates (x ′′, y ′′) introduced in (18), which allows to

reduce to the case where (z0
1)

′′ = 0 and (z0
2)

′′ = (x0
2−x0

1+ε h′′(y0
1)

2 (y0
2−y0

1 ), y
0
2−y0

1).
Recall, however, that we need here to replace our original perturbation h(y) by the
cubic type perturbationH(y ′′) (compare (17)). In these coordinates,U1 corresponds
to the set

U ′′
1 := {(x ′′

1 , y
′′
1 ) : 0 ≤ y ′′

1 < ρ(1 ∧ δ), 0 ≤ x ′′
1 < ερ

2δ},

and U2 to the set

U ′′
2 = {(x ′′

2 , y
′′
2 ) : 0 ≤ x ′′

2 + εH ′(y ′′
2 )− a0 < ερ2δ, 0 ≤ y ′′

2 − (y ′′
2 )

0 < ρ},

where a0 := t02 −x0
1 and (y ′′

2 )
0 := y0

2 −y0
1 ∼ C0ρ (compare (31) and (28), and note

that τ0(0, z′′2) = x ′′
2 + εH ′(y ′′

2 ) in the coordinates (x ′′, y ′′)). Recall also from (33)
that |a0| ∼ C2

0ερ
2δ.

This suggests to apply the following scaling: we change to yet other coordinates
z′ = (x ′, y ′) by writing

y ′′ = ρy ′, x ′′ = ερ2(1 ∨ δ)x ′. (11)

Let us accordingly introduce the function

F(y ′) := H(ρy ′)
ρ3 , (12)

and note that the crucial phase function x ′′y ′′ + εH(y ′′) that arose from φ in (19)
after the change to the coordinates (x ′′, y ′′) assumes the following form in the
coordinates (x ′, y ′) :

x ′′y ′′ + εH(y ′′) = ερ3(1 ∨ δ)
(
x ′y ′ + F(y ′)

1 ∨ δ
)

=: ερ3(1 ∨ δ) φδ(x ′, y ′). (13)

Observe that also the function F is a perturbation function of cubic type, uniformly
also in ε and ρ. Indeed, the following holds true:

⎧⎪⎪⎨
⎪⎪⎩

F(0) = F ′(0) = F ′′(0) = 0,

|F ′′′(y ′)| = |H ′′(ρy ′)| ∼ C3,

|F (l)(y ′)| = |ρl−3H(l)(ρy ′)| ≤ Cl for all l ≥ 4.

(14)
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Thus, altogether we define a change of coordinates z′ = T (z) by

x ′ := ε−1(1 ∨ δ)−1ρ−2(x − x0
1 + ε h

′′(y0
1)

2
(y − y0

1)),

y ′ := ρ−1(y − y0
1 ).

Notice that the following lemma, in the case δ ≤ 1/10, corresponds to the
prototypical setup up to another harmless scaling (x ′, y ′) = (C2

0x
′′′, C0y

′′′).

Lemma 10 We have

φ(z) = ερ3(1 ∨ δ)φδ(T z)+ L(z), (15)

where L is an affine-linear map. Moreover, in these new coordinates, U1, U2
correspond to the sets

U ′
1 := {(x ′

1, y
′
1) : 0 ≤ y ′

1 < 1 ∧ δ, 0 ≤ x ′
1 < 1 ∧ δ} = [0, 1 ∧ δ[2,

U ′
2 = {(x ′

2, y
′
2) : 0 ≤ x ′

2 + F ′(y ′
2)

1 ∨ δ − a < 1 ∧ δ, 0 ≤ y ′
2 − b < 1},

(16)

where |b| := |ρ−1(y0
2 − y0

1)| ∼2 C0 and |a| := |ε−1ρ−2(1 ∨ δ)−1(t02 − x0
1)| ∼4

C2
0
δ

1∨δ = C2
0 (1∧ δ). Moreover, for Lee’s transversality expression �φδ in (3) for φδ ,

we have that

|�φδ
z̃′1
(z′1, z′2)| ∼ C3

0 (1 ∧ δ) for all z̃′1 ∈ U ′
1,

|�φδ
z̃′2
(z′1, z′2)| ∼ C3

0 for all z̃′2 ∈ U ′
2,

(17)

for every z′1 ∈ U ′
1 and every z′2 ∈ U ′

2. Also, for δ ≥ 1/10, the derivatives of φδ can
be uniformly (independently of δ) bounded from above.

The proof, if not clear from our previous discussions, is similar to the proof of
Lemma 2.4 in [7], so we will skip the details.

Reduction of Theorems 9 to 7 Consider the scaled sets U ′
1, U

′
2 from Lemma 10.

The Case δ > 1/101 In this case, we see that, U ′
1 and U ′

2 are squares of small
side length 2c0, separated by a distance of size 1, and moreover (17) shows that all
relevant transversalities are of size 1. Therefore we see that the conditions of Lee’s
Theorem 1.1 in [19] are satisfied for the patches of surface S′

1 and S′
2 which are the

graphs of φδ (defined in (13)) over the sets U ′
1 and U ′

2. This implies that for these

1We don’t need to distinguish precisely the two cases δ > 1 and δ ≤ 1 from the Theorem, since
the desired bounds are comparable for δ ∼ 1.
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patches of surface, we obtain uniform bilinear Fourier extension estimates when
p > 5/3 and q ≥ 2, of the form

‖EU ′
1
(f̃ )EU ′

2
(g̃)‖p ≤ Cp,q‖f̃ ‖q‖g̃‖q,

with a constant Cp,q which is independent of the choice of x0
1 , y

0
1 , t

0
2 , y

0
2 , ε, ρ and

δ. By scaling back to our original coordinates, we thus arrive at the estimate in the
first case of Theorem 9 (compare with the scaling argument in Sections 2.5 and 3 of
[7]).

The case δ ≤ 1/10 By a harmless scaling (x ′, y ′) = (C2
0x,C0y), the sets U ′

1 and
U ′

2 given by (16) transform to

U1 = {(x1, y1) : 0 ≤ x1 < c
2
0δ, 0 ≤ y1 < c0δ} = [0, c2

0δ)× [0, c0δ),

U2 = {(x2, y2) : 0 ≤ x2 + c2
0F

′(
y2

c0
)− a < c2

0δ, 0 ≤ y2 − b < c0},
(18)

where c0 = C−1
0 is small and |a| ∼ δ and b ∼ 1. Recall also that c3

0F(
y2
c0
)

satisfies the cubic type estimates (14). For the sake of simplicity, let us denote this
perturbation of cubic type again by F , so that in this case the phase φδ , given by
(13), can be written as

φδ(x
′, y ′) = x ′y ′ + F(y ′).

This means that we are in the prototypical situation. The claimed estimates for Case
2 in Theorem 9 will now follow directly from Theorem 7 for the prototypical case
in combination with Hölder’s inequality (to pass from L2-norms to Lq -norms), if
we again scale back to our original coordinates. �

5 The Whitney-Decomposition and Passage to Linear
Restriction Estimates: Proof of Theorem 1

In order to complete the proof of Theorem 1, let us finally briefly sketch how to pass
from the bilinear estimates in Theorem 7 to the crucial linear estimate in (5). Again
we shall closely follow our approach in [7] and only indicate the necessary changes.

Let (V1, V2) be an admissible pair of strips as defined in Sect. 3.2. Recall
the definition of admissible pairs of sets from the same subsection, and that we

had also introduced there the sets Pδ respectively P̃δ of admissible pairs of type
1 respectively type 2 at scale δ, and by P respectively P̃ we had denoted the
corresponding unions over all dyadic scales δ. The next lemma is in direct analogy
to Lemma 4.1 in [7] and can be proved in a similar fashion.
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Lemma 11 The following covering and overlapping properties hold true:

(i) For fixed dyadic scale δ, the subsetsU1×U2, (U1, U2) ∈ Pδ , of V1×V2 ⊂ Q×
Q are pairwise disjoint, as likewise are the subsets Ũ1 × Ũ2, (Ũ1, Ũ2) ∈ P̃δ .

(ii) If δ and δ′ are dyadic scales, and if (U1, U2) ∈ Pδ and (U ′
1, U

′
2) ∈ Pδ′ , then

the sets U1 × U2 and U ′
1 × U ′

2 can only intersect if δ/δ′ ∼27 1. In the latter
case, there is only bounded overlap. I.e., there is a constantM ≤ 26 such that
for every (U1, U2) ∈ Pδ there are at most M pairs (U ′

1, U
′
2) ∈ Pδ′ such that

(U1 × U2) ∩ (U ′
1 × U ′

2) �= ∅, and vice versa. The analogous statements apply
to admissible pairs in P̃.

(iii) If (U1, U2) ∈ Pδ and (Ũ1, Ũ2) ∈ P̃δ
′
, then U1 × U2 and Ũ1 × Ũ2 are disjoint

too, except possibly when both δ, δ′ ≥ 1/800 and δ ∼210 δ′. In the latter case,
there is only bounded overlap. I.e., there is a constant N = O(C0) such that

for every (U1, U2) ∈ Pδ there are at most N pairs (Ũ1, Ũ2) ∈ P̃δ
′
such that

(U1 × U2) ∩ (Ũ1 × Ũ2) �= ∅, and vice versa.
(iv) The product sets associated to all admissible pairs cover V1 × V2 up to a set

of measure 0, i.e.,

V1 × V2 =
( ⋃
(U1,U2)∈P

U1 × U2

)
∪
( ⋃
(Ũ1,Ũ2)∈P

Ũ1 × Ũ2

)

in measure.

To handle the bounded overlap between the sets U1 × U2 for pairs of admissible
sets (U1, U2) ∈ P of type 1 in Lemma 11, we define for ν = 0, . . . , 9 the subset
Pν := ⋃

j P210j+ν
of P. To these, we associate the subsets

Aν :=
⋃

(U1,U2)∈Pν
U1 × U2, ν = 0, . . . , 9,

and likewise introduce the corresponding subsets Ãν associated to admissible pairs
of type 2. Then we may argue as in [7] to show that it will suffice to prove restriction
estimates over these sets Aν , respectively Ãν , over which we have “decoupled” the
overlaps. Let us just look at the sets Aν in the sequel.

To prove Theorem 1, assume that r > 10/3 and 1/q ′ > 2/r , and put p := r/2.
so that p > 5/3, 1/q ′ > 1/p. By interpolation with the trivial estimate for r =
∞, q = 1, it is enough to prove the result for r close to 10/3 and q close to 5/2, i.e.,
p close to 5/3 and q close to 5/2. Hence, we may assume that p < 2, p < q < 2p.
Also, we can assume that suppf ⊂ {(x, y) ∈ Q : y ≥ 0}.
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As in [7], we easily see that it will suffice to prove the following: assume a scale
ρ is fixed, and that V1 ∼ V2 is an admissible pair of strips at scale ρ (as defined in
(27) of Sect. 3.2). Then the following holds true:

Lemma 12 If V1 ∼ V2 form an admissible pair of “strips” Vi = Vji ,ρ = [−1, 1]×
Iji ,ρ, i = 1, 2, at scale ρ within Q, and if f ∈ Lq(V1) and g ∈ Lq(V2), then for
5/3 < p < 2, p < q < 2p we have

‖EV1(f )EV2(g)‖p � Cp,q ρ2(1−1/p−1/q)‖f ‖q ‖g‖q for all f ∈ Lq(V1), g ∈ Lq(V2).

(1)

We remark that, eventually, we shall choose f = g, but for the arguments to
follow it is helpful to distinguish between f and g.

To prove this lemma, observe first that by means of an affine linear transformation
we may “move the strips V1, V2 vertically” so that j1 = 0, which means that V1
contains the origin and, by (25), j2 ∼ C0. This we shall assume throughout the
proof.

As mentioned before, it will suffice to estimate E((f ⊗ g)χAν ) in place of
EV1(f )EV2(g), and the same arguments as in [7] then show that we may decompose

(f ⊗ g)χAν =
∑
δ

∑
i,i′,j

f δi,j ⊗ gδi′,j ,

where

f δi,j = f χ
U
iερ2δ,jρ(1∧δ),δ
1

, gδi′,j = gχ
U
i′ερ2δ,jρ(1∧δ),j2ρ,δ
2

,

and where each
(
U
iερ2δ,jρ(1∧δ),δ
1 , U

i′ερ2δ,jρ(1∧δ),j2ρ,δ
2

)
forms an admissible pair, i.e.,

(33), (34) are satisfied. This means in particular that |i − i ′| ∼ C2
0 . The summation

in δ is here meant as summation over all dyadic δ such that δ � (ερ2)−1.
We may and shall also assume that f and g are supported on the set {y ≥ 0}.

Then

E((f ⊗ g)χAν ) =
∑
δ�1

∑
i,i′

̂f δi dσ
̂gδ
i′dσ +

∑
δ"1

∑
i,i′,j

̂f δi,j dσ
̂gδ
i′,j dσ . (2)

The first sum can be treated by more classical arguments (compare, e.g., [19] or
[34]), which in view of the first estimate in Proposition 9 then leads to a bound for
the contribution of that sum to ‖EV1(f )EV2(g)‖p in (1) of the order

∑
1�δ�(ερ2)−1

Cp,q (δερ
3)

2(1− 1
p
− 1
q
)‖f ‖q‖g‖q � ρ2(1− 1

p
− 1
q
)‖f ‖q‖g‖q ,
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as required. We leave the details to the interested reader. Note that for this first sum,
there is no gain when ε > 0 is getting small (which is to be expected), in contrast to
what will happen for the second sum.

We shall now concentrate on the second sum in (2) where δ " 1. Here, the
admissibility conditions reduce to |i − i ′| ∼ C2

0 , j2 ∼ C0.
We fix δ, and simplify notation by writing fi,j := f δi,j , gi,j := gδi,j , andU1,i,j :=

U
iερ2δ,jρ(1∧δ),δ
1 , U2,i′,j := Ui′ερ2δ,jρ(1∧δ),j2ρ,δ

2 .
As a first step in proving estimate (1), we exploit some almost orthogonality with

respect to the x-coordinate, following a classical approach (compare, e.g., [21, 22]).

Lemma 13 For 1 ≤ p ≤ 2, we have

∥∥ ∑
i,|i−i′ |∼C2

0 , j

̂fi,j dσ ̂gi′,j dσ
∥∥p
p
�
(ερ2)−1∑
N=0

∥∥∥ ∑
i∈[Nδ−1,(N+1)δ−1] ,

|i−i′|∼C2
0 , j

̂fi,j dσ ̂gi′,j dσ
∥∥∥p
p
.

Proof Assume that i ∈ [Nδ−1, (N + 1)δ−1], and that z1 = (x1, y1) ∈ U1,i,j and
z2 = (x2, y2) ∈ U2,i′,j , where |i− i ′| ∼ C2

0 , which means that (U1,i,j , U2,i′,j ) ∈ Pδ
is an admissible pair. Then, in a similar way as in the proof of the corresponding
lemma in [7], by means of Taylor expansions (where we only need to make use of
the estimates for third derivatives of h) one sees that |x2 − x1| � CC2

0ερ
2. This

implies that x1 + x2 = 2Nερ2 + O(ερ2), where the constant in the error term is of
order C2

0 , hence

U1,i,j + U2,i′,j ⊂ [2Nερ2 − C C2
0ερ

2, 2Nερ2 + C C2
0ερ

2] × [0, 2C0ρ].

These statements become even more lucid if we first apply the scaling y = ρy ′, x =
ερ2x ′, that we had already introduced in (11), for then we may assume that in our
definition of the sets U1,i,j , U2,i′,j we have ε = 1 and ρ = 1. We also remark
that the constant C will depend here only on the constant C3 which controls third
derivatives of h in (1).

Notice that the family of intervals
{[2Nερ2−C C2

0ερ
2, 2Nερ2+C C2

0ερ
2]}(ερ2)−1

N=0
is almost pairwise disjoint. Therefore we may argue as in the proof of Lemma 6.1
in [33] in order to derive the desired estimate. 
�

We proceed in analogy with [7]: U1,i,j is a rectangular box, now of dimension
ερ2δ × ρδ, and we shall further decompose the curved box U2,i′,j into essentially
rectangular boxes of the same dimensions ερ2δ × ρδ, by decomposing them in the
y-coordinate into O(1/δ) intervals of length ρδ. I.e., we shall put

Uk2,i′,j := {(x, y) ∈ U2,i′,j : 0 ≤ y − kρδ < ρδ}.
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Then

U2,i′,j =
·⋃
k

Uk2,i′,j ,

where the union is over a set of O(1/δ) indices k. Accordingly, we decompose
gi′,j = ∑

k g
k
i′,j , where gk

i′,j := gχUk
2,i′,j

. Then we have the following uniform

square function estimate:

Lemma 14 For 1 < p ≤ 2 there exists a constant Cp > 0 such that for every
N = 0, . . . , (ερ2)−1 we have

∥∥∥ ∑
i∈[Nδ−1,(N+1)δ−1],

|i−i′ |∼C2
0 , j

̂fi,j dσ ̂gi′,j dσ
∥∥∥
p

≤ Cp
∥∥∥
( ∑
i∈[Nδ−1,(N+1)δ−1],

|i−i′ |∼C2
0 , j ,k

|̂fi,j dσ ̂gk
i′,j dσ |2

)1/2∥∥∥
p
. (3)

Proof of Lemma 14 Notice first that a translation in x by Nρ2 allows to reduce
to the case N = 0, which we shall thus assume. Then the relevant sets U1,i,j and
U2,i′,j will all have their x-coordinates in the interval [0, ερ2].

For i, i ′, j, k as above, set S1,i,j := {(ξ, φ(ξ)) : ξ ∈ U1,i,j }, Sk2,i′,j :=
{(ξ, φ(ξ)) : ξ ∈ Uk2,i′,j }, and denote by (x ′, y ′) =Dε,ρ(x, y) := (ερ2x, ρy) the
scaling transformation which changes coordinates from z = (x, y) to z′ = (x ′, y ′).
The key to the square function estimate (3) is the following almost orthogonality
lemma:

Lemma 15 Assume N = 0, and denote by D̃ε,ρ, ρ > 0, the scaling transformation
on the ambient space R

3 which is given by D̃ε,ρ(x, y,w) := (ερ2x, ρy, ερ3w).
Then there is a family of cubes {Qk

i,i′,j }i∈[0,δ−1],|i−i′|∼C2
0 ,j ,k

in R
3 with bounded

overlap, whose sides are parallel to the coordinate axes and of length ∼ δ, such
that S1,i,j + Sk2,i′,j ⊂ D̃ε,ρ(Qki,i′,j ).
We remark that the amount of the overlap is in fact entirely controlled by the size
of the constant C3 in (1) (and on our choice of C0), but not on the constants Cl for
l ≥ 4 in (1).

Proof of Lemma 15 Note first that by our assumptions we have V1, V2 ⊂ [0, 1] ×
[0, 2C0ρ]. Since

D̃−1
ε,ρ

(
Dε,ρ(z

′), φ(Dε,ρ(z′))
) = (x ′, y ′, x ′y ′ + F(y ′))
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(compare Sect. 4.2), we may apply this scaling in order to reduce our considerations
to the case where ε = ρ = 1, if we replace the perturbation term h by the function
F which, according to (14), shares the same type of estimates as h. Notice also that,
after scaling, the sets corresponding to V1, V2 in the new coordinates then satisfy
V1, V2 ⊂ [0, (ερ2)−1] × [0, 2C0].

Therefore, from now on we shall work under these assumptions, denoting the
new coordinates again by (x, y) in place of (x ′, y ′), in order to defray the notation.

Notice also that if i ∈ [0, δ−1], |i − i ′| ∼ C2
0 , then the corresponding patches

of surface S1,i,j and Sk2,i′,j are contained in boxes of side length, say, 2δ, and sides
parallel to the axes, whose projections to the x-axis lie within the unit interval [0, 1].
Therefore we can choose for Qk

i,i′,j a square of side length 4δ, with sides parallel

to the axes, with the property that S1,i,j + Sk2,i′,j ⊂ Qk
i,i′,j . We shall prove that the

overlap is bounded, with a bound depending only on C0 and the constant C3 in (1).
Note that, if (x1, y1) ∈ U1,i,j and (x2, y2) ∈ Uk2,i′,j with |i − i ′| ∼ C2

0 , then, by
Lemma 4 we have

∣∣x2 − x1 + F ′(y2)− F ′(y1)− 1
2F

′′(y1)(y2 − y1)
∣∣ ∼ C2

0δ.

It suffices to prove the following: if (x1, y1), (x2, y2) and (x ′
1, y

′
1), (x

′
2, y

′
2) are

so that each coordinate of these points is bounded by a large multiple of C0, the y-
coordinates are positive and satisfy y2−y1 � C0, y

′
2−y ′

1 � C0 (by the y-separation
(28)), and

x2 − x1 + F ′(y2)− F ′(y1)− 1
2F

′′(y1)(y2 − y1) ∼ C2
0δ,

x ′
2 − x ′

1 + F ′(y ′
2)− F ′(y ′

1)− 1
2F

′′(y ′
1)(y

′
2 − y ′

1) ∼ C2
0δ,

x1 + x2 = x ′
1 + x ′

2 + O(δ),

y1 + y2 = y ′
1 + y ′

2 + O(δ),

x1y1 + F(y1)+ x2y2 + F(y2) = x ′
1y

′
1 + F(y ′

1)+ x ′
2y

′
2 + F(y ′

2)+ O(δ),

then

x ′
1 = x1 + O(δ), y ′

1 = y1 + O(δ), x ′
2 = x2 + O(δ), y ′

2 = y2 + O(δ). (4)

To prove this, set

a := x1 + x2, b := y1 + y2, a′ := x ′
1 + x ′

2, b′ := y ′
1 + y ′

2,

and

t1 := x1y1 + F(y1), t2 := x2y2 + F(y2).
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The analogous quantities defined by (x ′
1, y

′
1), (x

′
2, y

′
2) are denoted by t ′1 and t ′2.

Notice that by our assumptions, a and b only vary of order O(δ) if we replace
(x1, y1), (x2, y2) by (x ′

1, y
′
1), (x

′
2, y

′
2). Then,

t1 + t2 = 2x1y1 − bx1 − ay1 + ab + F(y1)+ F(b − y1).

We next choose c with |c| ∼ C2
0 , such that x2 − x1 + F ′(y2) − F ′(y1) −

1
2F

′′(y1)(y2 − y1) = cδ. Then we may re-write

x1 = (
a − cδ + F ′(b − y1)− F ′(y1)− 1

2F
′′(y1)(b − 2y1)

)
/2,

which implies that

t1 + t2 = (
y1 − b

2

)(
a − cδ + F ′(b − y1)− F ′(y1)− F ′′(y1)

(b
2

− y1

))

− ay1 + ab + F(y1)+ F(b − y1)

= ab/2 + O(δ)+ ψ(y1),

where we have set

ψ(y) := (
y − b

2

)[F ′(b − y)− F ′(y)+
(
y − b

2

)
F ′′(y)] + F(y)+ F(b − y).

We compute that the derivative of ψ is given by

ψ ′(y) = (
y − b

2

)[F ′′(y)− F ′′(b − y)+ (y − b

2
)F ′′′(y)]

= (
y − b

2

)2[2F ′′′(η)+ F ′′′(y)],
(5)

where η is some intermediate point between y and b − y.
Similarly, t ′1 + t ′2 = a′b′/2 +O(δ)+ψ(y ′

1). Since a = a′ +O(δ), b = b′ +O(δ),
hence ab = a′b′ +O(δ). By our assumption, t1 + t2 = t ′1 + t ′2 +O(δ), we conclude
that

ψ(y1) = ψ(y ′
1)+ O(δ). (6)

Here, the implicit constant in O(δ) depends so far only on C0. But, because of the
y-separation (28), we have |y2 − y1| � C0, and since b = y2 + y1, we see that
|y1 − b/2| ∼ C0. Moreover, since |F ′′′| ∼ C3, so that F ′′′ in particular does not
change sign, we deduce from (5) that for all relevant y’s we have

|ψ ′(y)| ∼ C3|y − b/2|2 ∼ C3C
2
0 � 1,

if we choose C0 sufficiently large.
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In combination with (6) this shows that we must have y ′
1 = y1 +O(δ), where the

implicit constant in O(δ) depends only on C3 and C0, hence also y ′
2 = y2 + O(δ),

and then our first three assumptions imply also the remaining assertions in (4).
This finishes the proof of the almost orthogonality Lemma 15. 
�
By means of the preceding lemmas and Rubio de Francia’s estimate [23] (see

also [9, 11]) we can now argue in almost exactly the same way as in [7] in order to
estimate the contribution of the second sum

∑
δ"1

∑
i,i′,j

̂f δi,j dσ
̂gδ
i′,j dσ

in (2) to ‖EV1(f )EV2(g)‖p in (1). In this way, we see that it is of the order

∑
δ"1

Cp,q ε
2(1− 1

p
− 1
q
)
δ5−2/q−7/pρ6(1−1/p−1/q)‖f ‖q‖g‖q

� Cp,q ε2(1− 1
p− 1

q )ρ6(1−1/p−1/q)‖f ‖q‖g‖q .

This estimate is even stronger than the required estimate in (1). Notice that the

additional factor ε2(1− 1
p− 1

q ) appears here, due to the estimate in Theorem 9 for Case
2, which was not present in [7] (where we had ε = 1). Also, the power of ρ is better
than needed, but these gains do not help for the total estimate of ‖EV1(f )EV2(g)‖p ,
because of the presence of first sum in (2), in which δ � 1. We leave the details to
the interested reader.

This completes the proof of Lemma 12. �
By means of Lemma 12, we may finally argue as in the last part of the proof

of Theorem 1.1 in [7] in order to sum the contributions by all admissible pairs of
“horizontal strips” V1 ∼ V2 and arrive at the estimate (5), thus completing the proof
of Theorem 1. �

Acknowledgments The authors would like to express their sincere gratitude to the referee for
many valuable suggestions which have greatly helped to improve the presentation of the material
in this article.
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On Young’s Convolution Inequality
for Heisenberg Groups

Michael Christ

To Fulvio Ricci with admiration, in celebration of his 70th
birthday

Abstract Young’s convolution inequality provides an upper bound for the con-
volution of functions in terms of Lp norms. It is known that for certain groups,
including Heisenberg groups, the optimal constant in this inequality is equal to that
for Euclidean space of the same topological dimension, yet no functions attain exact
equality. We characterize ordered pairs of functions that nearly achieve equality
for Heisenberg groups. The analysis relies on a characterization of approximate
solutions of a certain class of functional equations. A result of this type is developed
for a class of such equations.

Keywords Young’s convolution inequality · Maximizer · Symmetry ·
Functional equation

1 Introduction

This paper characterizes ordered triples of functions that nearly saturate Young’s
convolution inequality for Heisenberg groups, viewed as an inequality for the
trilinear form 〈f ∗ g, h〉. We first review Young’s inequality with sharp constant for
Euclidean spaces, then review the corresponding inequality for Heisenberg groups,
recalling observations of Klein and Russo [11] and of Beckner [2] concerning the
distinction between the Euclidean and Heisenberg settings. We introduce a group

Research supported by National Science Foundation grants DMS-1363324 and DMS-1901413.

M. Christ (�)
Department of Mathematics, University of California, Berkeley, CA, USA
e-mail: mchrist@berkeley.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
P. Ciatti, A. Martini (eds.), Geometric Aspects of Harmonic Analysis,
Springer INdAM Series 45, https://doi.org/10.1007/978-3-030-72058-2_6

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72058-2_6&domain=pdf
mailto:mchrist@berkeley.edu
https://doi.org/10.1007/978-3-030-72058-2_6


224 M. Christ

of symmetries of the inequality for Heisenberg groups, along with a special class
of ordered triples of Gaussian functions. Our main theorem states that an ordered
triple of functions nearly saturates the inequality if and only if it differs by a small
amount, in the relevant norm, from the image of one of these special ordered triples
of Gaussians under some element of the symmetry group. Our conclusion is of
“o(1)” type; we do not obtain an explicit upper bound on the difference of norms as
a function of the discrepancy from exact equality. However, O’Neill [15] has used
the result obtained here as the starting point in a proof of such a quantitative upper
bound.

The main elements of the analysis are the known analogue for Euclidean groups,
a characterization of approximate solutions of certain functional equations, and
structural aspects of Heisenberg group structure.

1.1 Young’s Inequality for Euclidean Groups

In its classical form, Young’s convolution inequality for the Euclidean group R
m

states that the convolution f ∗ g of functions f, g satisfies the upper bound

‖f ∗ g‖Lr (Rm) ≤ ‖f ‖Lp(Rm)‖g‖Lq(Rm) (1)

whenever p, q, r ∈ [1,∞] and r−1 = p−1 + q−1 − 1. In its sharp form established
by Beckner [1] for the case when all three of p, q, r ′ are less than or equal to 2, and
subsequently established independently by Brascamp and Lieb [3] and by Beckner
for the full range of exponents, it states that

‖f ∗ g‖Lr (Rm) ≤ Cmp,q‖f ‖Lp(Rm)‖g‖Lq(Rm) (2)

with

Cp,q = ApAqAr ′ where As = s1/2s t−1/2t with t = s′; (3)

here and below s′ denotes the exponent s′ = s/(s − 1) conjugate to s. The factor
Cp,q is strictly less than 1 provided that p, q, r ∈ (1,∞), and Cnp,q is the optimal
constant in this inequality for all exponents and all dimensions.

Write p = (p1, p2, p3) with pj ∈ [1,∞], f = (f1, f2, f3), and x = (x1, x2, x3)

where each xj ∈ R
m. We use the notational convention

‖f‖p =
3∏
j=1

‖fj‖pj . (4)

An ordered triple p = (p1, p2, p3) of exponents is said to be admissible if pj ∈
[1,∞] and

∑3
j=1 p

−1
j = 2.
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Rather than working with the bilinear operation (f, g) �→ f ∗ g, we will work
with the trilinear form

T(f) = TR
m(f) =

∫
x1+x2+x3=0

3∏
j=1

fj (xj ) dλRm(x) (5)

where λRm is the natural Lebesgue measure on

�R
m = {x ∈ (Rm)3 : x1 + x2 + x3 = 0}. (6)

That is,

λRm(E) =
∫
R
m×R

m
1E(x1, x2,−x1 − x2) dx1 dx2.

The three variables x1, x2, x3 may be freely permuted in the definition of λRm .
For p ∈ [1,∞]3 define

Ap =
3∏
j=1

p
1/2pj
j q

−1/2qj
j (7)

where qj is the exponent conjugate to pj , with ∞±1/∞ interpreted as 1. Then Ap
is strictly less than 1 whenever p is admissible and each pj belongs to the open
interval (1,∞). The inequality of Beckner and Brascamp-Lieb can be restated as

∣∣TR
m(f)

∣∣ ≤ Amp ‖f‖p (8)

whenever p is admissible. The factor Amp is optimal for all exponents.
By a Gaussian function G with domain equal to a Euclidean space R

m we mean
a function

G(x) = ce−|L(x−a)|2+ix·b (9)

where 0 �= c ∈ C, a ∈ R
m, b ∈ R

m, and L : R
m → R

m is an invertible linear
endomorphism. A linear imaginary term, ix · b, is allowed in the exponent, but the
quadratic part of the exponent is real. In other contexts, the term “Gaussian” may
refer to functions that are either more, or less, general.

For the Euclidean group R
m, maximizing triples1 f for Young’s convolution

inequality exist for all admissible exponent triples p with each pj ∈ (1,∞). All

1We abuse language mildly by writing “extremizer” or “maximizer”, since saturators of the
inequality are maximizers of the ratio of the functional on the left-hand side of the inequality
to the product of the norms on the right.
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such triples were characterized by Brascamp and Lieb [3]. See also Lieb [12]
for related results. Suppose that ‖fj ‖pj > 0 for each index j . If |TR

m(f)| =
Amp ‖f‖p then each function fj is a Gaussian functionGj = cj e−ρj |Lj (x−aj )|2+ix·bj .
Moreover, the ordered triple (G1,G2,G3) is compatible in the sense that a1 + a2 +
a3 = 0, b1 = b2 = b3, L1 = L2 = L3, and (ρ1, ρ2, ρ3) = (sp′

1, sp
′
2, sp

′
3) for some

s ∈ R
+, where p′

j = pj/(pj − 1) is the exponent conjugate to pj . Conversely, if
each fj is a Gaussian and if these functions are compatible in the sense indicated,
then |TR

m(f)| = Amp ‖f‖p.
A qualitative stability property of extremizers of Young’s inequality for Rm was

established in [4]. If ‖fj‖pj = 1 for each index j and if T(f) ≥ Amp − δ then
f lies within distance ε(δ) of a maximizing triple of Gaussians, in the sense that
‖fj − Gj‖pj ≤ ε(δ), and ε(δ) → 0 as δ → 0. The present paper establishes a
corresponding result for Hd , but the formulation is more intricate.

For Rm, a quantitative stability theorem with ε(δ) = C(m,p)δ1/2 is established
in [10] for the case in which pj ≤ 2 for all three indices j . For a partial range
of admissible exponents p, but not for the full range, this is a corollary of a
corresponding theorem for the Hausdorff–Young inequality devloped in [8]. A
quantitative statement with a smaller (and optimal) exponent is also established for
the case in which some exponent exceeds 2.

1.2 Young’s Inequality for Heisenberg Groups

Let d ∈ N, and identify R
2d+1 with R

2d ×R. The Heisenberg group H
d is R2d+1 as

a set, with the group law

z · z′ = (x, t) · (x ′, t ′) = (x + x ′, t + t ′ + σ(x, x ′)) (10)

where z = (x, t), z′ = (x ′, t ′), and σ : R2d × R
2d → R

1 is the symplectic form

σ(x, x ′) =
d∑
j=1

(
xjx

′
j+d − xj+dx ′

j

)
. (11)

Although we use multiplicative notation for the group law, we denote the the group
identity element by 0 = (0, 0). The Heisenberg multiplicative inverse of v = (x, t)
is v−1 = (−x,−t). There are alternative isomorphic formulations of this group law,
some of which are in common use. By a Gaussian function G : Hd → C we mean
a Gaussian function G : R2d+1 → C, with respect to the coordinate system for Hd

introduced above.
Lp norms onHd are defined with respect to Lebesgue measure on R

2d+1, and will
be denoted by ‖ ·‖Lp and more succinctly by ‖ ·‖p . Throughout this paper, integrals
over Hd , and measures of subsets of Hd , are understood with respect to Lebesgue
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measure on R
2d+1, unless the contrary is explicitly indicated. Convolution is defined

to be f ∗g(u) = ∫
H
d f (uv−1)g(v) dv. This bilinear operation is associative, but not

commutative, on the Schwartz space.
We phrase Young’s inequality for Hd in terms of the trilinear form

T
H
d (f) =

∫
z1z2z3=0

3∏
j=1

fj (zj ) dλ(z) (12)

where z1z2z3 is the threefold H
d product and λ = λ

H
d is the natural Lebesgue

measure on

�
H
d = {z ∈ (Hd)3 : z1z2z3 = 0}. (13)

That is, for E ⊂ �
H
d ,

λ(E) =
∫
H
d×H

d
1E(z1, z2, z

−1
2 z

−1
1 ) dz1 dz2

and the roles of the variables z1, z2, z3 can be interchanged provided that noncom-
mutativity of the group law is taken properly into account. Just as in the Euclidean
case, it is elementary that |T

H
d (f)| ≤ ‖f‖p whenever fj ∈ Lpj for all j and p is

admissible.
Klein and Russo [11] and Beckner [2] have observed that the sharper inequality

∣∣T
H
d (f)

∣∣ ≤ A2d+1
p ‖f‖p (14)

holds, with the same constant factor on the right-hand side as for Euclidean space of
dimension 2d+1. We will abuse language mildly by referring to tuples of functions
that maximize the ratio |T

H
d (f)|/‖f‖p as maximizers of the inequality (14).

The quantity A2d+1
p is the optimal constant in (14). Beckner has observed

further that there exist no maximizing functions, that is, |T
H
d (f)| is strictly less

than A2d+1
p ‖f‖p whenever all three functions have positive norms and each pj ∈

(1,∞).2
The nonexistence of maximizing functions can be viewed differently. For each

s ∈ R, the set R2d+1 is a group under the operation +s defined by

(x, t) +s (x ′, t ′) = (x + x ′, t + t ′ + sσ (x, x ′)). (15)

2Klein and Russo do not explicitly discuss existence of extrenizers for Young’s inequality, but
do prove a closely related result: There exist no nonzero maximizers for the Heisenberg group
analogue of the Lp → Lp

′
Hausdorff–Young inequality when the conjugate exponent p′ is an

even integer.
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This group is isomorphic to H
d when s �= 0, and to the Euclidean group R

2d+1

when s = 0. Haar measure is Lebesgue measure in these coordinates, for all s. The
optimal constant in Young’s convolution inequality is A2d+1

p for every s. A datum
(f, s) realizes this optimal constant if and only if s = 0 and f is a maximizing
ordered triple G for Rd+1. Theorem 7, below, could be reformulated as an assertion
that (f, s) nearly realizes the optimal constant only if (f, s) is close to such a datum
(G, 0), in an appropriate sense. This point of view is pursued in [15].

In a series of works [4–10] we have studied various sharp inequalities for which
maximizing functions (respectively ordered tuples of functions or sets) exist and
have previously been characterized. We have shown that functions (respectively
ordered tuples of functions or sets) that nearly saturate the inequalities are nearly
equal, in appropriate norms or other measures of approximation, to maximizing
functions (respectively ordered tuples of functions or sets). The present paper
characterizes near-maximizers, in a setting in which no maximizers exist.

2 Definitions and Main Theorem

Our main result, Theorem 7, will state that if f nearly maximizes the ratio
|T

H
d (f)|/‖f‖p then there exists an ordered triple (G1,G2,G3) of Gaussians with

certain properties, such that ‖fj −Gj‖pj is appropriately small for each index j . In
order to formulate this result precisely, several definitions are required.

2.1 The Symplectic Group

Denote by Sp(2d) the symplectic group of all invertible linear mappings S : R2d →
R

2d satisfying

σ(Sx, Sx ′) = σ(x, x ′) for all x, x ′ ∈ R
2d . (16)

To S ∈ Sp(2d) is associated the group automorphism (x, t) �→ (Sx, t) of Hd .
Let J denote the 2d × 2d matrix

J =
(

0 I

−I 0

)
(17)

where I is the d × d identity matrix. Since σ(x, y) = 〈x, Jy〉 for x, y ∈ R
2d ,

the identity σ(Sx, Sy) ≡ σ(x, y) that defines Sp(2d) is equivalent to 〈Sx, JSy〉 ≡
〈x, Jy〉. Thus S ∈ Sp(2d) if and only if S∗JS = J .
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2.2 Symmetries

Let ! = (ψ∗
1 , ψ

∗
2 , ψ

∗
3 ) be an ordered 3-tuple of invertible linear mappings ψ∗

j :
Lpj (Hd )→ Lpj (Hd ). Consider the functional


(f) = |T
H
d (f)|

‖f‖p
, (18)

defined for all f satisfying ‖f‖p �= 0, with ‖f‖p = ∏3
j=1 ‖fj‖pj as in (4). Given

p, we say that ! is a symmetry of the inequality (14), or of the functional 
, if

(!f) = 
(f) for all f ∈ Lp1 × Lp2 × Lp3 with ‖f‖p �= 0. These 3-tuples form a
group under componentwise composition.

Most of the symmetries of
 relevant to our considerations are defined in terms of
mappings of the underlying space Hd . To any diffeomorphismψ of Hd we associate
a linear operator on functions f : Hd → C, defined by

ψ∗(f ) = f ◦ ψ.

We next list four families of ordered triples (ψ1, ψ2, ψ3) of diffeomorphisms of Hd

such that ! = (ψ∗
1 , ψ

∗
2 , ψ

∗
3 ) is a symmetry of 
. The first three of these families

are:

⎧⎪⎪⎨
⎪⎪⎩

(i) ψj (x, t) = (rx, r2t) with r ∈ R
+

(ii) ψj (z) = (uj zwj ) with w1 = u−1
2 , w2 = u−1

3 , and w3 = u−1
1 .

(iii) ψj (x, t) = (Sx, t) with S ∈ Sp(2d).

(19)

The fourth family is defined by

ψj (x, t) = (x, t + ϕj (x)) (20)

where (ϕ1, ϕ2, ϕ3) is an ordered triple of affine mappings from R
2d to R

1 that
satisfies

∑3
k=1 ϕk(xk) = 0 whenever

∑3
k=1 xk = 0. In (i), r is independent of j ;

likewise S is independent of j in (iii). In (ii), ujzjwj is the H
d group product of

these three elements.
A fifth family of symmetries is defined in terms of modulations of functions,

rather than diffeomorphisms of the underlying space. For any u ∈ R
2d define ! =

(ψ1, ψ2, ψ3) by

(ψjf )(x, t) = eiu·xf (x, t). (21)

The exponent iu · x depends only on the coordinate x, not on t .
Each component of each element of each of these five families is an invertible

bounded linear operator on Lp(Hd) for all p ∈ [1,∞]. By the composition ! ◦ ! ′
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of two such ordered triples we mean the ordered triple (ψ1 ◦ ψ ′
1, ψ2 ◦ ψ ′

2, ψ3 ◦ψ ′
3)

defined by componentwise composition.

Lemma 1 Each of the ordered triples of linear operators ! listed above is a
symmetry of the ratio 
 for every admissible p.

The straightforward verifications are left to the reader. �
Definition 2 G(Hd) denotes the group of all ordered triples ! = (ψ1, ψ2, ψ3),
with each ψj an invertible linear transformation of Lpj (Hd ), that can be expressed
as compositions of finitely many symmetries of the inequality (14), with each factor
being one of the five types introduced above.

A sixth family of symmetries of 
 is f �→ (c1f1, c2f2, c3f3) with each cj ∈
C \ {0}. We have chosen not to include these symmetries in G(Hd ). The definition
of G(Hd) could be modified by including them, resulting in a corresponding
modification of the statement of Theorem 7 below.

2.3 Special Ordered Triples of Gaussians on H
d

Definition 3 Let d ≥ 1 and ε > 0. A canonical ε-diffuse Gaussian is a function
G : Hd → C of the form

G(x, t) = e−|Lx|2e−at2eibt

where a > 0, b ∈ R, and L : R2d → R
2d is an invertible linear endomorphism,

which together satisfy

max(a1/2, a, |b|) · ‖L−1‖2 ≤ ε. (22)

Notation 4 γ (p) = (γ1, γ2, γ3) with

γj = p′
j , (23)

the exponent conjugate to pj .

Definition 5 Let p be admissible. An ordered triple G = (G1,G2,G3) of canonical
ε-diffuse Gaussians

Gj(x, t) = e−|Ljx|2e−aj t2eibj t

is said to be p-compatible if there exist L, a, b such that Lj = γ
1/2
j L, aj = γja,

and bj = b for all j ∈ {1, 2, 3}.
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Definition 6 Let d ≥ 1 and let ε > 0 be small. An ordered triple G = (G1,G2,G3)

of Gaussian functions Gj : H
d → C is ε-diffuse and p-compatible if there exist

! ∈ G(Hd), scalars cj ∈ C \ {0}, and a p-compatible ordered triple (G̃1, G̃2, G̃3)

of canonical ε-diffuse Gaussian functions such that

Gj = cjψj G̃j for each index j ∈ {1, 2, 3}.

2.4 Main Theorem

Theorem 7 For each d ≥ 1 and each admissible ordered triple p of exponents there
exists a function δ �→ ε(δ) satisfying limδ→0 ε(δ) = 0 with the following property.
Let f ∈ Lp(Hd ) and suppose that ‖fj‖pj �= 0 for each j ∈ {1, 2, 3}. Let δ ∈ (0, 1)
and suppose that |T

H
d (f)| ≥ (1 − δ)A2d+1

p ‖f‖p. Then there exists a p-compatible
ε(δ)-diffuse ordered triple of Gaussians G = (G1,G2,G3) such that

‖fj −Gj‖pj ≤ ε(δ)‖fj‖pj for each j ∈ {1, 2, 3}. (24)

Thus Gj = cjψj G̃j where cj ∈ C \ {0}, (G̃1, G̃2, G̃3) is a canonically ε(δ)-
diffuse p-compatible ordered triple of Gaussians, and ! = (ψ1, ψ2, ψ3) ∈ G(Hd ).

O’Neill [15] has built on Theorem 7 together with the analysis developed in [10]
to establish a quantitative form of its conclusion, in the same way that [10] quantifies
[4]. Theorem 7 remains an essential part of the analysis; its conclusion provides the
starting point for the perturbative analysis in [15].

3 Approximate Solutions of Functional Equations

A principal ingredient of the analysis is a quantitative expression of the unsolvability
of a variant of the functional equation

ϕ(x)+ ψ(y)+ ξ(x + y) = 0. (25)

This variant takes the form

ϕ(x)+ ψ(y)+ ξ(x + y)+ σ(x, y) = 0 (26)

where the functions ϕ,ψ, ξ have domains equal to R
2m. Its unsolvability is

formulated below, in quantitative terms, as Proposition 18.
An ad hoc argument that relies on the antisymmetry of σ(x, y) will enable us to

deduce the information needed concerning (26) from what is already known about
approximate solutions of (25). This leads naturally to analogous questions about
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more general functional equations, for which this ad hoc argument may not apply.
We therefore digress to present the following general result, which is suggested and
motivated by considerations in this paper, but is not actually used in the proofs of
the main theorems.

Consider the difference operators

(�hf )(x) = f (x + h)− f (x), (27)

where x ∈ R
d and + denotes the Euclidean group operation. Let B and B̃ be balls

in R
d of positive, finite radii, with B̃ centered at the origin.

Theorem 8 For each dimension d ≥ 1, each nonnegative integerD, and each η >
0 there exists a function δ �→ ε(δ) satisfying limδ→0 ε(δ) = 0 with the following
property. Suppose that |B̃| ≥ η|B|, 0 < δ ≤ 1, and A ∈ [0,∞). Let ϕ : B+ B̃ → C

be Lebesgue measurable. Let

Ph(x) =
∑

|α|≤D
aα(h)x

α (28)

be a polynomial function of x of degree ≤ D whose coefficients aα are Lebesgue
measurable functions of h. Suppose that there exists a function B × B̃ . (x, h) �→
Ph(x) ∈ C such that

∣∣�hϕ(x)− Ph(x)∣∣ ≤ A (29)

for all (x, h) ∈ B × B̃ with the exception of a set of measure ≤ δ|B| · |B̃|.
Then there exists a polynomialQ of degree at mostD + 1 such that

∣∣ϕ(x)−Q(x)∣∣ ≤ CA (30)

for all x ∈ B outside a set of measure ≤ ε(δ)|B|. The constant C and function ε
depend only on d,D, η.

This is proved in Sect. 11. It has already been applied in [13].
We will use informal language “for nearly all y ∈ E” to indicate a Lebesgue

measurable subset A ⊂ E satisfying |A| ≤ oδ(1)|E|, where the quantity oδ(1)
depends on δ,p, d alone and tends to 0 as δ → 0 while p, d remain fixed. “Nearly
all (y1, y2) ∈ E2” has a corresponding meaning.

In the simplest caseD = 0, the assumption is that |ϕ(x+h)−ϕ(x)−a(h)| ≤ A
for nearly all points of B × B̃; this assumption is an approximate version of the
fundamental functional equation (25). In that special case, Theorem 8 is proved
in [4].

It is natural to also record a multiplicative analogue Theorem 8. Let B and B̃ be
as above.
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Theorem 9 For each dimension d ≥ 1, each nonnegative integerD, and each η >
0 there exists a function δ �→ ε(δ) satisfying limδ→0 ε(δ) = 0 with the following
property. Suppose that |B̃| ≥ η|B|, 0 < δ ≤ 1, and A ∈ [0, 2]. Let ϕ : B + B̃ → R

be Lebesgue measurable. Suppose that there exists a function B × B̃ . (x, h) �→
Ph(x) ∈ R such that

|ei(ϕ(x+h)−ϕ(x))e−iPh(x) − 1| ≤ A (31)

for all (x, h) ∈ B × B̃ with the exception of a set of measure ≤ δ|B| · |B̃|. Suppose
that

Ph(x) =
∑

|α|≤D
aα(h)x

α (32)

is a polynomial function of x of degree ≤ D whose coefficients aα are Lebesgue
measurable real-valued functions of h. Then there exists a polynomialQ of degree
at most D + 1 such that

|eiϕ(x)e−iQ(x) − 1| ≤ CA (33)

for all x ∈ B outside a set of measure ≤ ε(δ)|B|. The constant C and function ε
depend only on d,D, η.

4 Analogue for Twisted Convolution

Consider twisted convolution of functions with domains R
2d . The associated

trilinear forms are

T
R

2d ,ρ(f) =
∫
(R2d )3

eiρσ(x1,x2)
3∏
j=1

fj (xj ) dλR2d (x) (34)

where 0 �= ρ ∈ R is a parameter, x = (x1, x2, x3) ∈ (R2d)3, and λ
R

2d = {x :
x1 + x2 + x3 = 0}. Since |T

R
2d ,ρ(f)| ≤ T

R
2d (|f1|, |f2|, |f3|), one has

|T
R

2d ,ρ(f)| ≤ A2d
p

3∏
j=1

‖fj‖pj (35)

for admissible p. The constant A2d
p is optimal [11], as one sees by considering

ordered triples of Gaussians that saturate Young’s inequality for R
2d and are

concentrated near 0. Again, there exist no maximizing triples [11].
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Theorem 10 For each d ≥ 1 and each admissible ordered triple p of exponents
there exists a function δ �→ ε(δ) satisfying limδ→0 ε(δ) = 0 with the following
property. Let f ∈ Lp(R2d) and suppose that ‖fj‖pj �= 0 for each j ∈ {1, 2, 3}.
Let δ ∈ (0, 1) and suppose that |T

R
2d ,ρ(f)| ≥ (1 − δ)A2d

p ‖f‖p. Then there exist
S ∈ Sp(2d) and a p-compatible ordered triple of Gaussians G = (G1,G2,G3)

such thatG$j = Gj ◦ S satisfy

‖fj −G$j‖pj ≤ ε(δ)‖fj‖pj for j ∈ {1, 2, 3} (36)

andGj take the form

Gj(x) = cj e−p
′
j |L(x−aj )|2eix·ve−iρσ (ãj ,x) (37)

where v ∈ R
2d , 0 �= cj ∈ C, a1 + a2 + a3 = 0, ã3 = 0, ã1 = a2, ã2 = a1, and

L : R2d → R
2d is an invertible linear transformation satisfying

|ρ| · ‖L−1‖2 ≤ ε(δ). (38)

The expressions for the modified parameters ãj involve an arbitrary choice;
alternative expressions can equally well be used, with alterations absorbed into the
parameter v.

The proof of Theorem 10 follows that of Theorem 7, with some simplifications.
A brief discussion is in Sect. 13.

O’Neill [14] has formulated and proved a quantitative form of this conclusion.
Again, the qualitative conclusion is needed as a starting point for the quantitative
analysis of a perturbative expansion of the functional about (f, ρ) = (G, 0).

5 Nonexistence of Maximizers, and Value of the Optimal
Constant

We begin by reviewing proofs that the optimal constant in Young’s inequality for
H
d equals the optimal constant for Euclidean space of dimension 2d + 1, and that

maximizing triples do not exist. To show that the constant for Hd is at least as large
as for R2d+1, let ε > 0 be small, and consider the ordered triple of functions fε =
(fj,ε : 1 ≤ j ≤ 3) with fj,ε(x, t) = e−γj |x|2e−εγj t2 and γ (p) = (γ1, γ2, γ3) as
in (23). For each ε > 0, fε saturates Young’s inequality for R2d+1. One finds by a
simple change of variables t = ε−1/2s that

T
H
d (fε)

T
R

2d+1(fε)
→ 1 as ε → 0. (39)
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To prove the reverse implication, let fj ∈ Lpj (Hd) be nonzero nonnegative
functions which are otherwise arbitrary. For x ∈ R

2d define

{
Fj (x) = ‖fj (x, ·)‖Lpj (R)
fj,x (t) = fj (x, t)/Fj (x) if Fj (x) �= 0,

(40)

with instead fj,x (t) ≡ 0 if Fj (x) = 0. Write x = (x1, x2, x3) ∈ (R2d)3. Then

T
H
d (f) =

∫
�

R2d

3∏
j=1

Fj (xj )TR
1(f1,x1, f2,x2, f

†
3,x) dλR2d (x) (41)

where

f
†
3,x(s) = f3,x3(s + σ(x1, x2)). (42)

Straightforward calculation gives f3,x3(s+σ(x1, x2)+σ(x1+x2, x3)) as the natural
definition of f †

3,x(s), but outside of a λ
R

2d -null set this simplifies to f3,x3(s +
σ(x1, x2)) since

x1 + x2 + x3 = 0 /⇒ σ(x1 + x2, x3) = σ(x1 + x2,−x1 − x2) = 0.

Therefore

|T
R

1(f1,x1, f2,x2, f
†
3,x)| ≤ Ap

3∏
j=1

‖fj,xj ‖pj ≤ Ap

with equality only if
∏3
j=1 Fj (xj ) �= 0 and (f1,x1, f2,x2, f

†
3,x) is a maximizing triple

for Young’s inequality for R1. Inserting this into (41) gives

|T
H
d (f)| ≤ Ap

∫
x1+x2+x3=0

3∏
j=1

Fj (xj ) dλR2d (x)

= ApTR
2d (F1, F2, F3) ≤ ApA2d

p

3∏
j=1

‖Fj‖Lpj (R2d ) = A2d+1
p ‖f‖p.

This proves that the optimal constant for Hd cannot exceed the optimal constant for
R

2d+1.
This analysis implicitly proves that maximizers do not exist for Hd . For arbitrary

nonnegative fj ∈ Lpj (Hd ) with positive norms, we have shown that equality holds
only if both (i) for λ-almost every x ∈ �

R
2d , (f1,x1, f2,x2, f

†
3,x3
) is a maximizing
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triple for Young’s inequality for R1, and (ii) (F1, F2, F3) is a maximizing triple for
Young’s inequality for R2d .

By the characterization of equality in Young’s inequality for R2d , each Fj must
be a Gaussian; in particular, Fj is nonzero almost everywhere. Likewise, fj,y must
be a Gaussian for almost every y ∈ R

2d for each index j ∈ {1, 2, 3}. Moreover,
(f1,x1, f2,x2, f

†
3,x3
) must be p-compatible. Expressing

fj,y(s) = cj (y)e−γj (y)(s−aj(y))2+ibj (y)s,

compatibility forces the functional equation

a1(y1)+ a2(y2)+ a3(−y1 − y2)+ σ(y1, y2) = 0 (43)

for almost every (y1, y2) ∈ R
2d × R

2d .

Lemma 11 There exists no ordered triple of measurable functions aj : R2d → C

that satisfies the functional equation (43) for almost every (y1, y2) ∈ (R2d)2.

Proof of Lemma 11 Write (43) with the roles of y1, y2 interchanged, and add the
result to (43). Since σ is antisymmetric, its contributions cancel, leaving

a(x1)+ a(x2)+ a3(−x1 − x2) = 0

for almost every (x1, x2) ∈ (R2d)3, where a = 1
2a1 + 1

2a2. As is well known, any
measurable solutions of this functional equation must agree almost everywhere with
affine functions. Thus a3 is affine.

Inserting this conclusion into (43), we find that there exist functions ãj , which
differ from aj by affine functions, such that ã1(x1) + ã2(x2) + σ(x1, x2) = 0
almost everywhere. By freezing almost any value of x2 one finds that ã1 agrees
almost everywhere with an affine function. The same reasoning applies to ã2. But
the original equation (43) cannot hold with all three functions aj affine, since σ is
not an affine function of (y1, y2). 
�

This paper establishes a more quantitative form of Lemma 11, and reduces
Theorem 7 to this result by elaborating on the reasoning shown above. Klein and
Russo [11] have shown how the same type of reasoning as that shown above can be
applied to certain semidirect product Lie groups. Much of the quantitative analysis
below extends straightforwardly to more general semidirect products. However,
each semidirect product leads to its own analogue of the variant (43) of the classical
functional equation (25). In this paper we analyze only one such variant, leaving a
general investigation for future work.

Remark 12 There is no solution (a1, a2, a3) of (43) in the sense of distributions.

This remark does not subsume Lemma 11, since the lack of any assumption
in that lemma that the functions aj are locally integrable prevents their being
interpreted as distributions.
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Proof of Remark 12 Write yj = (yj,k)1≤k≤2d . Applying ∂2

∂y1,m∂y1,n
gives

∂2a1

∂y1,m∂y1,n
(y1)+ ∂2a3

∂y1,m∂y1,n
(y1 + y2) ≡ 0,

whence ∂2a3
∂y1,m∂y1,n

(y1 + y2) is independent of y2 as a distribution. Therefore a3, and
hence a1, are quadratic polynomials. The same applies to a2.

Now consider any k ∈ {1, 2, . . . , d} and apply ∂2

∂y1,k∂y2,k+d + ∂2

∂y2,k∂y1,k+d to
both sides of (43). This differential monomial annihilates σ(y1, y2). It results that

∂2

∂yk∂yk+d a3 ≡ 0. By applying ∂2

∂y1,m∂y2,n
for other pairsm,n one obtains ∂2

∂ym∂yn
a3 ≡ 0

for all m,n. Thus a3 is an affine function.
Once this is known, apply to ∂2

∂y1,m∂y1,n
to conclude that a1 is affine. In the same

way, a2 is affine. (43) now expresses σ(y1, y2) as a sum of three affine functions,
contradicting the definition of σ . 
�

6 Sufficiency

Proposition 13 Let d ≥ 1, and let p be admissible. For each ε > 0 there
exists η(ε) > 0 satisfying limε→0 η(ε) = 0 with the following property. For any
p-compatible ε-diffuse ordered triple G = (G1,G2,G3) of Gaussian functions
Gj : Hd → C \ {0},

|T
H
d (G)| ≥ (1 − η(ε))A2d+1

p

3∏
j=1

‖Gj‖pj .

More generally, it follows immediately from the triangle inequality that if G is
p-compatible and ε-diffuse, and if ‖fj −Gj‖pj < ε‖fj‖pj for all j ∈ {1, 2, 3} then

|T
H
d (f)| ≥ (1 − η(ε))A2d+1

p

3∏
j=1

‖fj‖pj

where the function η is modified but is still oε(1).
The following notation will be used throughout the analysis, here and below.

Definition 14 For any invertible linear endomorphism L of R2d ,

σL(x, y) = σ(L−1x,L−1y) (44)

for x, y ∈ R
2d .
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Proof of Proposition 13 Since the action of G(Hd) preserves the ratio
|T

H
d (f)|/∏3

j=1 ‖fj‖pj , it suffices to prove this for p-compatible ordered triples
of canonical ε-diffuse Gaussians. Thus we may assume that

Gj(x, t) = e−γj |Lx|2e−γjat2eibt

where L is an invertible linear endomorphism of R
2d , a > 0, b ∈ R, and

max(a1/2, |b|)‖L−1‖2 ≤ ε. In this situation,

T
H
d (G) =

∫
R

2d×R
2d
e−γ1|Lx1|2−γ2|Lx2|2−γ3|L(x1+x2)|2

·
∫
R×R

e−γ1at
2
1−γ2at

2
2 −γ3a(t1+t2+σ(x1,x2))

2
ei[bt1+bt2−b(t1+t2+σ(x1,x2))] dt1 dt2 dx1 dx2.

Cancelling where possible and substitutingLxj = yj givesT
H
d (G) = | det(L)|−2·I

with

I =
∫
R

4d
e−γ1|y1|2−γ2|y2|2−γ3|y1+y2|2e−ibσL(y1,y2)

·
∫
R

2
e−γ1at

2
1 −γ2at

2
2−γ3a(t1+t2+σL(y1,y2))

2
dt1 dt2 dy1 dy2.

Define

J =
∫
R

4d
e−γ1|y1|2−γ2|y2|2−γ3|y1+y2|2

∫
R

2
e−γ1at

2
1 −γ2at

2
2 −γ3a(t1+t2)2 dt1 dt2 dy1 dy2.

G is a maximizing ordered triple for Young’s inequality with exponents p for R2d+1,
with the same coordinates (x, t). Thus J = | det(L)|2A2d+1

p
∏3
j=1 ‖Gj‖pj . Thus it

suffices to prove that

|I | ≥ (1 − oε(1))J.

An application of Young’s inequality for R1 to the inner integral, followed by an
application Young’s inequality for R2d to the remaining outer integral, also reveals
that |I | ≤ | det(L)|2A2d+1

p
∏3
j=1 ‖Gj‖pj .

Let ε �→ ρ(ε) be a function that tends to ∞ slowly as ε → 0. The same reasoning
shows that if the integrand in the integral defining I is replaced by its absolute value,
then the contribution of the region R = {(y1, y2) ∈ R

4d : |(y1, y2)| > ρ(ε)} to the
integral is oε(1). Since |b|‖L−1‖2 ≤ ε by hypothesis,

|bσL(y1, y2)| ≤ |b|‖L−1‖2ρ(ε)2 ≤ ε1/2 uniformly for all (y1, y2) ∈ R
4d \ R
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provided that ρ(ε) is chosen to satisfy ρ(ε) ≤ ε−1/4. Therefore |e−ibσL(y1,y2)−1| =
O(ε1/2) uniformly for all y ∈ R

4d \ R. Therefore

I =
∫
R

4d
e−γ1|y1|2−γ2|y2|2−γ3|y1+y2|2

·
∫
R

2
e−γ1at

2
1 −γ2at

2
2−γ3a(t1+t2+σL(y1,y2))

2
dt1 dt2 dy1 dy2

plus oε(1).
Define R′ = {(t1, t2) ∈ R

2 : |(t1, t2)| > ρ(ε)}. By the same reasoning, to
complete the proof it suffices to have

e−γ3a2(t1+t2)σL(y1,y2)e−γ3aσL(y1,y2)
2 = 1 + oε(1)

uniformly for all (y1, t1, y2, t2) such that (t1, t2) ∈ R
2 \ R′ and (y1, y2) ∈ R

4d \ R.
This holds because

|a(t1 + t2)σL(y1, y2)| ≤ aρ(ε)‖L−1‖2ρ(ε)2

|aσL(y1, y2)
2| ≤ a‖L−1‖4ρ(ε)4,

while it is given that (a1/2 + a)‖L−1‖2 ≤ ε. 
�

7 Two Ingredients

In order to prove Theorem 7, we will make the reasoning in Sect. 5 quantitative. The
following result from [4], the analogue for Rm of our main result for Hd , will be the
first of two main ingredients in the analysis.

Theorem 15 For each admissible p ∈ (1,∞)3 and each m ∈ N there exists a
function δ �→ ε(δ) satisfying limδ→0+ ε(δ) = 0 with the following property. If
0 �= fj ∈ Lpj (Rm) and if f = (fj )1≤j≤3 satisfies |TR

m(f)| ≥ (1 − δ)Amp ‖f‖p then
there exists an ordered triple of Gaussian functions of the form

Gj(x) = cj e−γj |L(x)−aj |2+ix·b (45)

where 0 �= cj ∈ C, aj , b ∈ R
m,

∑3
j=1 aj = 0, and L : R

m → R
m is a linear

automorphism, such that

‖fj −Gj‖pj ≤ ε(δ)‖fj‖pj (46)

for each j ∈ {1, 2, 3}.
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The second ingredient is a quantitative expression of the unsolvability of a
functional equation. In the discussion that follows, B always denotes a ball of
finite, positive radius centered at the origin in R

d . B∗ denotes the ball centered at 0
whose radius is twice that of B. Sets of Lebesgue measure zero are negligible for
all considerations that follow, so we do not distinguish between open and closed
balls. The Cartesian product B×B is denoted by B

2. The following two lemmas are
established in [4].

Lemma 16 For each d ∈ N there exist δ0 > 0 and a function t �→ ε(t) satisfying
limt→0+ ε(t) = 0 such that the following conclusion holds. Let A ∈ [0,∞) and
δ ∈ (0, δ0]. Let ϕ,ψ : B → C and ξ : B∗ → C be Lebesgue measurable. Suppose
that

|ϕ(x)+ ψ(y)+ ξ(x + y)| ≤ A

for all (x, y) ∈ B
2 outside a set of measure ≤ δ|B|2. Then there exists an affine

function h such that

∣∣ϕ(x)− h(x)∣∣ ≤ CA (47)

for all x ∈ B outside a set of measure Cδ|B|. The constant C and function ε depend
only on d .

In particular, the constants in the conclusions do not depend on B. The following
multiplicative variant of Lemma 16 is also proved in [4].

Lemma 17 For each dimension d ≥ 1 there exists a constant K < ∞ with the
following property. Let B ⊂ R

d be a ball with positive radius, and let η ∈ (0, 1
2 ].

For j ∈ {1, 2, 3} let fj : 2B → C be Lebesgue measurable functions that vanish
only on sets of Lebesgue measure zero. Suppose that

∣∣ {(x, y) ∈ B2 : |f1(x)f2(y)f3(x + y)−1 − 1| > η
} ∣∣ < δ|B|2. (48)

Then for each index j there exists a function Lj : Rd → C that is affine over R and
satisfies

∣∣∣
{
x ∈ B : |fj (x)e−Lj (x) − 1| > Kη1/K

}∣∣∣ ≤ Kδ|B|. (49)

The next result is concerned with a Heisenberg variant of Lemma 16.

Proposition 18 For each d ∈ N there exists C < ∞ with the following property.
Let B be any ball of finite, positive radius centered at the origin in R2d . Let A <∞
and η > 0. Let aj : B∗ → R be Lebesgue measurable. Let L : R2d → R

2d be an
invertible linear transformation. Suppose that

|a1(x)+ a2(y)+ a3(x + y)+ σL(x, y)| ≤ A (50)
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for all (x, y) ∈ B
2 outside a Lebesguemeasurable set of Lebesgue measure≤ η|B|2.

Then there exists S ∈ Sp(2d) such that

‖SL−1‖ ≤ CA1/2|B|−1/2d. (51)

Moreover, there exist affine functions ψj for j ∈ {1, 2, 3} satisfying

ψ1(x1)+ ψ2(x2)+ ψ3(−x1 − x2) = 0 for all (x1, x2) ∈ R
2d × R

2d

such that

|aj (x)− ψj(x)| ≤ CA for all x ∈ B outside a set of measure oη(1)|B|. (52)

Recall that σL(x, y) = σ(L−1x,L−1y). By ‖T ‖ we mean in (51) the norm
sup0 �=x∈R2d |T (x)|/|x|. The main conclusion is that (50) cannot hold, unless L

satisfies infS∈Sp(2d) ‖SL−1‖ = O(|B|−1/2dA1/2). Moreover, if (50) does hold, then
|σL(x, y)| ≤ CA for all (x, y) ∈ B

2; consequently this term can be dropped from
(50) to yield |a1(x)+ a2(y)+ a3(x + y)| ≤ CA. The conclusion (52) follows from
this by Lemma 16.

Proof of Proposition 18 The hypothesis states that

|a1(x)+ a2(y)+ a3(x + y)+ σ(Lx,Ly)| ≤ A

for all (x, y) ∈ B
2 outside a set of measure ≤ η|B|2. By interchanging the roles of

x, y, adding the resulting inequality to this one, and invoking the antisymmetry of
σ , we conclude that

∣∣ã(x)+ ã(y)+ a3(x + y)∣∣ ≤ A

for all (x, y) ∈ B outside a set of measure ≤ 2η|B|2, where 2ã = a1 + a2. By
Lemma 16 this implies that there exists an affine function ψ3 such that |a3(x) −
ψ3(x)| ≤ CA for all x ∈ B outside a set of measure ≤ Cη|B|.
ψ3(x + y) can be expressed as an affine function of x plus an affine function of

y; these functions can be incorporated into a1(x), a2(y), respectively. Combining
this information with the hypotheses therefore gives

∣∣a%1(x)+ a%2(y)+ σ(L−1x,L−1y)
∣∣ ≤ CA (53)

for nearly all (x, y) ∈ B × B, where a%j − aj is affine. Taking first differences with
respect to x gives

∣∣�ha%1(x)+ σ(L−1h,L−1y)
∣∣ ≤ CA (54)
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for nearly all x, h, y ∈ B such that x, h, x + h, y ∈ B. By specializing to a typical
value of y, one finds that there exists a function h �→ c(h) such that |�ha%1(x) −
c(h)| ≤ CA for nearly all x, h ∈ B such that x + h ∈ B. Therefore by Lemma 16
there exists an affine function ψ such that |a%1 −ψ| ≤ CA for nearly all points of B.

Since a1 − a%1 is affine, the same conclusion holds for a1. Interchanging the roles of
the variables x, y in this argument produces the same conclusion for a2.

Combining these results for all aj with the original hypothesis, we conclude that
there exists an affine function ψ of (x, y) such that |ψ(x, y)− σ(L−1x,L−1y)| ≤
CA for nearly every (x, y) ∈ B

2. The same must then hold for every (x, y) ∈
B

∗ × B
∗, since ψ, σL are polynomials whose degrees do not exceed 2. By applying

∂2/∂xi∂yj for arbitrary indices i, j and exploiting the affine character of ψ
together with the homogeneous quadratic nature of σ(L−1x,L−1y) we conclude
that |σ(L−1x,L−1y)| ≤ CA for all (x, y) ∈ B

2. According to Lemma 21, this
implies the existence of S ∈ Sp(2d) such that ‖SL−1‖ ≤ CA1/2|B|−1/2d . 
�

8 Proof of Theorem 7 for Nonnegative Functions

Let p be an admissible ordered triple of exponents in (1,∞)3, and let δ > 0 be
small. Let fj ∈ Lpj (Hd) for j ∈ {1, 2, 3} satisfy ‖fj‖pj = 1, as we may suppose
without loss of generality. Set f = (f1, f2, f3). Assume that each fj ≥ 0, and
suppose that

T
H
d (f) ≥ (1 − δ)A2d+1

p ‖f‖p = (1 − δ)A2d+1
p .

Define Fj : R
2d → [0,∞] and fj,x : R

1 → [0,∞] as in (40). Set F =
(F1, F2, F3). For x = (x1, x2, x3) ∈ (R2d)3 define

f
†
3,x(s) = f3(x3, s + σ(x1, x2)); (55)

as in Sect. 5, this definition will only be relevant for x ∈ �
R

2d , that is, when x3 =
−x1 − x2. Define a measure νF on (R2d)3, supported on �

R
2d , by

dνF(x) =
3∏
j=1

Fj (xj ) dλR2d (x), (56)

where λ
R

2d is the natural 4d-dimensional Lebesgue measure on �
R

2d introduced
above. Since ‖Fj‖pj = ‖fj ‖pj = 1 and p is admissible, Young’s inequality for R2d

guarantees that νF(R
2d × R

2d × R
2d) ≤ A2d

p .
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Lemma 19 For each d ≥ 1 and each admissible ordered triple p there exists
C < ∞ with the following property. Let fj ∈ Lpj (Hd) be nonnegative and satisfy
‖fj‖pj = 1 for each j ∈ {1, 2, 3}. Let δ > 0. If T

H
d (f) ≥ (1 − δ)A2d+1

p then

T
R

2d (F) ≥ (1 − δ)A2d
p (57)

and there exists a set E ⊂ �
R

2d satisfying

νF(E) ≤ Cδ1/2 (58)

such that for every x ∈ �
R

2d \E,
{
Fj (xj ) �= 0 for each j ∈ {1, 2, 3},
T
R

1
(
f1,x1, f2,x2, f

†
3,x

) ≥ (1 − oδ(1))Ap.
(59)

A proof of Lemma 19 is implicit in the proof in Sect. 5 that the optimal constant
in Young’s inequality for Hd does not exceed the optimal constant for R2d+1. �

According to Theorem 15, there exists an ordered triple G = (G1,G2,G3) of
GaussiansGj : R2d → [0,∞ that saturates Young’s convolution inequality forR2d ,
of the form

Gj(x) = cj | det(L)|1/pj e−γj |L(x−aj )|2,

where γ = γ (p), a1 + a2 + a3 = 0, cj > 0, and L is an invertible linear
endomorphism of R

2d , such that ‖Fj − Gj‖Lpj (R2d ) = oδ(1). The constants cj
are determined by requiring that ‖Gj‖pj = 1, as we may require with no loss of
generality since ‖Fj‖pj = 1. Exponential factors eix·bj appear in the conclusion of
Theorem 15 but can dropped here; since Fj ≥ 0 by its definition, |Gj | is at least as
accurate an approximation to Fj in Lpj norm as is Gj .

Define an ordered triple of diffeomorphismsψj of Hd by

(ψ1(z1), ψ2(z2), ψ3(z3)) = (z1u, u
−1z2v, v

−1z3)

where u = (−a1, 0) and v = (−a1 − a2, 0). Then v−1 = (a1 + a2, 0) = (−a3, 0).
The triple ! = (ψ∗

j )1≤j≤3 is an element of G(Hd ), so upon replacement of fj by
fj ◦ ψj , all of the assumptions and conclusions above are unaffected, and we gain
the simplification

Gj(x) = cj | det(L)|1/pj e−γj |Lx|2,

with our standing notation γj = p′
j .
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Lemma 20 Let f, L,Gj be as above. There exist λ ∈ R
+, S ∈ Sp(2d), positive

scalars c̃j , a set E′ ⊂ �
R

2d , affine mappings ϕj : R
2d → R

1, and Lebesgue
measurable functions hj : R2d → [0,∞) of the form

hj (x, t) = c̃j e−λγj (t−ϕj (x))2 (60)

such that hj,x (t) = hj (x, t) satisfy the following conclusions:

‖hj,x‖Lpj (R) = 1 for every x ∈ R
2d (61)

νF(E
′) ≤ oδ(1) (62)

‖fj,xj − hj,xj ‖pj ≤ oδ(1) for each j ∈ {1, 2, 3} for all x ∈ �
R

2d \ E′, (63)

‖SL−1‖ ≤ oδ(1)λ−1/4, (64)

ϕ1(x1)+ ϕ2(x2)+ ϕ3(x3) = 0 for all x ∈ �
R

2d . (65)

Here Fj is associated to fj as indicated above, and (γ1, γ2, γ3) = γ (p).
Proof Temporarily make the change of variables (x, s) �→ (y, t) in H

d , with

y = L(x) and t = s. (66)

We make this same change of variables for each index j ∈ {1, 2, 3}. This
diffeomorphism of Hd is an automorphism of its group structure only if L ∈ Sp(2d),
which need not hold. Therefore we will revert to the original coordinates after
exploiting these new coordinates.

Set

f̃j (yj , t) = fj (L−1yj , t), (67)

and f̃j,yj (t) = f̃j (yj , t). In these modified coordinates and for these modified
functions, the conclusions of Lemma 19, coupled with the approximations ‖Fj −
Gj‖pj = oδ(1), can be stated as follows. Set

G̃j (y) = cj e−γj |y|2 . (68)

dνG̃(y) =
3∏
j=1

G̃j (yj ) dλR2d (y) (69)

f̃
†
3,y(s) = f̃3,y3(s + σL(y1, y2)). (70)
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Recall the notation σL(y1, y2) = σ(L−1y1, L
−1y2). By Lemma 19, since∑3

j=1 p
−1
j = 2, there is a set E ⊂ �

R
2d satisfying νG̃(E) = oδ(1) such that

T
R

1
(
f̃1,y1, f̃2,y2, f̃

†
3,y

) ≥ (1 − oδ(1))Ap for every y = (y1, y2, y3) ∈ �
R

2d \E.
(71)

Moreover, ‖f̃j,yj ‖pj = 1 for each j ∈ {1, 2, 3} whenever y ∈ �
R

2d \ E.
Let δ �→ ρ(δ) be a function that tends to infinity slowly as δ → 0+, at a rate

satisfying constraints to be imposed below. This function also depends on d and on
p, but is independent of f. Define B to be the closed ball of radius ρ(δ) centered at
the origin in R

2d , and B
∗ to be the concentric ball of radius 2ρ(δ).

The Lpj norm of G̃j on the complement of B is oδ(1) since limδ→0 ρ(δ) = ∞.

G̃j is bounded above uniformly in δ, and is bounded below by ce−Cρ(δ)2 on B
∗.

Thus by (71), under the convention that y = (y1, y2, y3) is regarded as a function
y(y1, y2) of (y1, y2) via the relation y3 = −y1 − y2,

T
R

1

(
f̃1,y1, f̃2,y2, f̃

†
3,y

) ≥ (1 − oδ(1))Ap (72)

for all (y1, y2) ∈ B × B outside a set of Lebesgue measure ≤ νG̃(E)c
−1eCρ(δ)

2
.

Choose a function δ �→ ρ0(δ) satisfying limδ→0 ρ0(δ) = 0, but tending to infinity
so slowly that νG̃(E)c

−1eCρ0(δ)
2 ≤ oδ(1). This is possible because νG̃(E) = oδ(1)

tends to zero at a rate that depends only on p, d . We require henceforth that
ρ(δ) ≤ ρ0(δ), but will impose further restrictions on the rate of growth of ρ below.
Therefore, (72) holds for all (y1, y2) ∈ B

2 in the complement of a set of Lebesgue
measure ≤ oδ(1).

By (72) and Theorem 15, for each j ∈ {1, 2, 3}, for all yj ∈ B outside a set
whose Lebesgue measure is oδ(1), there exists a positive Gaussian function R

1 .
t �→ gj,yj (t) satisfying ‖f̃j,yj − gj,yj ‖pj ≤ oδ(1). These functions can be chosen
to depend Lebesgue measurably on the parameters yj .

Write gj,y(t) = cj (y)e−λj (y)(t−αj(y))2 where λj , cj , αj are measurable functions
with domains R2d ; λj , cj take values in (0,∞) and αj takes values in R

1. For all
yj ∈ B outside a set of Lebesgue measure ≤ oδ(1), ‖f̃j,yj ‖pj = 1. Therefore

defining g†
3,y(s) = g3,y3(s + σL(y1, y2)), we find that (g1,y1, g2,y2, g

†
3,−y1−y2

) also

nearly saturates Young’s inequality with exponents p for R1, for all (y1, y2) ∈ B
2

outside a set of Lebesgue measure ≤ oδ(1).
A first consequence of this near saturation is that

∣∣∣∣ λi(yi)λj (yj )
− γi

γj

∣∣∣∣ = oδ(1) (73)

for all (y1, y2, y3) ∈ B
3 outside a set of Lebesgue measure oδ(1) for all indices

i, j ∈ {1, 2, 3}, where y3 continues to be defined to be −y1 − y2. This is a
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consequence of the characterization of near maximizers for Young’s inequality for
R

1 [4]; near maximizing triples are close in norm to exactly maximizing triples,
which were shown by Brascamp and Lieb to be unique up to compatible translations,
common dilations, and multiplication by scalars.

Therefore there exists λ ∈ R
+ such that

λj (y) = λ · (γj + oδ(1)) for each index j ∈ {1, 2, 3}, (74)

for all y ∈ B outside a set of Lebesgue measure oδ(1). Thus for each j ∈ {1, 2, 3},
∣∣gj,y(t) − c′j e−λγj (t−αj (y))

2∣∣ ≤ oδ(1) (75)

in Lpj (R1) norm, for every y ∈ B outside a set of Lebesgue measure oδ(1). The
coefficients c′j are now constants, rather than functions of y ∈ R

2d .

In order for (g1,y1, g2,y2, g
†
3,y), with gj,yj of the form (75) and y3 = y3(y1, y2) =

−y1 − y2, to (1 − oδ(1))-nearly saturate Young’s inequality for R
1 for every

(y1, y2) ∈ B
2 outside a set of Lebesgue measure oδ(1), it is necessary that

α1(y1)+ α2(y2)+ α3(−y1 − y2)+ σL(y1, y2) ≤ λ−1/2 · oδ(1) (76)

for all (y1, y2) ∈ B
2 outside a set of Lebesgue measure oδ(1). By Proposition 18,

this implies the existence of affine functions ϕj : R2d → R satisfying

ϕ1(x1)+ ϕ2(x2)+ ϕ3(−x1 − x2) ≡ 0

that well approximate αj for each j ∈ {1, 2, 3} in the sense that

|αj (y)− ϕj (y)| ≤ oδ(1) · λ−1/2 ∀ y ∈ B \ E′′, (77)

where |E′′| ≤ oδ(1)|B| = oδ(1)ρ(δ)2d .
The factor denoted by oδ(1) depends on the choice of auxiliary functionρ0, hence

on d,p, but does not depend on ρ. Therefore we may choose a function ρ ≤ ρ0 that
satisfies both limδ→0+ ρ(δ) = ∞ and

|E′′| ≤ oδ(1), (78)

with this quantity oδ(1) depending only on d,p.
Moreover, by Proposition 18 there exists S ∈ Sp(2d) such that

‖SL−1‖ ≤ λ−1/4oδ(1)|B|−1/2d . (79)

Equivalently,L = L̃ ◦ S where L̃ : R2d → R
2d is a linear endomorphism satisfying

|L̃(v)| ≥ λ1/4|B|1/2dη(δ)−1|v| ∀ v ∈ R
2d, (80)
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where η(δ)→ 0 as δ → 0. These properties of L will be exploited below.
Define Gaussian functions

g̃j,y(t) = c′j e−λγj (t−ϕj (y))
2
. (81)

(77) and (78) together imply that ‖f̃j,yj − g̃j,yj ‖pj ≤ oδ(1) = oδ(1)‖f̃j,yj ‖pj for
all y ∈ �

R
2d \ E′, where the exceptional set E′ ⊂ �

R
2d consists of those those y

is small such that (y1, y2) belongs to E′′ ∪ ((R2d)2 \ B
2. This set E′ is small in the

sense that νF(E
′) = oδ(1).

A consequence, since G̃j ∈ L1, is that

‖f̃j,y (t)Fj (y)− g̃j,y(t)G̃j (y)‖Lpj (B×R, dy dt) ≤ oδ(1) (82)

for each j ∈ {1, 2, 3}. Therefore

‖f̃j,y (t)Fj (y)− g̃j,y(t)G̃j (y)‖Lpj (R2d×R, dy dt) ≤ oδ(1). (83)

Returning to the original coordinates (x, t) for Hd , define

h̃j (x, t) = g̃j,y(t) = g̃j,L(x)(t) = c′j e−λγj (t−ϕj◦L(x))
2
. (84)

The next step is to simplify matters by exploiting symmetries. We apply in sequence
two elements! ∈ G(Hd ). The first is! = (ψ∗

1 , ψ
∗
2 , ψ

∗
3 ), whereψ∗

j is the invertible

linear endomorphism of Lpj (Hd) associated to the diffeomorphism ψj (xj , tj ) =
tj − (ϕj ◦ L)(xj ) of Hd . The second takes the form ψj (x, t) = (S(x), t), where
S ∈ Sp(2d) is as in (79). Replace fj by fj ◦ψj for each of these in turn, continuing
to denote by fj the resulting functions and by Fj the associated functions with

domains R2d . Likewise compose h̃j with each of these in turn, and denote by h%j the
resulting composed functions. Matters are thereby reduced to the situation in which

h
%
j,x(t) = cj e−λγj t2,
Fj (x) = cj e−γj |L̃(x)|2,
‖fj,xj − h%j,xj ‖pj ≤ oδ(1) ∀ x ∈ �

R
2d \ E′′

where E′′ ⊂ �
R

2d satisfies νF(E
′′) ≤ oδ(1) and L̃, λ are related by (80).

The next reduction is an automorphic change of variables in H
d of the form

(x, t) �→ ψ(x, t) = (z, r) = (η(δ)−1λ1/4x, η(δ)−2λ1/2t),
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where η(δ) is the function introduced in (80). Setting ψj = ψ for all three indices
j defines an element ! ∈ G(Hd ). In these new coordinates, after multiplying by
scalars to renormalize, the conclusion is that ‖fj − f ∗

j ‖pj ≤ oδ(1) where

f ∗
j (z, r) = cj e−γj |L′z|2e−γj εr2

,

where L′ : R2d → R
2d is linear and satisfies |L′z| ≥ |z| for all z ∈ R

2d , and ε ≤
ε(δ) where ε(δ) tends to 0 as δ → 0, and depends also on p, d as well as on δ, but
not otherwise on f. This completes the analysis of nonnegative near-maximizers f.


�

9 The Complex-Valued Case

Let δ > 0 be small, and consider an arbitrary complex-valued f = (f1, f2, f3)

satisfying ‖fj‖pj �= 0 for each index j , and |T
H
d (f)| ≥ (1 − δ)A2d+1

p ‖f‖p.
Since T

H
d (|f1|, |f2|, |f3|) ≥ |T

H
d (f)|, we may apply the result proved above for

nonnegative near-maximizers to conclude that there exists ! = (ψ1, ψ2, ψ3) ∈
G(Hd) such that for each j ∈ {1, 2, 3},

⎧⎨
⎩

‖|fj ◦ ψj | −Gj‖pj ≤ oδ(1)‖fj ◦ ψj‖pj
Gj (x, t) = cj e−γj |Lx|2e−γj εt2

where cj 0 1, |Lx| ≥ |x| for all x ∈ R
2d , and ε ≤ oδ(1). By replacing fj by fj ◦ψj

multiplied by an appropriate normalizing constant factor, we may also assume that
‖fj‖pj = 1 and that eachψj is the identity transformation onLpj , and then likewise
that ‖Gj‖pj = 1.

Write fj = eiαj |fj | where αj : Hd → R is measurable. We seek to analyze the
factors eiαj . Since ‖fj − eiαjGj‖pj = ‖|fj | −Gj‖pj ≤ oδ(1),

|T
H
d (e

iα1G1, e
iα2G2, e

iα3G3)| ≥ (1 − oδ(1))A2d+1
p .

Thus it suffices to prove that (eiαjGj : 1 ≤ j ≤ 3) satisfies the conclusions of
Theorem 7. So we redefine fj to be eiαjGj henceforth.

By multiplying these functions by unimodular constants, we may assume without
loss of generality that T

H
d (f) is real and positive. Since then

ReT
H
d (f1, f2, f3) ≥ (1 − oδ(1))TH

d (|f1|, |f2|, |f3|),
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we conclude that

|
3∏
j=1

eiαj (zj ) − 1| = oδ(1) for all z ∈ (Hd)3 outside a set satisfying νG(E) ≤ oδ(1)

(85)

where dνG(z) = ∏
j Gj (zj ) dλHd (z).

Let ρ = ρ(δ) be a positive quantity that tends to infinity slowly as δ → 0 and is
to be chosen below, and let B ⊂ R

2d be the ball of radius 1 centered at 0. By (85),

∣∣∣eiα1(L
−1y1,t1)eiα2(L

−1y2,t2)eiα3(−L−1y1−L−1y2,−t1−t2−σL(y1,y2)) − 1
∣∣∣ ≤ oδ(1) (86)

for all ((y1, t1), (y2, t2)) ∈ (B × [−ρε−1/2, ρε−1/2])2 outside a set of Lebesgue
measure less than or equal to oδ(1) · ε−1 provided that the function ρ is chosen so
that ρ(δ) → ∞ sufficiently slowly as δ → 0. Therefore according to Lemma 17,
for each index j , αj takes the form

eiαj (L
−1y,t) = ei(aj (y)t+bj (y)+oδ(1)) (87)

for y ∈ B and |t| ≤ ρ(δ)ε−1/2 outside a set of Lebesgue measure oδ(1)ε−1/2. The
coefficients aj , bj are real-valued measurable functions.

Invoking (87) together with (86) for typical (t1, t2) and also for typical (t ′1, t ′2)
satisfying |tj |, |t ′j | ≤ ρ(δ)ε−1/2, considering products of the exponential factors,
and setting uj = t ′j − tj gives

∣∣∣eiu1a1(L
−1y1)eiu2a2(L

−1y2)e−i(u1+u2)a3(−L−1y1−L−1y2) − 1
∣∣∣ ≤ oδ(1) (88)

for nearly all (y1, y2) ∈ B
2 and nearly all (u1, u2) satisfying |uj | ≤ 1

2ρ(δ)ε
−1/2

outside a set of Lebesgue measure oδ(1)ε−1. The advantage of (88) over (86) is that
bj and σL have been eliminated.

This last inequality can be equivalently written

∣∣∣eiu1[a1(L
−1y1)−a3(−L−1(y1−y2))]eiu2[a2(L

−1y1)−a3(−L−1(y1−y2))] − 1
∣∣∣ ≤ oδ(1) (89)

for nearly all (y1, y2) ∈ B
2. The net coefficient of u1 in the exponent is the vector

a1(L
−1(y1) − a3(−L−1(y1 − y2)). By applying Lemma 25, below, to appropriate

two-dimensional slices of B2, we conclude from (89)

∣∣a1(L
−1(y1)− a3(−L−1(y1 − y2))

∣∣ ≤ oδ(1)ε1/2 (90)
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for nearly all (y1, y2) ∈ B
2. Note that unlike the functions αj , which are only

determined up to addition of arbitrary measurable functions taking values in 2πZ,
this linear combination of the constituent parts aj can be pinned down as an R-
valued function.

Therefore there exists a real number ã such that |aj (L−1y)− ã| ≤ oδ(1)ε1/2 for
nearly all y ∈ B for j = 1, 3. The same reasoning gives the same conclusion for
j = 2. Thus for each j ∈ {1, 2, 3},

eiαj (L
−1y,t) = eiãt eibj (y) + oδ(1) (91)

for all (y, t) ∈ B × [−ρ(δ)ε−1/2, ρ(δ)ε−1/2] outside a set of Lebesgue measure
oδ(1)ε−1/2. Thus

‖eiαj (x,t)Gj (x, t)− ei(ãt+bj (Lj (x))Gj (x, t)‖Lpj (Hd) ≤ oδ(1)‖fj‖pj ; (92)

so we may replace αj (x, t) by ãt + bj (L(x)).
Inserting this into (86) gives

∣∣∣eib1(L
−1y1)eib2(L

−1y2)eib3(−L−1y1−L−1y2)e−iãσL(y1,y2) − 1
∣∣∣ ≤ oδ(1) (93)

for nearly all (y1, y2) ∈ B
2. From the antisymmetry of σL it follows that

∣∣∣ei(b1+b2)(L
−1y1)ei(b1+b2)(L

−1y2)ei2b3(−L−1y1−L−1y2) − 1
∣∣∣ ≤ oδ(1) (94)

for nearly all (y1, y2) ∈ B
2; this can be deduced by interchanging y1 with y2 and

considering the product of the two resulting left-hand sides of (93).
According to Lemma 17, the functions ei2b3◦L−1

and ei(b1+b2)◦L−1
nearly agree

with exponentials of imaginary affine functions, at nearly all points of B. Since

∣∣∣ei2b1(L
−1y1)ei2b2(L

−1y2)ei2b3(−L−1y1−L−1y2)e−i2ãσL(y1,y2) − 1
∣∣∣ ≤ oδ(1) (95)

for nearly all (y1, y2) ∈ B
2 by (93), it follows by invoking this information for b3

that

ei2b1(L
−1y1)ei2b2(L

−1y2)e−i2ãσL(y1,y2)

is nearly equal to the exponential of an imaginary affine function of (y1, y2), at
nearly all points of B2.
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Next consider the ratio

ei2b1(L
−1y1)ei2b2(L

−1(u+y2))e−i2ãσL(y1,u+y2)

ei2b1(L−1y1)ei2b2(L−1y2)e−i2ãσL(y1,y2)

= ei2b2(L
−1(u+y2))e−i2b2(L

−1(y2))e−i2ãσL(y1,u). (96)

From the conclusion of the preceding paragraph one can deduce that the right-hand
side of (96) nearly coincides with the exponential of an imaginary affine function
of u alone, at nearly all points (y1, y2, u) with y1 ∈ B and y2, u ∈ 1

2B. On the
right-hand side, only the last exponential factor depends on y1, so by regarding this
quantity as a function of y1 we conclude that |ã| · |σL(v, u)| ≤ oδ(1) for nearly all
(v, u) ∈ ( 1

4B)
2. Therefore

|ã| · sup
|x|,|y|≤1

|σL(x, y)| ≤ oδ(1). (97)

Therefore by Lemma 21, below, there exists S ∈ Sp(2d) such that |ã| · ‖SL−1‖2 ≤
oδ(1).

Combining this with (93) yields

∣∣∣eib1(L
−1y1)eib2(L

−1y2)eib3(−L−1y1−L−1y2) − 1
∣∣∣ ≤ oδ(1) (98)

for nearly all (y1, y2) ∈ B
2. By Lemma 17, for each j ∈ {1, 2, 3} there exists an

affine function Lj : R2d → R such that

|eibj (L−1y) − eiLj (y)| ≤ oδ(1)

for nearly all y ∈ B. Thus

eiαj (L
−1y,t) = eiãt eiLj (y) + oδ(1) (99)

for (y, t) ∈ B × R satisfying |t| ≤ ρ(δ)ε−1/2 outside a set of Lebesgue measure
≤ oδ(1)ε−1/2, where ã satisfies (97).

This concludes the proof of Theorem 7 in the general complex-valued case. �

10 Some Matrix Algebra

Lemma 21 For any invertible linear endomorphism L : R2d → R
2d ,

‖L∗JL‖1/2 = inf
S∈Sp(2d)

‖S−1L‖. (100)
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Proof That ‖L∗JL‖ ≤ infS∈Sp(2d) ‖S−1L‖2 is immediate. For any L and any S ∈
Sp(2d),

‖L∗JL‖ = ‖(S−1L)∗S∗JS(S−1L)‖ = ‖(S−1L)∗J (S−1L)‖
≤ ‖S−1L‖‖J‖‖S−1L‖ = ‖S−1L‖2.

To establish the reverse inequality, note that since L∗JL is a nonsingular
antisymmetric real matrix, its eigenvalues are imaginary, and come in conjugate
pairs; if iλ is an eigenvalue then λ �= 0 and −iλ is also an eigenvalue, and the
eigenspace associated to −iλ has the same dimension as the eigenspace associated
to iλ; coordinatewise complex conjugation interchanges these two eigenspaces.
Therefore L∗JL can be written in the form O∗

1KO1 where O1 ∈ O(2d) and K
takes the form

K =

⎛
⎜⎜⎜⎜⎜⎝

0 t1 0 0 · · · 0
−t1 0 0 0 · · · 0
0 0 0 t2 · · · 0
0 0 −t2 0 · · · 0
...
...
...
... · · · ...

⎞
⎟⎟⎟⎟⎟⎠

(101)

with 2 × 2 blocks

(
0 tj

−tj 0

)
along the diagonal, where tj ∈ R

+ and the eigenvalues

are ±itj . Now tj ≤ ‖L∗JL‖. Defining

T =

⎛
⎜⎜⎜⎜⎜⎜⎝

t
1/2
1 0 0 0 0 · · ·
0 t

1/2
1 0 0 0 · · ·

0 0 t
1/2
2 0 0 · · ·

0 0 0 t
1/2
2 0 · · ·

...
...

...
...
... · · ·

⎞
⎟⎟⎟⎟⎟⎟⎠

(102)

gives

K = T ∗J̃ T (103)

where

J̃ =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 · · · 0
−1 0 0 0 · · · 0
0 0 0 1 · · · 0
0 0 −1 0 · · · 0
...
...
...
... · · · ...

⎞
⎟⎟⎟⎟⎟⎠

(104)
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with 2 × 2 blocks

(
0 1

−1 0

)
along the diagonal. Now J̃ = O∗

2JO2 for a certain

permutation matrix O2 ∈ O(2d) and thus we have

L∗JL = M∗JM (105)

whereM = O2TO1. Equivalently,

(LM−1)∗J (LM−1) = J, (106)

so LM−1 ∈ Sp(2d). That is, L = SM with S ∈ Sp(2d). Equivalently,M = S−1L

satisfies

‖M‖ = ‖O2TO1‖ ≤ ‖O2‖‖T ‖‖O1‖ = ‖T ‖ = ‖K‖1/2 = ‖L∗JL‖1/2,

as required. 
�

11 Integration of Difference Relations

In this section we establish Theorem 8, which is motivated by considerations that
have arisen in this paper, but on which the main theorems do not rely. This is done
in the hope that it will prove useful in other problems. We continue to use the
expressions “nearly every” and “nearly all” in the same sense as above.

The next lemma is elementary; the proof is omitted.

Lemma 22 For each d,m ∈ N there exists C < ∞ with the following property.
Let q(x, y) = ∑

0≤|α|≤m aα(y)xα where aα : Rd → C are Lebesgue measurable

functions. Suppose that |q(x, y)| ≤ 1 for nearly every (x, y) ∈ B× B̃. Then for any
multi-index β satisfying 0 ≤ |β| ≤ m, |aβ(y)| ≤ C for all y ∈ B̃.

Before embarking on the core of the proof of Theorem 8 we introduce several
simplifications. Firstly, it suffices to prove the theorem in the case in which B is
centered at 0, for the hypotheses and conclusions are invariant under translation.
Secondly, it suffices to prove this for the ball B centered at 0 of radius 1. For if
the result holds for some ball centered at 0, then it holds uniformly for all such
balls, because the hypotheses and conclusions are invariant under dilations. Thirdly,
it suffices to prove the theorem for A = 1, since hypotheses and conclusions are
invariant under multiplication of ϕ by positive scalars, and since the case A = 0
follows from the case A > 0 with uniform bounds by a straightforward limiting
argument. Fourthly, assuming B to be centered at the origin, it suffices to prove
that there exists ρ > 0, depending only on d,D, such that the conclusion holds
for all x ∈ ρB = {ρy : y ∈ B} outside a set of measure ερd |B|. Indeed, the full
conclusion for B itself then follows by combining this weaker conclusion with a
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Whitney decomposition of B, as in [4]. One arranges that each Whitney cube Qk
is contained in a ball Bk of comparable diameter, such that the ball B∗

k concentric
with Bk with radius enlarged by a factor of ρ−1 is contained in B. Invoking the
weaker result in its translation and dilation invariant form gives an approximation
by an affine function on Bk , provided that |Bk|/|B| is not too small as a function
of δ. These affine functions patch together on most of B to yield a single globally
defined affine function, up to a suitably small additive error. The same reasoning
reduces the case of small parameters η to η = 1.

The proof of the theorem will involve multiple steps in which B is replaced by a
ball ρ′

B where ρ′ > 0 depends only on d,D. The final constant ρ is the product of
all these factors ρ′. We will simplify notation by allowing the value of ρ to change
from one step to the next, so that each of these factors ρ′, and products of successive
factors, are denoted by ρ.

The fifth simplification is one of language. Various conclusions will hold for all
x ∈ ρB except for a set of measure at most τρd |B|, where τ > 0 depends only on
d,D, δ, and τ → 0 as δ → 0. In this circumstance we will not specify a function
δ �→ τ (δ), but will simply write that the conclusions in question hold for nearly all
x ∈ ρB. In the same sense we will write “for nearly all (x, y) ∈ ρB × ρB”, and
so on.

In the proof we writeO(1) for a quantity that is bounded above by some constant
depending only on D,η. The value of this quantity is permitted to change from one
occurrence to the next.

We will argue by induction on the degree D. The key to this induction is the
observation that Theorem 8 implies an additional conclusion.

Corollary 23 Let D be a nonnegative integer. Under the hypotheses of Theorem 8,
for each multi-index satisfying |α| = D, there exists a linear function ξα such that
the coefficients aα in (28) satisfy

|aα(h)− ξα(h)| ≤ CA for nearly all h ∈ ρB. (107)

Proof To prove this, assuming Theorem 8 for the given degree D, let Q be a
polynomial of degree ≤ D + 1 that satisfies the conclusion (30). Then assuming
as we may that B is centered at 0 and has radius 1, |�hQ(x) − �hϕ(x)| ≤ CA

for nearly all (x, h) ∈ (ρB)2. Expand �hQ(x) = ∑
|α|≤D ãα(h)xα where ãα are

polynomials of degrees ≤ D + 1 − |α|, and ãα(0) = 0. In particular, ãα is linear
when |α| = D.

Consider �hQ−�hϕ. Substituting for �hϕ the expression
∑

|α|≤D aα(h)xα +
O(A) given in the hypothesis yields

∣∣ ∑
|α|≤D

(aα(h)− ãα(h))xα
∣∣ ≤ CA

for nearly all (x, h) ∈ (ρB)2. Invoking Lemma 22 gives |aα(x)− ãα(x)| ≤ CA for
nearly all x ∈ ρB, which is the desired additional conclusion for |α| = D. 
�
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Proof of Theorem 8 We proceed by induction on D. Since the proof of Corol-
lary 23 for degree D relied on Theorem 8 for that same degree, in the induction
it is permissible to invoke Corollary 23 only for smaller degrees.

The base case D = 0 is a corollary of Lemma 16. Indeed, when D = 0 it is
given that |ϕ(x + h) − ϕ(x) − p(h)| ≤ A for nearly all points (x, h) with x ∈ B

and h ∈ B̃, where p(h) is a polynomial of degree zero in x that depends on h;
that is, p(h) depends only on h. If B̃ were equal to B

∗ then this would be a direct
application of Lemma 16. The general case is proved by combining this special case
with a Whitney decomposition of B, as in the analysis in [4] and in the reduction
outlined at the beginning of Sect. 11.

In the proof for the inductive step, we operate under the following convention:
For |α| ≤ D−2, bα, b̃α, cα denote Lebesgue measurable functions, with appropriate
domains. An equation involving such functions is to be interpreted as an existence
statement; the assertion is that there exist measurable functions bα, b̃α, cα such that
the equation holds in the indicated domain. These are permitted to change from one
occurrence of each symbol to the next. However, this convention is not in force for
|α| ≥ D − 1; for such indices, the functions bα do not change after they are first
introduced.

Assume without loss of generality that A = 1. For the inductive step, let D ≥ 1,
and let ϕ, P satisfy the hypothesis withA = 1. For x, s, t ∈ ρB consider�s�tϕ(x),
which takes the form

�s�tϕ(x) = �t�sϕ(x)
=

∑
|α|≤D

aα(s)((x + t)α − xα)+O(1)

=
∑

|α|=D−1

(
bα(s) · t

)
xα +

∑
|α|≤D−2

bα(s, t)x
α +O(1)

for nearly all (x, s, t) ∈ (ρB)3 where bα are R
d -valued measurable functions.

Specialize to a typical τ ∈ ρB. With ψ = �τϕ, this conclusion becomes

�sψ(y) =
∑

|α|=D−1

bα(s) · τyα +
∑

|α|≤D−2

cα(s, τ )y
α +O(1)

for nearly all (y, s, τ ) ∈ (ρB)3. Therefore by induction on the degree D and
Corollary 23, for each multi-index of degree |α| = D− 1, there exists an R

d -valued
linear function that agrees with bα to within O(1) at nearly every point of ρB. That
is, there exist ũα ∈ R

d ⊗ R
d satisfying

|bα(s)− ũα · s| = O(1) for nearly all s ∈ ρB. (108)

For |α| = D − 1, these coefficients bα are related to the coefficients aα in the
hypothesis (28) as follows: Writing bα(s) = (bα,1(s), . . . , bα,d(s)), letting ei ∈ R

d
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be the coordinate vector with i-th coordinate equal to 1 and all other coordinates
equal to 0, and writing α = (α1, . . . , αd), one has

bα,i(s) = (αi + 1)aα+ei (s)+O(1) ∀ |α| = D − 1.

This is obtained by writing �s�τϕ = �τ�sϕ, substituting the right-hand side of
(28) for�sϕ, applying�τ , expanding (x + τ )α , and invoking Lemma 22 to reach a
conclusion for the first order Taylor expansion with respect to τ .

It follows that for each multi-index satisfying |β| = D, aβ is approximately
linear in the sense that

|aβ(s)− uβ · s| = O(1) for nearly all s ∈ ρB (109)

for certain uβ ∈ R
d ⊗ R

d . Insert this conclusion into the hypotheses (29),(28) to
obtain

�sϕ(x) =
∑

|α|=D
(uα · s)xα +

∑
|α|≤D−1

aα(s)x
α +O(1) for nearly all (x, s) ∈ (ρB)2.

(110)

We will show below, in Lemma 24, that there exists a homogeneous polynomial
q of degree ≤ D + 1 satisfying

�sq(x) ≡
∑

|α|=D
uα · sxα +

∑
|α|≤D−1

cα(s)x
α +O(1) (111)

for all (x, s) ∈ (ρB)2 and for some (polynomial) coefficient functions cα. Granting
this for the present, set ψ = ϕ − q . Then

�sψ(x) =
∑

|α|≤D−1

cα(s)x
α +O(1) for nearly all (x, s) ∈ (ρB)2, (112)

where cα are measurable functions. This is the original hypothesis, with B replaced
by ρB, ϕ replaced by ψ , andD replaced byD− 1. Therefore it suffices to apply the
induction hypothesis to conclude that ψ , and hence ϕ = ψ + q , have the required
form. This completes the proof of Theorem 7, modulo the proof of the next lemma.


�
Lemma 24 There exists a polynomial q of degree ≤ D + 1 that satisfies (111).
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Proof Apply�t to both sides of (110) to obtain

�t�sϕ(x) = �t
∑

|α|=D

d∑
j=1

uα,j sj x
α +�t

∑
|α|≤D−1

bα(s)x
α +O(1)

=
∑

|α|=D

d∑
j=1

uα,j sj

d∑
i=1

αix
α−ei ti +

∑
|α|≤D−2

bα(s, t)x
α +O(1)

for nearly all (x, s, t) ∈ (ρB)3 where bα are measurable functions. Since �t�sϕ =
�s�tϕ, we may write the corresponding formula for �s�tϕ, equate it to the one
derived above, and apply Lemma 22 to deduce that for each i, j ∈ {1, 2, . . . , d},

∑
|α|=D

uα,jαix
α−ei =

∑
|α|=D

uα,iαj x
α−ej +O(1) (113)

for all x ∈ ρB. Equivalently, for each multi-index β satisfying |β| = D − 1,

uβ+ei ,j (βi + 1) = uβ+ej ,i(βj + 1)+O(1) (114)

for each i, j .
On the other hand, a homogeneous polynomial Q of degree D + 1 satisfies the

exact relation�sQ(x) = ∑
|α|=D

∑d
j=1 ũα,j sj x

α+R(x, s) for someR, where x �→
R(x, s) is a polynomial of degree ≤ D − 1 for each s, if and only if ∂Q(x)/∂xj =∑

|α|=D ũα,j xα for each j ∈ {1, 2, . . . , d}. This system of equations is solvable for
Q if and only if

∑
|α|=D

ũα,jαix
α−ei =

∑
|α|=D

ũα,iαjx
α−ej (115)

for all i �= j ∈ {1, 2, . . . , d}. Equivalently, for each multi-index β satisfying |β| =
D − 1,

ũβ+ei ,j (βi + 1) = ũβ+ej ,i(βj + 1) (116)

for each i, j .
The tuple (uα,k : |α| = D and 1 ≤ k ≤ d) satisfies the system of approximate

Eqs. (114). By elementary linear algebra, there exists a tuple (ũα,k) with |ũα,k −
uα,k| = O(1) for all α, k that satisfies the corresponding system of exact Eqs. (116).
This system of equations implies the existence of a homogeneous polynomial q of
degreeD+1 that satisfies ∂q(x)/∂xj = ∑

|α|=D ũα,j xα for each j ∈ {1, 2, . . . , d}.
Therefore�sq(x) = ∑

|α|=D
∑d
j=1 ũα,j sj x

α + R(x, s) where R is as above. 
�
The proof of Theorem 9 is very similar to that of Theorem 8. Details are left to

the reader. �
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12 A Final Lemma

The next lemma is rather trivial. The form of its conclusion contrasts with that of
Lemma 17, in which the logarithms of the factors in the hypothesis are only nearly
determined up to arbitrary additive corrections in 2πiZ. In Lemma 25, no such
arbitrary additive corrections arise.

Lemma 25 There exists η0 > 0 with the following property. Let vj ∈ R for j =
1, 2. Let 0 < η ≤ η0. Suppose that

|ei(u1v1−u2v2) − 1| ≤ η

for all (u1, u2) ∈ [0, 1]2 outside a set of Lebesgue measure ≤ 1
2 . Then |vj | ≤ 4η for

j = 1, 2.

Proof There exists u2 ∈ [0, 1] such that

|eiu1v1 − eiu2v2 | ≤ η (117)

for all u1 ∈ [0, 1] outside a set E of measure ≤ 1
2 . We may assume without loss

of generality that v1 �= 0. If |v1| ≥ 4η then choose N ∈ N satisfying N |v1|−1η ∈
[ 1

4 ,
1
2 ]. There must exist an interval I ⊂ [0, 1] of length N−1 such that |E ∩ I | ≤

1
2 |I |.

Because |E ∩ I | ≤ |I |/2, I \ E has diameter ≥ |I |/2 and therefore the image
of I \ E under the mapping I . t �→ eitv1 has diameter ≥ cN |I |/2 = c′ > 0. If
2η < c′, this contradicts (117).

The same reasoning applies to v2. 
�

13 On Twisted Convolution

The translation symmetry for the functional in Young’s inequality corresponds to a
hybrid translation/modulation symmetry for twisted convolution. Identify R

2d with
R
d × R

d , with coordinates x = (x ′, x ′′) with x ′, x ′′ ∈ R
d . For z ∈ R

2d , denote
by x �→ τz(x) the translation mapping x �→ x − z from R

2d to R
2d . For any

z = (z1, z2, z3) ∈ (R2d)3 satisfying z1 + z2 + z3 = 0,

T
R

2d ,ρ

(
τz1f1, τz2f2, τz3f3

) = eiρσ(z1,z2)T
R

2d ,ρ

(
g1, g2, g3) (118)

with g3 = f3,

g1(x) = e−iρσ (z2,x)f1(x), and g2(x) = e−iρσ (z1,x)f2(x). (119)
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To prove Theorem 10, using some of the analysis developed above, is straight-
forward. One has

|T
R

2d ,ρ(f)| ≤ T
R

2d (|f1|, |f2|, |f3|),

so the optimal constant in the inequality for T
R

2d ,ρ is less than or equal to the

optimal constant in Young’s convolution inequality for R2d . On the other hand, if
p satisfies the scaling relation

∑3
j=1 p

−1
j = 2, and if fj,ε(x) = ε−2d/pj fj (ε

−1x),
then ‖fj,ε‖pj ≡ ‖fj‖pj and

T
R

2d ,ρ(f1,ε, f2,ε, f3,ε)→ T
R

2d (f)

as ε → 0. Therefore the optimal constant for T
R

2d ,ρ equals the optimal constant for
T
R

2d . Therefore if f nearly realizes the optimal constant for T
R

2d ,ρ , then (|fj | : 1 ≤
j ≤ 3) nearly realizes the optimal constant for T

R
2d .

By invoking the characterization of near-maximizers for Young’s inequality for
R

2d together with the hybrid translation/modulation symmetry (118), one can reduce
matters to the case in which (|fj | : 1 ≤ j ≤ 3) is an ordered triple of Gaussians
centered at the origin, that realizes the optimal constant for Young’s inequality for
convolution in R

2d . The remainder of the analysis is a simplified recapitulation of
the above analysis for Hd .
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Young’s Inequality Sharpened

Michael Christ

Abstract A quantitative stability result with an optimal exponent is established,
concerning near-maximizers for Young’s convolution inequality for Euclidean
groups.

Keywords Young’s convolution inequality · Maximizer · Perturbative
expansion · Hermite basis

1 Statements of Theorems

The Beckner-Brascamp-Lieb-Young convolution inequality [1, 4] states that for
each dimension d ≥ 1, for complex-valued functions fj ∈ Lpj (Rd ), the
convolution f1 ∗ f2(x) = ∫

f1(x − y)f2(y) dy satisfies

‖f1 ∗ f2‖q ≤ Adp

2∏
j=1

‖fj‖Lpj (1)

provided that pj , q ∈ [1,∞] and q−1 = p−1
1 + p−1

2 − 1, where Ap = ∏3
j=1 Cpj

with p3 = q ′ and C2
p = p1/p/r1/r , where r = p′ denotes the exponent conjugate

to p. It is convenient, for our purpose, to put (1) into more symmetric form, in terms
of the trilinear form

T(f) =
∫
x1+x2+x3=0

3∏
j=1

fj (xj ) dλ(x) (2)
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where f = (fj : j ∈ {1, 2, 3}), x = (x1, x2, x3) ∈ (Rd)3, and λ is the natural
Lebesgue measure on � = {x : x1 + x2 + x3 = 0}; dλ = dxidxj for any i �=
j ∈ {1, 2, 3} if the third variable is regarded as a function of the other two via the
additive relation defining�. Inequality (1) can be equivalently stated as

|T(f)| ≤ Adp

3∏
j=1

‖fj‖Lpj (3)

for all tuples of functions fj ∈ Lpj (Rd ) and all p = (p1, p2, p3) ∈ [1,∞]3

satisfying
∑
j p

−1
j = 2. We assume henceforth that each exponent pj belongs to

the open interval (1,∞). Throughout the paper, p′ denotes the exponent conjugate
to p.

The constant Adp is optimal for all p, d . Among the extremizing tuples f for (3)

is the Gaussian triple (e−πp
′
j |x|2 : j = 1, 2, 3). Moreover, Brascamp and Lieb [4]

showed that every complex-valued maximizing triple belongs to the orbit of this
single maximizer under the symmetry group G = Gd,p of the inequality, generated
by a translation action of R

2d on R
3d , the diagonal action of the general linear

group Gl(d) on R
d × R

d × R
d , multiplication of the components fj by arbitrary

complex scalars, and the diagonal action of the group of modulation operators
f �→ eix·vf (x).

A stronger form of this uniqueness was established in [7]: If |T(f)| ≥ (1 −
δ)Adp

∏
j ‖fj‖pj then there exists a maximizing triple g = (g1, g2, g3) of Gaussians

satisfying ‖fj − gj‖pj ≤ ε‖fj ‖pj , where ε → 0 as δ → 0; ε may be taken
to depend only on δ, d,p. A weakness of that result is its nonquantitative nature;
the proof provides no information on the rate at which ε tends to zero. A further
weakness is the relatively complicated proof, which relies in turn on a corresponding
strengthened uniqueness theorem for the Riesz-Sobolev inequality in dimension 1
[6], whose proof exploited ideas from additive combinatorics.

The present paper establishes a quantitative improvement of this stability result.
The analysis provides an alternative, and perhaps simpler, proof of the weaker
nonquantitative result in the special case of nonnegative functions.

Fixing the dimension d , define Gp to be the set of all maximizing triples of
Gaussians for the ratio T(f)/

∏
j ‖fj ‖pj . For each p, define the projective distance

from a triple f to Gp by

distp(f,Gp) = inf
g∈Gp

max
j

‖fj − gj‖pj
‖fj‖pj

, (4)

under the assumption that for every index j , ‖fj‖pj �= 0.
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Theorem 1 Let K be a compact subset of (1, 2)3. Let p ∈ K satisfy
∑3
j=1 p

−1
j =

2. For each d ≥ 1 there exists c > 0 such that for all p ∈ K and all f ∈ Lp(Rd )

with ‖fj‖pj �= 0 for each j ∈ {1, 2, 3},

|T(f)| ≤ (
Adp − c distp(f,Gp)

2) 3∏
j=1

‖fj‖pj . (5)

This sharpens Young’s inequality, in the same sense that Bianchi and Egnell [3]
sharpened the Sobolev inequality.

The exponent 2 in the conclusion is optimal. The proof does not provide a
concrete value for the coefficient c, and provides little insight into its optimal value.

The following variant extends the range of exponents to include the case in which
some exponent equals 2, but sacrifices uniform dependence on p. This loss might
possibly be circumvented through a more thorough analysis of the dependence on p
of various intermediate quantities that arise in the proof.

Theorem 2 Let p ∈ (1, 2]3 satisfy
∑3
j=1 p

−1
j = 2. For each d ≥ 1 there exists

c > 0 such that for all f ∈ Lp(Rd) with ‖fj‖pj �= 0 for each j ∈ {1, 2, 3},

|T(f)| ≤ (
Adp − c distp(f,Gp)

2) 3∏
j=1

‖fj‖pj . (6)

The restrictions pj ≤ 2 are necessary.

Proposition 3 Let p ∈ (1,∞)3 satisfy
∑3
j=1 p

−1
j = 2, and let d ≥ 1. Suppose

that pk > 2 for some index k ∈ {1, 2, 3}. Then there exists no c > 0 for which
the inequality (5), with distp(f,Gp) raised to the power 2, holds uniformly for all
f ∈ Lp(Rd) with ‖fj‖pj > 0 for each j ∈ {1, 2, 3}.

Nonetheless, a slightly weaker variant of Theorem 1 holds for the full range of
exponents. It is most naturally formulated in terms of the bilinear inequality (1).
Define G′

p1,p2
to be the set of all ordered pairs g = (g1, g2) of Gaussian functions

gj : Rd → [0,∞) of the form gj = cj e
−p′

jQ(x−aj ) where cj ∈ R
+, aj ∈ R

d , and
Q(y) = �(y, y) where � is a positive definite symmetric quadratic form on R

d . If
each fj �= 0, then equality holds if and only if (f1, f2) ∈ G′

p.
For each (p1, p2), define the projective distance from (f1, f2) to G′

p1,p2
by

Distp1,p2((f1, f2),G
′
p1,p2

) = inf
(g1,g2)∈G′

p1,p2

max
j=1,2

‖fj − gj‖pj
‖fj‖pj

, (7)

under the assumption that ‖fj‖pj vanishes for neither index j .
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Theorem 4 Let d ≥ 1. Let p1, p2 ∈ (1, 2), and define q ∈ (1,∞) by q−1 = p−1
1 +

p−1
2 − 1. There exists c > 0 such that for any nonnegative functions fj ∈ Lpj (Rd )

with nonzero norms,

‖f1 ∗ f2‖q ≤ (Adp − cDistp1,p2((f1, f2),G
′
p1,p2

)2)‖f1‖p1‖f2‖p2 . (8)

For simplicity we have restricted the statement to nonnegative functions. For
q ≥ 2, Theorem 4 follows directly from Theorem 1 by duality.

Theorems 1 and 4 have the following analogue in the periodic setting, with R
d

replaced by T
d = R

d/Zd . For each n ∈ Z
d , denote by en the character x �→ e2πin·x .

Theorem 5 Let p ∈ (1,∞)3 satisfy
∑3
j=1 p

−1
j = 2. There exists c > 0 such that

for any d ≥ 1 and for every f ∈ Lp(Td) with nonnegative components fj satisfying
‖fj‖pj = 1,

|T(f)| ≤ 1 − c
∑
j

‖fj − 1‖rjpj (9)

where rj = max(pj , 2).
More generally, if each fj is complex-valued and ‖fj‖pj = 1 then

|T(f)| ≤ 1 − c inf
n∈Z, |aj |=1

∑
j

‖fj − aj en‖rjpj (10)

The last infimum is taken over complex numbers aj satisfying |aj | = 1. The very
simple proof is sketched in Sect. 11.

An outline of the proof of Theorem 1 is as follows. The first step is to reduce
to small perturbations of maximizing triples. For nonnegative functions, this can be
accomplished by exploiting the monotonicity of T(f) under a nonlinear heat flow.
For general functions, the reduction is justified by a compactness theorem of [7].
This is discussed in Sect. 3.

Choosing g ∈ Gp to approximately minimize maxj ‖fj − gj‖pj and writing
fj = gj + hj , the trilinear form T can be expanded in terms of the small quantities
hj . The central issue is the strict negativity of two symmetric quadratic forms,
which act on functions taking values in L2(Rd,R3) (rather than in L2(Rd,C3)). We
diagonalize these by expanding each hj , in turn, in terms of appropriately dilated
Hermite functions, reducing a quadratic form on L2(Rd,R3) to an infinite system of
quadratic forms on R

3. All terms involving Hermite polynomials of sufficiently high
degree are easily seen to be uniformly negative definite. An elementary algebraic
analysis handles low degrees.

The proof of Theorem 4 is a variant of that of Theorem 1. It is sketched in
Sect. 10.

Theorem 1 is in the same spirit as a quantitative stability result for the Riesz-
Sobolev inequality developed in [9]. The two proofs are similar in structure, but
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there is one notable difference. The analysis here relies on Hermite functions and on
resulting explicit expressions for eigenvalues for associated quadratic forms, while
that in [9] relies on spherical harmonics, and leads to eigenvalues for which less
useful expressions seem to be available.

A corresponding result for Young’s inequality for Heisenberg groups is estab-
lished in works of the author [10] (establishing a oδ(1)-type conclusion, thus
reducing matters to the perturbative regime) and of O’Neill [11] (analyzing the
perturbative regime by extending the machinery developed here).

2 Negative Result

The conclusion of Theorem 1 fails for rather superficial reasons if some exponent
pj exceed 2. Suppose without loss of generality that p1 > 2. Let p be given. Let

g = (e−p′
j |x|2 : j ∈ {1, 2, 3}), which satisfies T(g) = Adp

∏
j ‖gj‖pj . Let ϕ : Rd →

[0,∞) be continuous, compactly supported, and not identically zero. Choose any
0 �= v ∈ R

d , and for t, δ ∈ R
+ consider f = fδ,t = (fj : j ∈ {1, 2, 3}) where

fj = gj for j = 2, 3, and f1(x) = g1(x) + δϕ(x − tv). Restrict attention to
δ ∈ (0, 1]; we will eventually let δ tend to 0. Regard t as a function of δ, satisfying
t (δ) ≥ 1 and limδ→0 t (δ) = ∞.

Now

∏
j

‖fj‖pj =
∏
j

‖gj‖pj +O(δp1),

provided that t (δ)2 � ln(1/δ) as δ → 0. This holds because ϕ has compact support
and g1(x) = O(e−c|x|2). Similarly, T(f) = T(g)+O(e−at2δ) for some a = a(p) >
0 since g2 ∗ g3 is a Gaussian. Therefore

T(f)∏
j ‖fj‖pj

= Adp +O(δp1).

On the other hand, it is elementary that there exists c′ > 0 depending on v, d,p,
such that for each δ, distp(f,Gp) ≥ c′δ provided that t = t (δ) is sufficiently large.
Therefore

T(f)∏
j ‖fj‖pj

≥ Adp − c′′ distp(f,Gp)
p1 .

Since p1 > 2, this contradicts (5) in the limit δ → 0. This completes the proof of
Proposition 3.
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3 Reduction to the Perturbative Case

It was shown in [7] that if ‖fj‖pj = 1 and if |T(f)| ≥ (Adp − δ) then there exist
Gaussians satisfying ‖fj −Gj‖pj ≤ oδ(1). Therefore in order to prove Theorem 1,
it suffices to show that for each p, d there exists ε0 < 0 such that the conclusion
(5) holds whenever distp(f,Gp) ≤ ε0. Therefore our analysis is devoted to this
perturbative regime.

An alternative method of reduction that avoids recourse to the lengthy analysis
of [7] is available. It consists of an initial step for nonnegative functions, followed
by a separate argument to extend the result from nonnegative to general complex-
valued functions. For nonnegative functions fj , matters can be reduced to small
perturbations of maximizing Gaussian ordered triples via a deformation argument
relying on nonlinear heat evolutions. A proof of the following result may be found
for instance in [2, 5].

Lemma 6 Let d ≥ 1, and let p ∈ (1,∞)3 satisfy
∑
j p

−1
j = 2. Let fj ∈ Lpj

be nonnegative. There exist an ordered triple of nonnegative Gaussian functionsGj
that satisfies ‖Gj‖pj = ‖fj ‖pj and T(G) = Adp

∏
j ‖Gj‖pj and a continuous

mapping [0, 1] . t �→ f(t) = (fj (t) : j ∈ {1, 2, 3}) ∈ Lp1 × Lp2 × Lp3

satisfying fj (0) = fj , fj (1) = Gj , and ‖fj (t)‖pj ≡ ‖fj‖pj , such that T(f(t))
is a continuous nondecreasing function of t .

If (5) is known to hold for any f for which distp(f,Gp) is sufficiently small, then
(5) can be deduced for for general nonnegative functions fj , as follows. Suppose
that distp(f,Gp) > ε0 and ‖fj‖pj = 1. By Lemma 6, there exists s ∈ (0, 1)
satisfying distp(f(s),Gp) = ε0. Applying (5) to f(s) gives

T(f(s)) ≤ Adp − c distp(f(s),Gp)
2 = Adp − cε2

0.

Therefore

T(f) ≤ T(f(s)) ≤ Adp − cε2
0 ≤ Adp − cε2

0 distp(f,Gp)
2

since distp(f,Gp) ≤ 1 by its definition.
For general complex-valued functions fj , this author is not in possession of

any corresponding version of Lemma 6. However, the complex-valued case can be
deduced from the nonnegative case in the same way that this reduction was executed
in [7]. Indeed, for general f = (fj ), consider F = (|fj |), whose components
have the same Lpj norms and which satisfies T(F) ≥ |T(f)|. Therefore if f is
a near-maximizer, then so is F, so each component Fj = |fj | must be nearly a
Gaussian. Write fj = eiϕj Fj . Let � = {x : x1 + x2 + x3 = 0}, and let λ be
Lebesgue measure on �. Assume without loss of generality that T(f) ∈ R

+. Then∏3
j=1 ϕj (xj )must be approximately equal to 1 for most (with respect to the measure

dμ(x) = ∏3
j=1 Fj (xj ) dλ) points x ∈ �. By Proposition 8.1 of [7], the ordered

triple (ϕj (xj ) : j ∈ {1, 2, 3}) is well approximated, modulo 2πiZ3, at most points
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x with respect to the same measure μ, by a ordered triple of three affine functions,
whose sum vanishes identically on �. If F is close to a nonnegative maximizing
Gaussian triple, if each ϕj is close in this sense to an affine function, and if these
three affine functions are compatible in this sense, then f is also close to a complex-
valued maximizing Gaussian triple. A precise formulation of these statements is
in [7].

4 Perturbative Expansion

We begin the proof of Theorem 1 in the perturbative regime. We change notation.

Write gj (x) = e
−πp′

j |x|2 = G
p′
j (x) where G(x) = e−π |x|2 . Consider T(gj + fj :

j ∈ {1, 2, 3}), where ‖fj‖pj is small for each index j . Assume that

∫
g
pj−1
j fj = 0 for each j ∈ {1, 2, 3}. (11)

For p < 2, the mapping Lp . f �→ ‖g + f ‖p is not twice continuously
differentiable. We circumvent this via a decomposition analyzed in [8]. Assume
that pj ∈ (1, 2] for each index j ∈ {1, 2, 3}. Let η > 0 be a small parameter. For
each j ∈ {1, 2, 3}, decompose fj = fj,% + fj,&, defining

fj,%(x) =
{

fj (x) if |fj (x)| ≤ ηgj (x),
0 otherwise,

(12)

and fj,& = fj − fj,%. Then (using the fact that gj is real-valued) [8]

‖gj + fj‖pj
‖gj‖pj

≥ 1 + 1
2‖gj‖−pj

pj

∫ [
(pj − 1)Re(fj,%)2 + Im(fj,%)2

]
g
pj−2
j

− Cη‖fj,%‖2
pj

‖gj‖−2
pj

+ cη2−pj ‖fj,&‖pjpj ‖gj‖−pj
pj (13)

where c, C ∈ R
+ depend only on pj . Positive terms on the right-hand are favorable

for our purpose, while negative terms are unfavorable. The unfavorable third term
will be ameliorated by choosing η to be sufficiently small. Because ‖fj‖pj is raised
to a power pj strictly less than 2, the final term on the right will eventually be
favorable, even with η very small. This reasoning breaks down when pj > 2.

Write ‖f‖ = maxj ‖fj‖pj . Expand T(g + f) as T(g) plus the sum of three terms
T(gm, gn, fk), plus the sum of three terms T(fi , fj , gk), plus the remainder term
T(f), which has magnitude Og(

∏
j ‖fj ‖pj ) = Og(‖f‖3), and consequently will be

negligible in this second order analysis.
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The following expression Qp governs the analysis. We will abuse notation mildly
by referring to it, and to related expressions below, as quadratic forms, although they
are actually quadratic forms in the real and imaginary parts of our functions.

Definition 7 For h = (h1, h2, h3) ∈ Lp(Rd,C3),

Qp(h) = T(g)−1
∑
(i,j,k)

[
T(Re hi,Re hj , gk)− T(Imhi, Imhj , gk)

]

− 1
2

3∑
j=1

‖gj‖−pj
pj

∫ [
(pj − 1)Re(hj )

2 + Im(hj )
2]gpj−2

j (14)

with the summation extending over the three cyclic permutations (i, j, k) of
(1, 2, 3).

The notation h ∈ Lp(Rd,C3) indicates that each component hj is complex-
valued, and belongs to Lpj (Rd ).

Because the functions gn are real-valued and even, and because g is a maximizer,
if {1, 2, 3} = {k,m, n} then gm ∗ gn must, by duality, be a positive scalar multiple
of gpk−1

k . Therefore by (11), each of the three terms T(gm, gn, fk) vanishes. By
expanding |T(g + f)|2, substituting T(g) = Adp

∏
j ‖gj‖pj , and invoking (13), one

obtains:

Lemma 8 Let p ∈ (1, 2)3 satisfy
∑
j p

−1
j = 2. There exists c > 0 such that for

any sufficiently small parameter η > 0, for any f ∈ Lp(Rd ,C3) satisfying (11),

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp + AdpQp(f%)

+ Cη
∑
j

‖fj,%‖2
pj

‖gj‖−2
pj

− c
∑
j

η2−pj ‖fj,&‖pjpj ‖gj‖−pj
pj +Og(‖f‖3) (15)

where f% = (fj,% : j ∈ {1, 2, 3}) with fj,%, fj,& defined as in (12), and gj = Gp′
j .

Thus matters have been reduced to obtaining a suitably negative upper bound for
Qp(f%). This is complicated slightly by the relationship hj = fj,%, which need not

satisfy the essential orthogonality relation
∫
hjg

pj−1
j = 0; this complication will

be dealt with at the end of the analysis. What remains is mainly the analysis of Qp,
taking into account the orthogonality condition and the role of symmetries.

The following information will be needed for a more explicit description of Qp.

Lemma 9 Let d ≥ 1, let p ∈ (1, 2)3 with∑j p
−1
j = 2, and set gj = Gp′

j . Then

T(g) =
3∏
l=1

(p′
l )

−d/2. (16)
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Proof For any r, s > 0,

rd/2Gr ∗ sd/2Gs = td/2Gt where t−1 = r−1 + s−1. (17)

This is a consequence of the identities Ĝ = G andGt(x) = G(t1/2x). Therefore

T(g) =
∫
R
d
Gp

′
3 · (Gp′

1 ∗Gp′
2) =

∫
R
d
Gp

′
3 · (p′

1)
−d/2(p′

2)
−d/2qd/2Gq

where q−1 = p′
1
−1 + p′

2
−1 = p−1

3 . Therefore

T(g) = (p′
1)

−d/2(p′
2)

−d/2pd/23

∫
R
d
Gp

′
3Gp3 = (p′

1)
−d/2(p′

2)
−d/2pd/23 (p3 + p′

3)
−d/2

= (p′
1)

−d/2(p′
2)

−d/2pd/23 (p3p
′
3)

−d/2 =
3∏
l=1

(p′
l )

−d/2

using the relation p3 + p′
3 = p3p

′
3. 
�

Introduce the exponents

τj = 1
2pjp

′
j (18)

and the functions

uj = hjg(pj−2)/2
j = hjGτj−p′

j . (19)

Equivalently, since gj = G
p′
j , hj = ujG

(2−pj )p′
j /2 = ujG

p′
j−τj . Because of the

assumption that pj < 2, p′
j > (pj/2)p

′
j = τj . Thus the factorGp

′
j−τj is a Schwartz

function.
Since the exponents satisfy pj < 2, the assumption that hj ∈ Lpj does not

suffice to guarantee that uj ∈ L2. However, the theory developed for Qp will be
applied only to functions hj that are O(gj) in the pointwise sense, in which event
uj will be O(g

pj
j ) and will belong to L2.

Definition 10 Let p ∈ (1, 2)3. T(i,j,k) denotes the bounded linear operator on
L2(Rd ) given by

T(i,j,k)(u) = Gp′
j (2−pj )/2 · (Gp′

k ∗ (Gp′
i (2−pi)/2u)), (20)

with ∗ denoting convolution.

Thus for real-valued functions hm, um,

T(hi, hj , gk) = 〈T(i,j,k)(ui), ũj 〉
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where ũj (x) = uj (−x). The adjoint operator is T ∗
(i,j,k) = T(j,i,k). T(i,j,k) is self-

adjoint if and only if pi = pj , but the operator on L2(Rd ,C3) represented by the
operator-valued matrix

⎛
⎝ 0 T(1,2,3) T(2,3,1)

T(1,2,3) 0 T(3,1,2)

T(2,3,1) T(3,1,2) 0

⎞
⎠ ,

whose components are the operators T(i,j,k), is self-adjoint for arbitrary p ∈ (1, 2)3.
Since

‖gj‖pjpj =
∫
R
d
e
−πpjp′

j = (pjp′
j )

−d/2,

for h ∈ Lp(Rd,C3) we can write

Qp(h) = Q+
p (Re u)+ Q−

p (Im u) (21)

with Re u = (Re u1,Re u2,Re u3), with Im u = (Imu1, Imu2, Imu3), and with

Q+
p (v) =

3∏
l=1

(p′
l )
d/2

∑
(i,j,k)

〈T(i,j,k)vi , ṽj 〉 − 1
2

3∑
j=1

(pjp
′
j )
d/2(pj − 1)‖vj‖2

L2

(22)

Q−
p (v) = −

3∏
l=1

(p′
l )
d/2

∑
(i,j,k)

〈T(i,j,k)vi , ṽj 〉 − 1
2

3∑
j=1

(pjp
′
j )
d/2‖vj‖2

L2 (23)

for R-valued functions vj , with
∑
(i,j,k) denoting summation over the three cyclic

permutations (i, j, k) of (1, 2, 3), and with

ṽ(x) = v(−x). (24)

The L2 norm is that of L2(Rd ,R), with respect to Lebesgue measure.
Observe that Q±

p differ in two respects; their first terms have opposite signs, and
factors of (pj − 1) ∈ (0, 1) appear in Q+

p but not in Q−
p .

The orthogonality condition
∫
hlg

pl−1
l = 0 for each index l is equivalent to the

relation
∫
ulg

(2−pl)p′
l/2

l g
pl−1
l = 0. Since

1
2 (2 − pl)p′

l + (pl − 1) = p′
l + pl − 1

2plp
′
l = plp′

l − 1
2plp

′
l = 1

2plp
′
l = τl,
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this relation can be equivalently written

∫
ulG

τl = 0. (25)

The proof of Theorem 1 rests on properties of Q+
p and of Q−

p detailed in
Lemmas 12 and 13, respectively. The following generalized Hermite polynomials
and Hermite functions will be used to analyze these properties.

Definition 11

(i) For each t ∈ R
+ and each n ∈ {0, 1, 2, . . . }, P (t)n denotes the unique real-

valued polynomial of degree n with positive leading coefficient such that
P
(t)
n G

t has L2(R) norm equal to 1 and is orthogonal to QGt in L2(R1) for
every polyomialQ of degree strictly less than n.

(ii) For d > 1, α = (α1, . . . , αd ) ∈ {0, 1, 2, . . . }d , and x = (x1, . . . , xd) ∈ R
d ,

P (t)α (x) =
d∏
k=1

P (t)αk (xk).

(iii) The generalized Hermite functions with exponent t are H(t)α = P (t)α Gt .
In particular,

H
(t)
0 = ‖Gt‖−1

L2G
t = (2t)d/4Gt. (26)

For each τ ∈ R
+, the family of functions H(τ)α forms an orthonormal basis for

L2(Rd ).
The following two lemmas provide the information concerning the quadratic

forms Q+
p ,Q−

p needed for our analysis. Each lemma has as a hypothesis certain
orthogonality relations, which supplement (25). These two lemmas will be proved in
Sect. 5. Lemma 17 will enable us to arrange for these supplementary orthogonality
relations to hold in the context of the proof of Theorem 1. That proof will be
concluded in Sect. 7.

Lemma 12 For each p ∈ (1, 2)3 satisfying∑3
j=1 p

−1
j = 2, there exists c = c(p) >

0 such that for every d ≥ 1 and every u ∈ L2(Rd,R3) satisfying

〈uj ,H (τj )α 〉 = 0 whenever

⎧⎪⎪⎨
⎪⎪⎩
α = 0 and j ∈ {1, 2, 3}
|α| = 1 and j ∈ {1, 2}
|α| = 2 and j = 3,

(27)
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there holds

Q+
p (u) ≤ −c

3∑
j=1

‖uj‖2
L2(Rd )

. (28)

Lemma 13 For each p ∈ (1, 2)3 satisfying∑3
j=1 p

−1
j = 2, there exists c = c(p) >

0 such that for every d ≥ 1 and every u ∈ L2(Rd,R3) satisfying

〈uj ,H (τj )α 〉 = 0 whenever

{
α = 0 and j ∈ {1, 2, 3}
|α| = 1 and j = 3

(29)

there holds

Q−
p (u) ≤ −c

3∑
j=1

‖uj‖2
L2(Rd )

. (30)

The constants c depend on p, but are independent of the dimension d . However,
Q+

p ,Q
−
p are multiplied by the dimension-dependent factor Adp in (15).

The index j = 3 plays a distinguished role in Lemmas 12 and 13, but this
is simply a matter of choice. We will eventually arrange that these lemmas are
applied in situations in which the hypotheses (27) (respectively (29)) are satisfied.
The number of independent linear conditions that we will be able to arrange to be
satisfied, will be exactly equal to the number of such conditions appearing in these
hypotheses.

5 Analysis of Quadratic Forms

In this section we prove Lemmas 12 and 13. We introduce, for each of the three
indices, an orthonormal basis for L2(Rd) such that each operator T(i,j,k) maps
each element of the basis associated to the index i to a scalar multiple of the
basis associated to the index j . We calculate these scalars explicitly. Lemma 12
is thereby reduced to obtaining uniformly negative bounds for a certain infinite
family of explicit quadratic forms Q∗

p,κ on R
3, indexed by κ ∈ N. These forms

fail to be strictly negative for κ = 1, 2, but the orthogonality conditions (27) restore
strict negativity. For κ ≥ 3, these forms are uniformly negative. The analysis for
Lemma 13 is a simple variant of that for Lemma 12.
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5.1 Diagonalization of Scalar Operators

The following lemma is proved in Sect. 8. In the lemma, and throughout the ensuing
discussion,

|α| = |(α1, . . . , αd)| =
d∑
j=1

αj .

Lemma 14 Let d ≥ 1. Let p ∈ (1, 2]3 satisfy
∑3
j=1 p

−1
j = 2. For each

permutation (i, j, k) of (1, 2, 3) and each α ∈ {0, 1, 2, . . . }d ,

T(i,j,k)(H
(τi)
α ) = λα,(i,j,k) H (τj )α (31)

where

λα,(i,j,k) =
(pipj
p′
ip

′
j

)|α|/2(pi
p′
i

)d/4(pj
p′
j

)d/4
(p′
k)

−d/2. (32)

One may compare with the corresponding analysis of the Riesz-Sobolev inequal-
ity in [9], where no expressions as explicit as (32) are available for the corresponding
eigenvalues.

Ratios pl
p′
l

pervade the discussion. Since

pl / p
′
l = pl − 1, (33)

the conclusion of Lemma 14 can alternatively be written

λα,(i,j,k) = (pi − 1)
d
4 +|α|

2 (pj − 1)
d
4 +|α|

2 (p′
k)

−d/2.

Since pi, pj ≤ 2 with at most one of these equal to 2,

0 < (pi − 1)(pj − 1) < 1 ∀ i �= j ∈ {1, 2, 3}

and consequently the eigenvalues λα,(i,j,k) satisfy

λα,(i,j,k) → 0 as |α| → ∞,

and these are strictly decreasing positive functions of |α| for fixed d,p, (i, j, k).
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5.2 Diagonalizing Q+
p

Fix p. For j ∈ {1, 2, 3} and uj ∈ L2(Rd) define the coefficients1

ûj (α) = 〈uj ,H (τj )α 〉 =
∫
R
d
ujP

(τj )
α Gτj . (34)

Note that the definition of ûj depends on the index j ∈ {1, 2, 3}, not merely on the
function uj ∈ L2. In this language, the assumption (25) states that

ûl(0) = 0 for all three indices l. (35)

Consequently summations below will extend only over nonzero α.
We will systematically write

∑
(i,j,k) · to denote a sum over the three cyclic

permutations (i, j, k) of (1, 2, 3) over some quantities.
Because {H(t)α } is an orthonormal basis for L2(Rd ), with respect to Lebesgue

measure, for each t = τl and each l ∈ {1, 2, 3}, and because these functions are
even when |α| is even, and odd when |α| is odd,

〈T(i,j,k)ui, ũj 〉 =
∑
α

(−1)|α|λα,(i,j,k)ûi(α)ûj (α). (36)

Therefore Q+
p (u) decomposes as the sum

Q+
p (u) =

∑
α �=0

( 3∏
l=1

(p′
l )
d/2

∑
(i,j,k)

(−1)|α|λα,(i,j,k)ûj (α)ûi (α)

−
3∑
l=l

pl−1
2 (plp

′
l )
d/2|ûl(α)|2

)
, (37)

where the outer sum extends over all nonzero α ∈ {0, 1, 2, . . . }d .
According to Lemma 14 and the definition of Q+

p , this can be written more
explicitly as

Q+
p (u) =

∑
α �=0

Qp,|α|(û1(α), û2(α), û3(α))

1These are not Fourier coefficients.
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where

Qp,κ (v) = (−1)κ
∑
(i,j,k)

(p′
ip

′
j p

′
k)
d/2

(pipj
p′
ip

′
j

)κ/2(pi
p′
i

)d/4(pj
p′
j

)d/4
(p′
k)

−d/2vj vi

− 1
2

3∑
l=l
(pl − 1)(plp′

l )
d/2v2

l . (38)

This last expression can be simplified. Consider any κ �= 0. Make the change of
variables v �→ w in R

3, with w defined by

wl = vl · ((pl − 1)/2)1/2(plp
′
l )
d/4 = vl · (pl/p′

l )
1/22−1/2(plp

′
l )
d/4.

Write |w|2 = ∑3
l=1 w

2
l . Then Qp,κ (v) is equal to −|w|2 plus

(−1)κ2
∑
(i,j,k)

(p′
ip

′
jp

′
k)
d/2

(pipj
p′
ip

′
j

)κ/2(pi
p′
i

)d/4(pj
p′
j

)d/4
(p′
k)

−d/2

·
(p′

i

pi

p′
j

pj

)1/2
(pip

′
ipjp

′
j )

−d/4wiwj

= (−1)κ2
∑
(i,j,k)

(pipj
p′
ip

′
j

)(κ−1)/2
wiwj

= (−1)κ2
∑
(i,j,k)

[(pi − 1)(pj − 1)](κ−1)/2wiwj .

Thus

Qp,κ (v) = −|w|2 + Q∗
p,κ (w)

with

Q∗
p,κ (w) = (−1)κ2

∑
(i,j,k)

[(pi − 1)(pj − 1)](κ−1)/2wiwj for w ∈ R
3, (39)

for κ ∈ N. To prove Lemma 12, we need to show that there exists η > 0 such
that Q∗

p,κ (w) ≤ (1 − η)|w|2 for all w ∈ R
3 satisfying the specified orthogonality

conditions, for all κ ≥ 1.
The forms Q∗

p,κ are independent of the dimension d . The factor (−1)κ plays a
significant role for κ = 1; the quantities of interest are the maximum eigenvalues of
these forms, rather than the maxima of the absolute values of these eigenvalues.



276 M. Christ

5.3 Eigenvalue Analysis for Q+
p

Lemma 12, our central result concerning Q+
p , is a direct consequence of the next

lemma.

Lemma 15 Let p ∈ (1, 2]3 satisfy
∑3
l=1 p

−1
l = 2. There exists η = η(p) > 0 such

that for every κ ≥ 3,

Q∗
p,κ (w) ≤ (1 − η)|w|2 for all w ∈ R

3. (40)

The same conclusion holds if κ = 1 andwl = 0 for at least two indices l. It likewise
holds if κ = 2 and wl = 0 for at least one index l.

Proof For κ = 1, (39) specializes to −2(w1w2 +w2w3 +w3w1). If wl = 0 for two
indices l, then this vanishes.

For κ = 2, if wk = 0 then (39) specializes to

2(pi − 1)1/2(pj − 1)1/2wiwj ≤ (pi − 1)1/2(pj − 1)1/2|w|2.

Now (pi − 1)(pj − 1) < 1 since pl < 2 for each index.
In order to treat the case κ ≥ 3, we first analyze the case κ = 2 more closely.

Set rj = (pj − 1)1/2 and consider the quadratic form 2
∑
(i,j,k) ri rjwjwj , which is

represented by the matrix

M =
⎛
⎝ 0 r1r2 r1r3

r1r2 0 r2r3

r1r3 r2r3 0

⎞
⎠ .

This matrix has characteristic polynomial det(tI −M) equal to

t3 − (r2
1 r

2
2 + r2

2 r
2
3 + r2

3 r
2
1 )t − 2r2

1 r
2
2 r

2
3 . (41)


�
Sublemma 16 If

∑3
j=1 p

−1
j = 2 then the quantities sj = pj − 1 satisfy

s1s2 + s2s3 + s3s1 + 2s1s2s3 = 1. (42)

Proof Denote by σn(p) the n-th elementary symmetric polynomial in p. Thus
σ1(p) = p1 + p2 + p3, σ2(p) = p1p2 + p2p3 + p3p1, and σ3(p) = p1p2p3.
Multiplying both sides of the relation

∑
j p

−1
j = 2 by σ3(p) gives σ2(p) = 2σ3(p).

Therefore

s1s2 + s2s3 + s3s1 + 2s1s2s3

= (p1 − 1)(p2 − 1)+ (p2 − 1)(p3 − 1)+ (p3 − 1)(p1 − 1)
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+ 2(p1 − 1)(p2 − 1)(p3 − 1)

= σ2(p)− 2σ1(p)+ 3 + 2σ3(p)− 2σ2(p)+ 2σ1(p)− 2

= 2σ3(p)− σ2(p)+ 1

= 1.

Therefore t = 1 is a root of the characteristic polynomial det(M − tI ).
Consequently this polynomial factors as

det(tI −M) = (t − 1)(t2 + t + 2(p1 − 1)(p2 − 1)(p3 − 1)).

Since M is real and symmetric, det(M − tI ) has three real roots. Therefore the
quadratic factor t2 + t + 2(p1 − 1)(p2 − 1)(p3 − 1)must have two real roots. Their
product is positive, and their sum is negative. Thus both are negative. Thus we have
shown that for any w ∈ S2 = {w ∈ R

3 : |w| = 1},

2
∑
(i,j,k)

(pi − 1)1/2(pj − 1)1/2wiwj ≤ 1.

Now let κ ≥ 3 and consider the maximum value of

max
w∈S2

2
∑
(i,j,k)

(pi − 1)(κ−1)/2(pj − 1)(κ−1)/2wiwj ,

which is attained in the orthant in which wm ≥ 0 for eachm ∈ {1, 2, 3}. Each factor
(pi −1)(pj −1) is strictly less than 1. Therefore this maximum value is strictly less
than the maximum value for κ = 2, which we have found to be equal to 1. Therefore

max
w∈S2

2
∑
(i,j,k)

(pi − 1)(κ−1)/2(pj − 1)(κ−1)/2wiwj < 1,

uniformly for all κ ≥ 3, as well. This concludes the proof of Lemma 15, hence that
of Lemma 12. 
�

5.4 Analysis for Q−
p

Like Q+
p , the form Q−

p can be reduced to a family of real-valued quadratic forms on

R
3:

Q−
p (u) =

∑
α �=0

Q†
p,|α|(û1(α), û2(α), û3(α))
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where for v ∈ R
3,

Q†
p,κ (v) = (−1)κ+1

∑
(i,j,k)

(p′
ip

′
j p

′
k)
d/2

(pipj
p′
ip

′
j

)|α|/2(pi
p′
i

)d/4(pj
p′
j

)d/4
(p′
k)

−d/2vj vi

−
3∑
l=l

1
2 (plp

′
l )
d/2v2

l . (43)

Q†
p,κ differs from Qp,κ in three ways. Firstly, −1 is raised to the power κ + 1,

rather than κ . Secondly, in the expression for Q†
p,κ , the term with the index l in the

final sum has a coefficient of 1
2 , whereas Qp,κ had pl−1

2 . Thirdly, Q†
p,κ is subjected

to fewer orthogonality conditions through the hypotheses of Lemma 13 than is Qp,κ
through the hypotheses of Lemma 12.

Substitutingwl = 2−1/2(plp
′
l )
d/4vl , Lemma 13 is equivalent to the assertion that

there exists η > 0 satisfying

− Q∗
p,κ+1(w) ≤ (1 − η)|w|2 (44)

for all w ∈ R
3 for all κ ≥ 2, and for all w with w3 = 0 for κ = 1. Here Q∗

p,λ
are the forms defined in (39); note that it is Q∗

p,κ+1, rather than Qp,κ , that arises

in the analysis of Q†
p,κ . We have already shown that |Qp,μ|(w)| ≤ (1 − η)|w|2 for

all μ ≥ 3, which gives the result needed here for κ ≥ 2. For κ = 1, under the
orthogonality condition w3 = 0 we have

−Q∗
p,κ+1(w) = −Q∗

p,2(w) = −2(p1 − 1)1/2(p2 − 1)1/2w1w2,

which satisfies the desired conclusion if and only if (p1 − 1)(p2 − 1) < 1. This
condition holds, since each exponent pl is strictly less than 2. This completes the
proof of Lemma 13.

6 Balancing

In analyzing T(F) when distp(F,Gp) is small, the representation F = g + f with
g ∈ Gp is not unique. We aim to choose g ∈ Gp so that ‖F − g‖ is comparable
to distp(F,Gp), and at the same time, so that the orthogonality conditions in the
hypotheses of Lemmas 12 and 13 are satisfied.

Lemma 17 Let d ≥ 1. Let p ∈ (1, 2]3 satisfy
∑3
l=1 p

−1
l = 2. For each p there

exists δ0 > 0 such that for any f satisfying

‖fj − gj‖Lpj (Rd) ≤ δ0 and 〈fj − gj , gpj−1
j 〉 = 0 (45)
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for each index j ∈ {1, 2, 3}, there exist v ∈ (Rd)3 satisfying v1 + v2 + v3 = 0,
a ∈ C

3, ξ ∈ R
d , and a symmetric d × d real matrix ψ satisfying

|vj | + ‖ψ − I‖ + |aj − 1| + |ξ | ≤ C
3∑
l=1

‖fl − gl‖Lpl (Rd )

such that the functions f̃j (x) = ajfj (ψ(x)+ vj )eix·ξ satisfy

〈Re(f̃j )− gj , P (τj )α g
pj−1
j 〉 = 0 (46)

whenever (j, α) satisfies any of the following conditions:

⎧⎪⎪⎨
⎪⎪⎩

α = 0 and j ∈ {1, 2, 3},
|α| = 1 and j ∈ {1, 2},
|α| = 2 and j = 3,

(47)

and

〈Im(f̃j ), P (τj )α g
pj−1
j 〉 = 0 whenever α = 0, and whenever |α| = 1 and j = 3.

(48)

Here I denotes the identity element of Gl(d), ‖ψ − I‖ refers to the Hilbert-
Schmidt norm on the space of all d × d real matrices, and we identify elements of
Gl(d) with invertible matrices in the usual way.

The symmetry group generated by translations, composition with elements of
Gl(d), modulations, and scalar multiplications does not provide sufficiently many
free parameters to ensure any more vanishing conditions.

The pairing of P
(τj )
α with g

pj−1
j , rather than with Gτj , in (46) may appear

unnatural, but is the correct combination in this context. Indeed, recall that gj (x) =
e
−πp′

j |x|2 = G
p′
j (x), so that g

pj−1
j = G

p′
j (pj−1) = Gpj . Thus f̃j satisfies (46) if

and only if the associated function uj = f̃j g
(pj−2)/2
j satisfies the natural condition

〈uj ,H (τj )α 〉 = 0 for the indicated pairs (j, α). This orthogonality will allow us to
apply Lemma 15 below, after one auxiliary manipulation.

Proof of Lemma 17 Define hj ∈ Lpj by fj = gj + hj , set f̃j (x) = ajfj (ψ(x)+
vj )e

ix·ξ where ψ, v, a, ξ are to be determined, and define h̃j by f̃j (x) = gj + h̃j .
Rewritten in terms of h̃j , the desired relations become

⎧⎨
⎩

〈Re(h̃j ), P
(τj )
α g

pj−1
j 〉 = 0

〈Im(h̃j ), P (τj )α g
pj−1
j 〉 = 0

(49)

for the indicated pairs of indices (j, α).
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Writing aj = 1 + bj ,

h̃j (x) = ajfj (ψ(x)+ vj )eiξ ·x − gj
= (1 + bj )

(
G
p′
j (ψ(x)+ vj )eix·ξ + hj (ψ(x)+ vj )eix·ξ

) −Gp′
j (x).

Write ψ(x) = x + φ(x). Expand

G
p′
j (ψ(x)+ vj )eix·ξ −Gp′

j (x)

= Gp′
j (x)

(
G

−p′
j (x)G

p′
j (x + vj + φ(x))eix·ξ − 1

)

= Gp′
j (x)

(
e
−πp′

j [|x+vj+φ(x)|2−|x|2]
eix·ξ − 1

)

= Gp′
j (x)x · [−2p′

j (φ(x)+ vj )+ iξ ] +O((‖φ‖ + |v| + |ξ |)2)

whereO((‖φ‖ + |v| + |ξ |)2) denotes a function whose Lpj (Rd ) norm isO((‖φ‖ +
|v| + |ξ |)2). Combining this with corresponding expansions for other terms yields

h̃j (x) = ajhj (ψ(x)+ vj )eix·ξ

+Gp′
j (x)

[
bj − x · [2p′

j (φ(x)+ vj )− iξ ]
] +O((‖φ‖ + |v| + |b| + |ξ |)2).

(50)

The contribution of the term ajhj (ψ(x) + vj )eix·ξ to the quantities of interest
can be evaluated:

〈ajhj (ψ(x)+ vj )eix·ξ , P (τj )α g
pj−1
j 〉

= 〈hj (ψ(x)+ vj ), P (τj )α g
pj−1
j 〉 +O((|bj | + |ξ |)‖hj‖pj

)

= 〈hj (ψ(x)+ vj ), P (τj )α Gpj , 〉 +O((|bj | + |ξ |)‖hj‖pj
)

= | det(ψ)|−1
∫
hj (y), P

(τj )
α (ψ−1(y − vj )Gpj (ψ−1(y − vj )) dy

+O((|bj | + |ξ |)‖hj‖pj
)

= 〈hj , P (τj )α g
pj−1
j 〉 + O

(
(|bj | + |ξ | + ‖φ‖ + |vj |) ‖hj‖pj

)
.

Therefore

〈h̃j , P (τj )α g
pj−1
j 〉

= 〈hj , P (τj )α g
pj−1
j 〉 + 〈Gp′

j (x)
[
bj − x · [2p′

j (φ(x)+ vj )− iξ ]
]
, P

(τj )
α g

pj−1
j 〉
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plus a remainder which is quadratic in the sense that it is

O
(
(‖φ‖ + |v| + |b| + |ξ |)2 + (‖φ‖ + |v| + |b| + |ξ |) ‖hj‖pj

)
.

In order to apply the Implicit Function Theorem to reach the desired conclusion,
it suffices to verify that the linear map

(b, v, ξ, φ) �→ 〈[ bj − x · (vj + iξ)− 2p′
jx · φ(x) ], P (τj )α G

pjp
′
j 〉, (51)

with (j, α) ranging over the indicated family of indices and taking the real or
imaginary part as indicated in (49), is invertible.

Let Sd be the vector space of all symmetric real d × d matrices. Let Vd be the
real vector space of all tuples (tα : |α| = 2) with each tα ∈ R and α = (α1, . . . , αd )

with each αj ∈ {0, 1, 2} and
∑d
j=1 αj = 2. Then the linear mapping from Sd to

Vd defined by φ �→ (〈x · φ(x), P (τ3)α Gp3p
′
3〉 : |α| = 2

)
. is invertible. This is a

consequence of the alternative expression

〈x · φ(x), P (τ3)α Gp3p
′
3〉 = 〈x · φ(x)Gτ3, P (τ3)α Gτ3〉 = 〈x · φ(x)Gτ3, H (τ3)α 〉,

which holds since p3p
′
3 = 2τ3. For each φ there exists a unique scalar cφ such that

with P(x) = x · φ(x), (P − c)Gτ3 is a Hermite function relative to the parameter
τ3. Moreover,

〈x · φ(x)Gτ3 , H (τ3)α 〉 = 〈(x · φ(x)− cφ)Gτ3, H (τ3)α 〉

whenever |α| = 2 since Gτ3 is orthogonal to H(τ3)α .
Likewise, the mapping from (v, ξ), with the constraint v1 + v2 + v3 = 0, to

the tuple of real and/or imaginary parts of 〈x · (vj + iξ) P
(τj )
α G

pjp
′
j 〉, indexed

by the pairs (j, α) with |α| = 1 indicated in the statement of Lemma 17, is
invertible. Moreover, these inner products vanish for α ∈ {0, 2}. Finally, the

mapping from b to 〈bj , P (τj )0 G
pjp

′
j 〉, indexed by all j ∈ {1, 2, 3}, is invertible,

while 〈bj , P (τj )α G
pjp

′
j 〉 = 0 for α �= 0. Thus the required invertibility holds. 
�

7 Conclusion of Proof

Let p ∈ (1, 2)3 satisfy
∑3
j=1 p

−1
j = 2. Let d ≥ 1 be given. It suffices to prove

Theorem 1 for tuples F = (Fj : j ∈ {1, 2, 3}) = g + f with fj ∈ Lpj (Rd ) and

‖fj‖Lpj sufficiently small for each index j ∈ {1, 2, 3}, satisfying
∫
fjg

pj−1
j =

0. According to Lemma 17, by transforming F to an appropriately chosen nearby
element of its orbit under the symmetry group of the inequality, we may also suppose
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that f̃j = Fj satisfy the supplementary moment conditions (46) and (48) for the
multi-indices α indicated in that lemma.

Let η > 0 be a small parameter. Decompose fj = fj,% + fj,& as in (12), with
respect to the parameter η. Define

hj = fj,% −
∑
|α|≤2

cj,αP
(τj )
α gj (52)

with cj,α chosen so that the functions hj continue to satisfy the moment
conditions (46) and (48), and with the summation for each index j extending
over those α for which a corresponding moment condition appears. An equation

〈Re(hj ), P
(τj )

β g
pj−1
j 〉 = 0 is equivalent to

〈Re(fj,%), P
(τj )

β g
pj−1
j 〉 =

∑
|α|≤2

Re(cj,α)〈P (τj )α gj , P
(τj )

β g
pj−1
j 〉 = 0.

Since g
pj
j = Gp′

j pj = G2τj ,

∑
|α|≤2

Re(cj,α)〈P (τj )α gj , P
(τj )

β g
pj−1
j 〉 =

∑
|α|≤2

Re(cj,α)〈H(τj )α , H
(τj )

β 〉 = Re(cj,β).

The conditions (48) for Im(fj,%) can be written in the same manner as equations
for Im(cj,β ) for appropriate pairs (j, β). Thus there exists a solution (cj,α) to the
system of Eqs. (52), and moreover, since fj = fj,% + fj,& and the moments of fj
vanish, there exists a solution satisfying

|cj,α| ≤ C‖fj,&‖pj (53)

for each j and each |α| ≤ 2.
Define

uj = hjGp
′
j (pj−2)/2;

thus hj = ujG(2−pj )p′
j /2. Write ‖f‖p = ∑3

j=1 ‖hj‖pj , and define ‖f&‖p, ‖f%‖p, and
‖h‖p in the same way. Then each of these quantities is small by hypothesis, since
‖f%‖p ≤ ‖f‖p and likewise for f&.

Since |cj,α| = O(‖fj,&‖pj ),

Qp(f%) ≤ Qp(h)+O(‖f‖p‖f&‖p).
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Consequently there exists c′ = c′(p) > 0 such that

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp + AdpQp(f%)+ Cη‖f%‖2
p − c

∑
j

ηc
′ ‖fj,&‖pjpj +O(‖f‖3

p)

≤ Adp + AdpQp(h)+ Cη‖f%‖2
p − c

∑
j

ηc
′ ‖fj,&‖pjpj

+O(‖f‖p‖f&‖p)+O(‖f‖3
p)

= Adp + AdpQ
+
p (Re(u))+ AdpQ

−
p (Im(u))+ Cη‖f%‖2

p

− c
∑
j

ηc
′ ‖fj,&‖pjpj +O(‖f‖p‖f&‖p)+O(‖f‖3

p)

≤ Adp − 2γpAdp
∑
j

‖uj‖2
L2 + Cη‖f%‖2

p

− c
∑
j

ηc
′ ‖fj,&‖pjpj +O(‖f‖p‖f&‖p)+O(‖f‖3

p)

where γp is strictly positive; we have invoked Lemmas 12 and 13 along with the
relation (21) between Q+

p , Q−
p , and Qp to obtain the crucial final inequality. Now

‖uj‖L2 = ‖Gp′
j (pj−2)/2

hj‖L2 ≥ ‖Gp′
j (pj−2)/2

fj,%‖L2 − C‖f&‖p

so we may conclude that

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp − γpAdp
∑
j

‖fj,%g(pj−2)/2
j ‖2

2

+ Cη‖f%‖2
p − c

∑
j

ηc
′‖fj,&‖pjpj +O(‖f&‖2

p)+O(‖f‖p‖f&‖p)+O(‖f‖3
p).

Each exponent (pj − 2)/2 is negative, so g
(pj−2)/2
j is a strictly positive, rapidly

growing function. Therefore by Hölder’s inequality,

‖fj,%‖pj ≤ C‖fj,%g(pj−2)/2
j ‖2

and consequently if η is chosen to be sufficiently small then the adverse term
Cη‖f%‖2

p can be absorbed, yielding

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp − c
∑
j

‖fj,%g(pj−2)/2
j ‖2

2 − c
∑
j

ηc
′ ‖fj,&‖pjpj

+O(‖f&‖2
p)+O(‖f‖p‖f&‖p)+O(‖f‖3

p).
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By choosing η to be a sufficiently small positive constant, we conclude that

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp − c′′
∑
j

‖fj,%g(pj−2)/2
j ‖2

2 − c̃
∑
j

‖fj,&‖pjpj (54)

for some constants c′′, c̃ > 0 that depend only on p, d . Indeed, each exponent
pj is strictly less than 2. The quantity ‖f‖p is small by hypothesis, and hence
both ‖f%‖p and ‖f&‖ are likewise small. Consequently, the remainder O(‖f&‖2

p) +
O(‖f‖p‖f&‖p)+O(‖f‖3

p) can be absorbed.
Recall that fj,%+fj,& = fj and that for any x, at most one of fj,%(x) and fj,&(x)

is nonzero. A majorization ‖fj,%‖pj ≤ C‖fj,%g(pj−2)/2
j ‖2 follows from Hölder’s

inequality since pj < 2 and consequently g
(2−pj )/2
j is a Schwartz function. Since

‖fj‖pj is assumed to be small, and thus ‖fj‖pj ≤ 1,

‖fj,&‖pjpj = ‖fj,&‖2
pj

· ‖fj,&‖pj−2
pj ≥ ‖fj,&‖2

pj
.

Therefore

‖fj‖2
pj

≤ C‖fj,%‖2
pj

+ C‖fj,&‖2
pj

≤ C‖fj,%g(pj−2)/2
j ‖2

2 + C‖fj,&‖pjpj .

Inserting this information into (54) gives

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp − c
∑
j

‖fj‖2
pj

(55)

for another constant c > 0. This completes the proof of Theorem 1 modulo the
proof of Lemma 14. �

8 Hermite Functions and Singular Values

In this section, we prove Lemma 14. Assume that pj ∈ (1, 2] and
∑
j p

−1
j = 2.

Let G(x) = e−π |x|2 , for x ∈ R
d . For u, v,w > 0 consider the bounded linear

operator T = Tu,v,w on L2(Rd) defined by

Tf = Gu · (Gv ∗ (Gwf )). (56)

Let t ∈ R
+ be arbitrary. If f = Gt then Gwf = Gt+w, and Gv ∗ (Gwf ) is a

positive scalar multiple of Gr where r−1 = v−1 + (w + t)−1. Therefore T (Gt ) is
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a positive scalar multiple of Gs , where s = u + r . Define σ(t, u, v,w) to be this
quantity s. Straightforward calculation gives

σ(t, u, v,w) = uv + vw +wu+ (u+ v)t
v + w + t . (57)

If d = 1 and P is a polynomial of degree equal to n then for any a, b ∈ R
+,

the convolution Ga ∗ (PGb) takes the form QGc for some c ∈ R
+, where Q is

a polynomial of degree equal to n, and c depends only on a, b. If P has positive
leading coefficient, then so doesQ. Therefore T (u, v,w)(PGt ) takes the formQGs

where s = σ(t, u, v,w) and Q is a polynomial of the same degree as P ; Q has
positive leading coefficient if P does.

If there does exist r ∈ R
+ satisfying t = σ(r,w, v, u), then the adjoint operator

T ∗ = T ∗
u,v,w = Tw,v,u maps Gr to a scalar multiple of Gt . More generally, it maps

any polynomial multiple ofGr to a polynomial of the same degree multiplied byGt .

Lemma 18 Let d = 1. Let t, u, v,w ∈ R
+. Suppose that there exists r ∈ R

+
satisfying t = σ(r,w, v, u). Define s, ρ by s = σ(t, u, v,w) and ρ = (s + r)/2.
Then for every n ∈ {0, 1, 2, . . . }, Tu,v,w(P (t)n Gt) is a positive scalar multiple of

P
(ρ)
n Gs .

Proof Let T = Tu,v,w. The definition of s and hypothesis on r guarantee that T (Gt )
and T ∗(Gr) are scalar multiples of Gs,Gt , respectively. In particular, the stated
conclusion holds for n = 0.

We argue by induction on n, the induction hypothesis for n being that the
statement holds for arbitrary t, u, v,w satisfying the hypotheses for all smaller
values of n. Let n ≥ 1. LetQ be an arbitrary polynomial of degree strictly less than
n. According to the induction hypothesis, T ∗(QGr) = RGt for some polynomial
R of degree< n. Therefore

〈T (P (t)n Gt), QGr 〉 = 〈P (t)n Gt , T ∗(QGr)〉 = 〈P (t)n Gt , RGt 〉,

where the inner products are that of L2(R1) with respect to Lebesgue measure. By
the definition of P (t)n , 〈P (t)n Gt , RGt 〉 = 0. Thus 〈T (P (t)n Gt ), QGr 〉 = 0.

It was observed above that T (P (t)n Gt) can be expressed in the form P̃Gs , where
P̃ is a polynomial of degree equal to n with positive leading coefficient. We have
shown in the preceding paragraph that P̃Gs ⊥ QGr for every polynomial Q of
degree < n, that is,

∫
P̃QGs+r = 0. Equivalently, P̃G(ρ) ⊥ QG(ρ), for every

polynomial Q of degree < n. Since P̃ has degree exactly n and positive leading
coefficient, it must be a positive scalar multiple of P (ρ)n . 
�

We will apply Lemma 18 in a context in which r = s. Its conclusion then
simplifies.
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Corollary 19 Let s, t, u, v,w ∈ R
+ be arbitrary. Let d ≥ 1. Suppose that s, t

satisfy

{
s = σ(t, u, v,w)
t = σ(s,w, v, u). (58)

Then for every α ∈ {0, 1, 2, . . . }d , there exists λα(t, u, v,w) ∈ R
+ satisfying

Tu,v,w(P
(t)
α G

t) = λα(t, u, v,w)P (s)α Gs. (59)

For d = 1, this is a special case of the preceding lemma. The case of general
dimensions d follows from the case d = 1 by virtue of the product structure of
higher-dimensional Hermite functions.

Let p ∈ (1, 2)3 satisfy
∑
j p

−1
j = 2. Consider any permutation (i, j, k) of

(1, 2, 3), not necessarily cyclic. Define T(i,j,k) in terms of p by (20). Then T(i,j,k) =
Tu,v,w with

w = p′
i (2 − pi)/2, v = p′

k, u = p′
j (2 − pj )/2. (60)

Lemma 20 For any indices i �= j ∈ {1, 2, 3},

τj = σ(τi, p′
j (2 − pj )/2, p′

k, p
′
i (2 − pi)/2). (61)

Proof

T(i,j,k)G
τi = T(i,j,k)Gp′

ipi/2 = Gp′
j (2−pj )/2 · (Gp′

k ∗ (Gp′
i (2−pi)/2Gp′

ipi/2)
)

= Gp′
j (2−pj )/2 · (Gp′

k ∗Gp′
i ) = Gp′

j (2−pj )/2 (p′
ip

′
k)

−d/2pd/2j Gpj

= (p′
ip

′
k)

−d/2pd/2j G
p′
jpj /2 = (p′

ip
′
k)

−d/2pd/2j Gτj .

We have used the relations Ĝ = G,
∫
G = 1, (p′

k)
−1 + (p′

i )
−1 = 2 −p−1

k −p−1
i =

p−1
j , pj + p′

j = pjp′
j , and

Ga ∗Gb = a−d/2b−d/2cd/2Gc

where c−1 = a−1 + b−1. Here, Ĝ(ξ) = ∫
G(x)e−2πix·ξ dx denotes the Fourier

transform of G. 
�
We have shown that

T(i,j,k)G
τi = (p′

ip
′
k)

−d/2pd/2j Gτj . (62)
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The same applies to T(j,i,k). Therefore with u, v,w defined by (60), τj =
σ(τi, u, v,w) and τi = σ(τj ,w, v, u). This is the hypothesis of Corollary 19, which
now yields the following key result.

Corollary 21 Let d ≥ 1 Let p ∈ (1, 2]3 satisfying
∑3
j=1 p

−1
j = 2. There exist

positive scalars λα,(i,j,k), which depend also on p and on d , satisfying

T(i,j,k)(H
(τi)
α ) = λα,(i,j,k) H (τj )α . (63)

We next complete the proof of Lemma 14 by calculating λα,(i,j,k). Combining
(26) with (62) yields

λ0,(i,j,k) = (2τi)d/4(2τj )−d/4
( pj
p′
ip

′
k

)d/2 = (pi
p′
i

)d/4(pj
p′
j

)d/4
(p′
k)

−d/2. (64)

Specialize initially to the case d = 1, denoting the quantities λ for d = 1 by
λn,(i,j,k) for n ∈ {0, 1, 2, . . . } and reserving the Greek subscript α for discussion

below of general d . Consider T(i,j,k)P
(τi )
n Gτi . LetQ(τ)n be the unique scalar multiple

of P (τ)n whose leading coefficient equals 1.

Lemma 22 Let d = 1. For any n ≥ 1,

λn,(i,j,k) =
(
pipj

p′
ip

′
j

)1/2

λn−1,(i,j,k). (65)

Proof We will exploit a version of the classical raising and lowering operators. It is
convenient to observe that

d

dx
Q
(τi)
n−1G

p′
i = Q(τi)n−1

d

dx
Gp

′
i +O(xn−2)Gp

′
i

= (−2πp′
ix)Q

(τi)
n−1G

p′
i +O(xn−2)Gp

′
i

= (−2πp′
i)Q

(τi )
n Gp

′
i +O(xn−2)Gp

′
i

whereO(xk)Gt denotes the product of Gt with a polynomial of degree ≤ k.
Denote by ≈ the equivalence relation on the class of products QGτj of

polynomials with Gτj , with f ≈ g if f − g = RGt for some polynomial R of
degree strictly less than n. Now

‖Q(τi )n Gτi‖L2 T(i,j,k)P
(τi )
n Gτi

= T(i,j,k)Q(τi)n Gτi

= Gp′
j (2−pj )/2 · (Gp′

k ∗ (Gp′
i (2−pi)/2Q(τi )n Gp

′
ipi/2)

)
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= Gp′
j (2−pj )/2 · (Gp′

k ∗Q(τi )n Gp
′
i
)

≈ (−2πp′
i)

−1G
p′
j (2−pj )/2 · (Gp′

k ∗ d

dx

[
Q
(τi)
n−1G

p′
i
])

= (−2πp′
i)

−1G
p′
j (2−pj )/2 · d

dx

(
Gp

′
k ∗Q(τi )n−1G

p′
i
)

= (−2πp′
i)

−1 d

dx

[
G
p′
j (2−pj )/2 · (Gp′

k ∗Q(τi)n−1G
p′
i
)]

− (−2πp′
i )

−1[ d
dx
G
p′
j (2−pj )/2] · (Gp′

k ∗Q(τi )n−1G
p′
i
)

by Leibniz’s formula. We may continue

‖Q(τi )n Gτi‖L2 T(i,j,k)P
(τi )
n Gτi

≈ (−2πp′
i )

−1 d

dx
T(i,j,k)(Q

(τi)
n−1G

τi )

+ (2πp′
i )

−1[(−2πp′
j (2 − pj )/2)xGp

′
j (2−pj )/2] · (Gp′

k ∗Q(τi )n−1G
p′
i
)

= (−2πp′
i )

−1 d

dx
T(i,j,k)(Q

(τi)
n−1G

τi )

+ (2πp′
i )

−1(−2πp′
j (2 − pj )/2)xT(i,j,k)(Q(τi )n−1G

τi )

= ‖Q(τi )n−1G
τi‖L2(−2πp′

i )
−1
[ d
dx

+ πp′
j (2 − pj )x

]
T(i,j,k)(P

(τi )
n−1G

τi ).

Using the hypothesis on n to evaluate T(i,j,k)(P
(τi )
n−1G

τi ) yields

‖Q(τi )n Gτi‖L2 T(i,j,k)P
(τi )
n Gτi

≈ ‖Q(τi )n−1G
τi‖L2(−2πp′

i )
−1
[ d
dx

+ (2πp′
j − 2πτj )x

]
λn−1,(i,j,k)P

(τj )

n−1G
τj

≈ ‖Q(τi )n−1G
τi‖L2(−2πp′

i )
−1λn−1,(i,j,k)[(−2πτj)x + (2πp′

j − 2πτj )x]P (τj )n−1G
τj

= ‖Q(τi )n−1G
τi‖L2(−2πp′

i )
−1λn−1,(i,j,k)(−2πpj)xP

(τj )

n−1G
τj

= ‖Q(τi )n−1G
τi‖L2(pj/p

′
i )λn−1,(i,j,k)xP

(τj )

n−1G
τj

= (pj/p′
i )λn−1,(i,j,k)‖Q(τi )n−1G

τi‖L2‖Q(τj )n−1G
τj ‖−1

L2 xQ
(τj )

n−1G
τj

≈ (pj/p′
i )λn−1,(i,j,k)‖Q(τi )n−1G

τi‖L2‖Q(τj )n−1G
τj ‖−1

L2Q
(τj )
n Gτj

= (pj/p′
i )λn−1,(i,j,k)‖Q(τi )n−1G

τi‖L2‖Q(τj )n−1G
τj ‖−1

L2 ‖Q(τj )n Gτj ‖L2P
(τj )
n Gτj .

We have used the identity p′
j − 2τj = p′

j − pjp′
j = p′

j (1 − pj ) = −pj .
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We conclude that

λn,(i,j,k)P
(τj )
n Gτj ≈ (pj /p′

i )‖Q(τi )n Gτi‖−1
L2 ‖Q(τi )n−1G

τi‖L2

· ‖Q(τj )n−1G
τj ‖−1

L2 ‖Q(τj )n Gτj ‖L2λn−1,(i,j,k)P
(τj )
n Gτj

and hence, since the left-hand side has already been shown to be equal to a scalar
multiple of the right-hand side, that

λn,(i,j,k) = pj

p′
i

‖Q(τi )n−1G
τi‖L2‖Q(τj )n Gτj ‖L2

‖Q(τj )n−1G
τj ‖L2‖Q(τi )n Gτi‖L2

λn−1,(i,j,k). (66)

The polynomialsQ(τ)n , for different parameters τ , are identical up to dilation and
multiplication by normalizing scalars:

Q
(τj )
n (x) = τn/2i τ

−n/2
j Q(τi )n (τ

−1/2
i τ

1/2
j x) (67)

and therefore

‖Q(τj )n Gτj ‖L2

‖Q(τi )n Gτi‖L2

= (τi/τj )(2n+1)/4. (68)

Consequently

λn,(i,j,k) = (pj/p′
i )(τi/τj )

1/2λn−1,(i,j,k)

=
( p2

j pip
′
i

p′
i
2pjp

′
j

)1/2
λn−1,(i,j,k) =

(pipj
p′
ip

′
j

)1/2
λn−1,(i,j,k). (69)


�
It follows from (65) that

λn,(i,j,k) =
(pipj
p′
ip

′
j

)n/2
λ0,(i,j,k) ∀ n ≥ 0 (70)

for d = 1. Inserting the expression (64) for λ0,(i,j,k) and expressing higher-
dimensional Hermite functions as products involving one-dimensional Hermite
functions gives (32) for arbitrary indices α and dimensions d .



290 M. Christ

9 The Case pi = 2

The proof of Theorem 2 is a small modification of that of Theorem 1. Suppose that
each exponent belongs to (1, 2], and that some exponent equals 2. Since

∑
j p

−1
j =

2 and each pj is assumed to be strictly greater than 1, at most one of the three
exponents pj can equal 2. Since T is invariant under permutations, we may assume
without loss of generality that p3 = 2 and p1, p2 ∈ (1, 2).

Modify the definitions of f3,%, f3,& by setting f3,% ≡ f3 and f3,& ≡ 0. Allowing
p3 to equal 2 has multiple consequences in the proof. The condition |f3,%| ≤ ηg3 is
lost, but will not be needed since

‖g3 + f3‖2 = (‖g3‖2
2 + ‖f3‖2

2)
1/2 = ‖g3‖2 + 1

2‖g3‖−1
2 ‖f3‖2

2 +O(‖f3‖3
2).

Thus

T(g + f)∏
j ‖gj + fj‖pj

≤ Adp + AdpQp(f%)

+ Cη
∑
j=1,2

‖fj,%‖2
pj

‖gj‖−2
pj

− c
∑
j=1,2

η2−pj ‖fj,&‖pjpj ‖gj‖−pj
pj +O(‖f‖3)

where the definition of Qp is unchanged. Both an adverse term involving ‖f3,%‖p3 ,
and a favorable term involving ‖f3,&‖p3 , on the right-hand side have been lost.

Factors G(2−p3)p
′
3/2 that appeared throughout the analysis above are now iden-

tically equal to 1. In the above analysis, the fact that u3 belonged to L2 resulted
from the relation |f3| ≤ ηg3, but now it results instead from the relation u3 =
g
(p3−2)/2
3 h3 = h3.

The analysis involving Hermite functions in Sects. 8 and 5.2 is unchanged; the
operators T(i,j,k) are still compact since each is defined by convolution with a
Gaussian, either preceded or followed by multiplication by a Gaussian, or both.

The analysis in Sect. 5.3 exploited the fact that each pj − 1 was strictly less than
1, but in fact these factors always arose in the form of products (pi − 1)(pj − 1)
with i �= j . Such a product is strictly less than 1 since neither factor can exceed 1,
and at least one factor must be strictly smaller. The rest of the analysis is essentially
unaffected. �

10 Bilinear Variant

Let pj ∈ (1, 2) for j = 1, 2. Let q−1 = p−1
1 +p−1

2 −1 and assume that q ∈ (1,∞).
Let d ≥ 1. Let Fj ∈ Lpj (Rd) be nonnegative functions. Theorem 4 states that

‖F1 ∗ F2‖q ≤ (Adp − cDistp1,p2

(
(F1, F2),G

′
p1,p2

)2
)‖F1‖p1‖F2‖p2 .
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For q ≥ 2, Theorem 1 yields a stronger conclusion by duality, so we may assume
that q ∈ (1, 2).

The proof of Theorem 4 is a modification of that of Theorem 1. We sketch it,
indicating those points at which changes are required. As in the proof of Theorem 1,
it suffices to establish the conclusion under the auxiliary assumption that the two

functions Fj take the forms Fj = gj + fj with gj = e
−p′

j |x|2 , and with ‖fj‖pj
small. Let

F = (g1 + f1) ∗ (g2 + f2) and g = g1 ∗ g2, (71)

write f = (f1, f2), and write

‖f‖p = max(‖f1‖p1, ‖f2‖p2). (72)

The notation p will denote either (p1, p2) or (p1, p2, p3) where p3 = q ′ satisfies∑3
j=1 p

−1
j = 2, depending on context.

Assuming that p1, p2 ∈ (1, 2), decompose fj = fj,% + fj,& as in the proof of
Theorem 1, relative to a small auxiliary parameter η ∈ (0, 1]. Also decompose

F = F1 ∗ F2 = g + F% + F& (73)

by setting

F% = (g1 + f1,%) ∗ (g2 + f2,%)− g. (74)

Thus

F&(g1 + f1,% + f1,&) ∗ (g2 + f2,% + f2,&)− (g1 + f1,%) ∗ (g2 + f2,%) (75)

represents the total contribution of all terms involving f1,&, f2,&. Since |fj,%| ≤ ηgj
pointwise,

|F%| = ∣∣f1,% ∗ g2 + g1 ∗ f2,% + f1,% ∗ f2,%
∣∣ ≤ (2η + η2)ηg ≤ 3ηg (76)

at every point of Rd .
Taylor expansion and simple majorizations give

|F |q ≤ gq+qgq−1(F −g)+ q(q−1)
2 gq−2F 2

% +Cη2−q |F&|q+Cgq−3|F%|3. (77)

Since ‖F%‖q + ‖F&‖q = O(‖f1‖p1 + ‖f2‖p2) is small, binomial expansion gives

‖F‖q ≤ ‖g‖q
(

1 + ‖g‖−q
q

∫
gq−1(F − g)+ q−1

2 ‖g‖−q
q

∫
gq−2F 2

%

+ C‖g‖−q
q ‖F&‖qq + C‖g‖−q

q

∫
gq−3|F%|3

)
. (78)
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Assuming that
∫
g
pj−1
j fj = 0,

‖gj + fj‖pj ≥ ‖gj‖pj
(

1 + pj−1
2 ‖gj‖−pj

pj

∫
f 2
j,%g

pj−2
j

− Cη‖fj,%‖2
pj

‖gj‖−2
pj

+ cη2−pj ‖fj,&‖pjpj ‖gj‖−pj
pj

)
, (79)

a bound already exploited in the proof of Theorem 1. Taking the ratio of the last two
inequalities gives

‖F‖q∏
j=1,2 ‖gj + fj‖pj

≤ Adp
(

1 + ‖g‖−q
q

∫
gq−1(F − g)+ Q̃+ R̃

)
(80)

where the remainder term is

R̃ ≤ C‖F&‖qq + C
∫
gq−3|F%|3 +

∑
j=1,2

(
Cη‖fj,%‖2

pj
− cη2−pj ‖fj,&‖pjpj

)
(81)

where c, C ∈ R
+ depend only on p, d , and

Q̃ = q−1
2 ‖g‖−q

q

∫
gq−2F 2

% −
∑
j=1,2

pj−1
2 ‖gj‖−pj

pj

∫
f 2
j,%g

pj−2
j . (82)

Moreover,

∫
gq−2F 2

% ≤
∫
gq−2(f1,% ∗ g2 + g1 ∗ f2,%)

2 + C‖f‖3
p.

Rearrange Q̃ + R̃ as Q + R by incorporating this last term C‖f‖3
p from Q̃ into R.

With this modification,

Q = q−1
2 ‖g‖−q

q

∫
gq−2(g1 ∗ f2,% + g2 ∗ f2,%)

2 −
∑
j=1,2

pj−1
2 ‖gj‖−pj

pj

∫
f 2
j,%g

pj−2
j ,

(83)

while

R ≤ C‖F&‖qq + C
∫
gq−3|F%|3 + |C‖f‖3

p +
∑
j=1,2

(
Cη‖fj,%‖2

pj
− cη2−pj ‖fj,&‖pjpj

)
,

(84)

and (80) holds with Q̃+ R̃ rewritten asQ+ R.
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The most significant difference between this analysis, and the proof of Theo-
rem 1, is the presence of an unfavorable term ‖F&‖qq in the upper bound (81) for
the remainder R. However, ‖F&‖q ≤ Cmaxj=1,2 ‖fj‖pj , and the exponent q is
strictly greater than max(p1, p2), so ‖F&‖qq will be negligible relative to the term
−∑

j=1,2 η
2−pj ‖fj,&‖pjpj , provided that ‖f‖p is sufficiently small as a function of η,

as will eventually be assumed. Therefore

R ≤ Cη
∫
gq−2|F%|2 +

∑
j=1,2

(
Cη‖fj,%‖2

pj
− c′η2−pj ‖fj,&‖pjpj

)
(85)

for some constants c, C ∈ R
+.

The term
∫
gq−1(F − g) is not linear in f, and needs closer examination. Expand

∫
gq−1(F − g) =

∫
gq−1(g1 ∗ f2 + f1 ∗ g2)+

∫
gq−1 · (f1 ∗ f2). (86)

The linear term
∫
gq−1(g1 ∗f2 +f1 ∗g2) vanishes for any (f1, f2) ∈ Lp1 ×Lp2

satisfying
∫
gpj−1fj = 0 for both indices j . For continuous compactly supported

functions, this follows from a simple first variation argument, since the functional
in question is maximized when (f1, f2) = 0. A straightforward passage to the limit
yields the claim for general functions inLp1×Lp2 satisfying the moment conditions.

The remaining term,

∫
gq−1 · (f1 ∗ f2) =

∫
gq−1 · ((f1,% + f1,&) ∗ (f2,% + f2,&)),

is equal to a principal quadratic term
∫
gq−1 · (f1,% ∗ f2,%) plus a remainder term

whose absolute value is

≤ η · (‖f1,%‖2
p1

+ ‖f2,%‖2
p2
)+ Cη · (‖f1,&‖2

p1
+ ‖f2,&‖2

p2
).

We incorporate this remainder term into the remainder,R, already introduced above.
Defining

Qp(h) = q−1
2 ‖g1 ∗ g2‖−q

q

∫
(g1 ∗ g2)

q−2(h1 ∗ g2 + g1 ∗ h2)
2

+ ‖g1 ∗ g2‖−q
q

∫
(g1 ∗ g2)

q−1 · (h1 ∗ h2)−
∑
j=1,2

pj−1
2 ‖gj‖−pj

pj

∫
h2
j g
pj−2
j ,

(87)
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we conclude that

‖(g1 + f1) ∗ (g2 + f2)‖q∏
j=1,2 ‖gj + fj‖pj

≤ Adp + AdpQp(f%)+ AdpR, (88)

where R has been redefined but satisfies the upper bound (85).

Assuming
∫
g
pj−1
j fj = 0 for j = 1, 2, substitute

uj = fj g(pj−2)/2
j (89)

and write u = (u1, u2) ∈ L2(Rd,R2). Then

∫
Gτj uj = 0, (90)

where τj = pjp′
j /2. As in the proof of Theorem 1, it suffices to prove that

Qp(f) ≤ −c‖u‖2
L2 (91)

under the assumption that u1, u2 satisfy (90), and under the assumption that u1, u2
satisfy certain auxiliary moment conditions, and that those conditions are achievable
by exploiting symmetries of the inequality. Their formulation and achievability will
be discussed at the end of this section.

Now

q−1
2 ‖g1 ∗ g2‖−q

q

∫
(g1 ∗ g2)

q−2(f1 ∗ g2 + g1 ∗ f2)
2

= q−1
2 ‖g1 ∗ g2‖−q

q

∫
(g1 ∗ g2)

q−2(g
(2−p1)/2
1 u1 ∗ g2 + g1 ∗ g(2−p2)/2

2 u2)
2.

We next rewrite this expression in terms of the operators T(i,j,k) encountered in the
proof of Theorem 1. To begin,

g1 ∗ g2 = Gp′
1 ∗Gp′

2 = (p′
1)

−d/2(p′
2)

−d/2rd/2Gr (92)

where

r−1 = (p′
1)

−1 + (p′
2)

−1 = 2 − p−1
1 − p−1

2 = 1 − q−1 (93)

and therefore

g1 ∗ g2 = (p′
1)

−d/2(p′
2)

−d/2(q ′)d/2Gq ′
. (94)
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Thus

‖g1 ∗ g2‖qq = [(p′
1)

−d/2(p′
2)

−d/2(q ′)d/2]q
∫
Gqq

′

= [(p′
1)

−d/2(p′
2)

−d/2(q ′)d/2]q(qq ′)−d/2

and consequently

‖g1 ∗g2‖−q
q (g1 ∗g2)

q−2 = [(p′
1)

−d/2(p′
2)

−d/2(q ′)d/2]−2(qq ′)d/2Gq ′(q−2). (95)

With the aid of the identities

r ′(r − 2) = r(2 − r ′) for r = q and r ′ = q ′ = p3, (96)

q − 1 = p′
3/p3, and pj − 1 = pj/p′

j for j = 1, 2 (97)

q ′(q − 1) = p3(p
′
3 − 1) = p3/(p3 − 1) = p′

3, (98)

Qp can be rewritten as

1
2 (p

′
3/p3)(p

′
1)
d (p′

2)
d(p3)

−d(p3p
′
3)
d/2

·
∫
Gp

′
3(2−p3)

(
(Gp

′
1(2−p1)/2u1) ∗Gp′

2 +Gp′
1 ∗ (Gp′

2(2−p2)/2u2)
)2

+ (p′
1)
d/2(p′

2)
d/2(p3)

−d/2(pp′
3)
d/2

∫
Gp

′
3
(
(Gp

′
1(2−p1)/2u1) ∗Gp′

2(2−p2)/2u2)
)

− 1
2

∑
j=1,2

(pj/p
′
j )(pjp

′
j )
d/2‖uj‖2

L2 .

(99)

The first line of (99) is equal to

1
2 (p

′
3/p3)(p

′
1)
d(p′

2)
d (p3)

−d (p3p
′
3)
d/2

〈(
T ∗
(1,3,2)T(1,3,2) T

∗
(2,3,1)T(1,3,2)

T ∗
(1,3,2)T(2,3,1) T

∗
(2,3,1)T(2,3,1)

)
u,u

〉

(100)

where T(1,3,2) and T(2,3,1) are defined in terms of the ordered triple of exponents
(p1, p2, p3) by (20). The second line is equal to

(p′
1)
d/2(p′

2)
d/2(p3)

−d/2(p3p
′
3)
d/2〈T(1,2,3)u1, ũ2〉, (101)

where ũ2(x) = u2(−x).
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By the diagonalizations of the operators T(i,j,k) developed above, the sum of
these two lines reduces to a family of quadratic forms on H(τ1)n ⊕ H(τ2)n , for n ∈
N = {1, 2, 3, . . . }, whereH(τ )n is the linear span of all generalized Hermite functions

H
(τ)
α with |α| = n, expressed by the matrices

Mn = 1
2 (p

′
3/p3)(p

′
1)
d(p′

2)
d (p3)

−d (p3p
′
3)
d/2

·
(

λ2
n,(1,3,2) λn,(2,3,1)λn,(1,3,2)

λn,(1,3,2)λn,(2,3,1) λ2
n,(2,3,1)

)

+ (−1)n 1
2 (p

′
1)
d/2(p′

2)
d/2(p3)

−d/2(p3p
′
3)
d/2

(
0 λn,(1,2,3)

λn,(1,2,3) 0

)
.

(102)

Each entry of each two by two matrix on the right-hand side is a block diagonal
operator-valued matrix, equal to an identity matrix multiplied by the indicated
scalar.

We are interested in 〈Mn(v), v〉 − 1
2

∑
j=1,2(pj/p

′
j )(pjp

′
j )
d/2v2

j for v ∈ R
2.

Substituting (pj/p′
j )

1/2(pjp
′
j )
d/4vj = wj , we arrive at

〈M̃nw,w〉 − 1
2 |w|2 (103)

where algebraic simplifications together with the substitution

rj = pj/p′
j = pj − 1 (104)

give

2M̃n = rn−1
3

(
rn−1

1 (r1r2)
(n−1)/2

(r1r2)
(n−1)/2 rn−1

2

)

+ (−1)n
(

0 (r1r2)
(n−1)/2

(r1r2)
(n−1)/2 0

)
. (105)

Each entry of each of these two by two matrices is equal to an identity matrix
multiplied by the indicated scalar. For our purpose, these may be equivalently
regarded as two by two matrices, with scalar entries. It suffices to show that there
exists c > 0 such that

2〈M̃nw,w〉 ≤ (1 − c)|w|2 (106)

for all n ∈ N and all w ∈ R
2 satisfying appropriate auxiliary orthogonality relations.
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The product rkrl is strictly less than 1 for any k �= l ∈ {1, 2, 3}. Indeed, since∑3
j=1 p

−1
j = 2, p−1

k + p−1
l > 1, so pk + pl > pkpl , so

(pk − 1)(pl − 1) = −pk − pl + pkpl + 1 < 1.

Consequently the entries of M̃n, hence its eigenvalues, tend to 0 as n → ∞ for any
p satisfying our hypotheses. Moreover, the entries for n = 2 are all positive, and for
n > 2, each entry is strictly less than the corresponding entry for n = 2.

For n = 2, one calculates using the identity 2r1r2r3 + r1r2 + r2r3 + r3r1 = 1
that 1 is an eigenvalue of 2M̃2. The sum of the eigenvalues of 2M̃2 equals its trace,
which equals r3(r1 + r2), so the second eigenvalue equals r3(r1 + r2) − 1, which
is strictly less than 1 since r3rj < 1 for j = 1, 2, and is strictly greater than −1.
Therefore the supremum over n ≥ 3 of the largest eigenvalue of 2M̃n is strictly less
than 1, as desired.

It remains to treat the contributions of n = 0, 1, 2. To do so, we must ensure that
orthogonality conditions are satisfied, so that: (i) The larger of the two eigenvalues
for n = 2 is eliminated, leaving a single eigenvalue, which is < 1. (ii) The
contributions of n = 1 and of n = 0 are entirely eliminated. This can be achieved
as in Sect. 6, of the proof of Theorem 1, by exploiting symmetries of the inequality.
The available symmetries, acting on Fj = gj + fj , are: multiplication of F1, F2
by positive scalars; independent translations of F1, F2; and composition of F1, F2
with a common element of Gl(d). The proof of Lemma 17 shows that it is possible
to choose an element of the symmetry group of the inequality generated by these
transformations so that these moment conditions are satisfied. See in particular (51).

Theorem 4 now follows, by repeating steps of the proof of Theorem 1 in a
straightforward manner. �

11 The Periodic Case

Theorem 5 is concerned with the periodic setting of Td . The proof is far simpler
than that of Theorem 1, and we provide only an outline. First consider the case of
nonnegative functions Fj . Assume without loss of generality that ‖Fj‖pj = 1.

Maximizing triples with nonnegative component functions are constant. As in the
proof of Theorem 1, there exists a continuous deformation, via a nonlinear heat flow,
of arbitrary tuples of nonnegative functions to maximizing tuples. Consequently, it
suffices to analyze small perturbations of constants. By normalizing, one may reduce
to the situation in which each function is of the form Fj = 1 + fj with

∫
fj = 0,

and ‖fj ‖pj is small. The functional is

T(1 + f1, 1 + f2, 1 + f3) = 1 + T(f1, f2, f3) = 1 +O(∏
j

‖fj‖pj
)
,
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by virtue of the assumption that each function satisfies
∫
fj = 0. The vanishing of

all first- and second-order terms in this expansion makes the periodic case simpler.
According to (13),

∏
j

‖1 + fj‖pj ≥ 1 + c
∑
j

‖fj‖rjpj

where c ∈ R
+ depends on p. It follows from the arithmetic-geometric mean

inequality and the relation
∑
j p

−1
j = 2 that

∏
j

‖fj‖pj "
∑
j

‖fj‖rjpj

if each function fj has small norm. For nonnegative functions, Theorem 5 follows
by combining these facts.

Complex-valued maximizing triples take the form (a1en, a2en, a3en) with each
aj ∈ C satisfying |aj | = 1, n ∈ Z

d , and en(x) = e2πin·x . If F is a near-maximizer
with ‖Fj‖pj = 1 for each index, then F is close to such a maximizer. By replacing
each component Fj by Fj /aj en, we may reduce to the case in which Fj is a small
norm perturbation of 1, as above. �
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Strongly Singular Integrals on Stratified
Groups

Paolo Ciatti and James Wright

In honour of Fulvio Ricci on his 70th birthday

Abstract We consider a class of spectral multipliers on stratified Lie groups which
generalise the class of Hörmander multipliers and include multipliers with an
oscillatory factor. Oscillating multipliers have been examined extensively in the
Euclidean setting where sharp, endpoint Lp estimates are well known. In the Lie
group setting, corresponding Lp bounds for oscillating spectral multipliers have
been established by several authors but only in the open range of exponents. In this
paper we establish the endpoint Lp(G) bound when G is a stratified Lie group.
More importantly we begin to address whether these estimates are sharp.

1 Introduction

The following class of strongly singular convolution operators on R
n given by

Ta,bf (x) =
∫

|y|≤1
f (x − y) e

i|y|−a

|y|b dy

where a > 0 and b ≤ n(2 + a)/2 has a rich and interesting history. In the
periodic setting, they were investigated by Hardy who used them to construct
a variety of counterexamples. Regarding Lp boundedness properties, Hirschman
[14] considered the one dimensional case and for general n ≥ 1, Wainger [32]
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established the sharp Lp range but left open the endpoint case which C. Fefferman
and Stein [9] accomplished using interpolation by proving that Ta,n is bounded on
the Hardy space H 1(Rn). Earlier C. Fefferman [8] established that Ta,n satisfies
a weak-type (1, 1) bound. Chanillo [2] extended these results to weighted Lp

estimates. It is well known that when b > n(2 + a)/2, there are no Lp estimates.
As a convolution operator, we can view T = Ta,b as a multiplier operator

T̂f (ξ) = m(ξ)f̂ (ξ) where m = mθ,β is essentially given by

mθ,β(ξ) = ei|ξ |θ

|ξ |θβ/2 (1)

for |ξ | large. Here 0 < θ = a/(1 + a) < 1 and β = ((2 + a)n − 2b)/a. We note
that m is bounded precisely when b ≤ n(2 + a)/2.

The case b = n, or equivalently β = n in (1), corresponds to the singular integral
operators Ta,n, treated by Fefferman and Stein, whose convolution kernels just fail
to be integrable. Their multipliers mθ,n are not Hörmander multipliers but furnish
examples of multipliers with S−m

ρ,δ symbols where m ≥ 0 and ρ < 1. In this context
these multipliers were studied by Hörmander [15].

Note that the multipliers mθ,β in (1) with β > n (so that b < n) correspond to
operators Ta,b with integrable convolution kernels and hence are bounded on L1.
For any δ > 0, consider the analytic family T δz , Re(z) ∈ [0, 1], of operators with
multipliers

mδz(ξ) = ei|ξ |θ

|ξ |[θ(n+δ)/2]z χ(ξ) (2)

where χ(ξ) = 0 when |ξ | ≤ 1 and χ(ξ) = 1 for large |ξ |. Thus T δz is bounded on
L2 when z = iy with ‖T δiy‖2→2 uniformly bounded in y ∈ R. Also T δz is bounded

on L1 when z = 1 + iy, again with ‖T δ1+iy‖1→1 uniformly bounded in y ∈ R.
By analytic interpolation, we see that mθ,β is an Lp multiplier in the open range
|1/p − 1/2| < β/2n. To establish endpoint bounds, one needs to say something
about the endpointmultipliersmθ,n (the case z = 1 and δ = 0 in (2)). More precisely
in [9], Fefferman and Stein show that multipliers m0

1+iy in (2) are H 1 multipliers

with an operator norm at most (1 + |y|)n+1.
Fefferman and Stein developed a more general theory of multipliers which

include the examples (1) as special cases. Let K be a distribution with compact
support, which is integrable away from the origin. Its Fourier transform K̂ is of
course a function. We make the following assumptions:

{∫
|x|>2|y|1−θ |K(x − y)−K(x)| dx ≤ B, 0 < |y| ≤ 1,

|K̂(ξ)| ≤ B (1 + |ξ |)−θn/2. (3)
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In [9], Fefferman and Stein show if K satisfies (3), then |ξ |(n−β)θ/2K̂(ξ), 0 ≤ β <
n, is an Lp(Rn) multiplier when |1/p − 1/2| ≤ β/2n. See [31] where this result is
established in the open range |1/p − 1/2| < β/2n.

In the papers [3] and [4] (see also [22]), Chanillo, Kurtz and Sampson considered
the cases θ > 1 and θ < 0 (here the |ξ | large restriction becomes |ξ | small). Hence
multipliers on R

n of the form

mθ,β(ξ) = ei|ξ |θ

|ξ |θβ/2 χ±(ξ) (4)

for any θ ∈ R and β ≥ 0 have been studied. Here when θ > 0, we employ χ+(ξ) ≡
0 for |ξ | ≤ 1 and χ+(ξ) ≡ 1 when |ξ | is large whereas when θ < 0, we use
χ−(ξ) ≡ 0 when |ξ | ≥ 1 and χ−(ξ) ≡ 1 when |ξ | is small.

The case θ = 1 is special and is related to the wave operator. The sharp range of
Lp bounds in this case is different from the case θ �= 1; see [27] and [23]. We will
not consider the case θ = 1 and assume always θ �= 1.

In this paper we will put all these oscillating multipliers into a single, general
framework (much like what Fefferman and Stein do in (3) when 0 < θ < 1)
which strictly generalises the class of Hörmander multipliers and furthermore we
will give a unified, purely spectral treatment which readily extends to estimates for
corresponding spectral multipliers on any stratified Lie group.

1.1 Notation

Keeping track of constants and how they depend on the various parameters will be
important for us. For the most part, constants C appearing in inequalities P ≤ CQ
between positive quantities P andQ will be absolute or uniform in that they can be
taken to be independent of the parameters of the underlying problem. We will use
P � Q to denote P ≤ CQ and P ∼ Q to denote C−1Q ≤ P ≤ CQ. Furthermore,
we use P " Q to denote P ≤ δQ for a sufficiently small constant δ > 0 whose
smallness will depend on the context.

2 The Euclidean Setting R
n

We start in the Euclidean setting R
n. Let φ ∈ C∞

0 (R
n) be supported in {1/2 ≤

|ξ | ≤ 4} such that φ(ξ) = 1 when 1 ≤ |ξ | ≤ 2 and let mj(ξ) := m(2j ξ)φ(ξ).
It is natural to impose conditions on the j th pieces mj . The classical Hörmander
condition requires uniform (in j ) control of some L2 Sobolev norm ‖mj‖L2

s
with s

derivatives. Here we want to consider not only classical Hörmander multipliers but
also the oscillating multipliers mθ,β described in (4). Special among these are the
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endpoint multipliers mθ,n whose bounds we interpolate with trivial L2 bounds to
deduce sharp Lp bounds for mθ,β for general β ≥ 0. Hence our conditions will not
only involve a smoothness parameter s > 0 but also an oscillation parameter θ ∈ R

and a decay parameter β ≥ 0.
For any θ ∈ R, the condition jθ > 0 identifies the frequency range of interest.

In fact if θ > 0, then jθ > 0 corresponds to j > 0 or |ξ | ≥ 1 which is the relevant
frequency range indicated in (4). However if θ < 0, then jθ > 0 corresponds to
j < 0 or |ξ | ≤ 1 which is the range of interest for the oscillating multipliers in (4)
with θ < 0. Finally when θ = 0, the condition jθ > 0 is vacuous.

2.1 Our Multiplier Conditions

We consider the following conditions on a multiplier m which will depend on
parameters s, θ and β. For such parameters, we introduce the following classMθ,β,s
of multipliers: when jθ ≤ 0, we impose the standard uniform L2 Sobolev norm
control on the mj ;

sup
j :jθ≤0

‖mj‖L2
s (R

n) < ∞. (5)

For jθ > 0, we consider the conditions

sup
j :jθ>0

2jθβ/2‖mj‖L∞(Rn)<∞, sup
j :jθ>0

2−jθ(2s−β)/2‖mj‖L2
s (R

n) < ∞. (6)

When θ = 0, the condition (6) is vacuous and (5) reduces to the condition
supj ‖mj‖L2

s
< ∞ and if this holds for some s > n/2, the classical Hörmander

theorem states that the multiplier operator is of weak-type (1, 1) and maps H 1(Rn)

boundedly into L1(Rn). See [30].
One can easily verify that the conditions (5) and (6) are satisfied for mθ,β in (4)

and for all s > 0. Note that in (6), the quantity jθ is always positive and so (6)
expresses a growth in the Sobolev norm L2

s of mj (when s > β/2) and a decay in
the L∞ norm of mj . If the L2 Sobolev condition in (6) is satisfied for some s > 0,
then by complex interpolation, it is also satisfied for all 0 ≤ s′ ≤ s since the s′ = 0
case ‖mj‖L2 � 2−jθd/2 is implied by the L∞ condition.

2.2 Our Multiplier Classes

Therefore ∪s>n/2M0,∗,s is the classical class of Hörmander multipliers and so

Mn :=
⋃

θ∈R\{1},s>n/2
Mθ,n,s
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gives us a natural extension of Hörmander multipliers. We also define the multiplier
class

Mβ :=
⋃

θ∈R\{1},s>n/2
Mθ,β,s . (7)

It is easy to verify that the conditions (5) and (6) are independent on the choice of
the bump function φ and hence for any β ≥ 0, if m ∈ Mn, then the multiplier
|ξ |(n−β)θ/2m(ξ) satisfies (6) with decay parameter β and the same oscillation and
smoothness parameters θ and s. This puts us in the position to employ the complex
interpolation argument in [9] to deduce thatm ∈ Mβ is anLp multiplier in the sharp
range |1/p − 1/2| ≤ β/2n from H 1 bounds for multiplier operators associated to
m ∈ Mn.

In fact one advantage of working with Mn (over say, the class of multipliers
arising from kernels satisfying (3) in the case 0 < θ < 1) is the class Mn has the
desirable property that it is invariant under multiplication by |ξ |iy for any real y ∈ R;
that is, ifm ∈ Mn, then |ξ |iym(ξ) lies in Mn, satisfying the bounds (5) and (6) with
polynomial growth in |y|. Hence for the analytic interpolation argument, we only
need to establish that multipliers in Mn map H 1 to L1 instead of showing they map
H 1 to H 1 as needed in [9]. This will be particularly useful when we move to the
setting of Lie groups.

2.3 The Basic Decomposition

When we analyse a multiplier m ∈ Mβ , we will decompose m = ∑
j mj where

mj(ξ) = m(ξ)φ(2−j ξ) for some φ ∈ C∞
0 (R

n) supported away from the origin
such that

∑
j φ(2

−j ξ) = 1 for all ξ �= 0. Note that mj(ξ) = mj(2j ξ) is the
j th piece on which we impose the conditions (5) and (6). We split the multiplier
m = msmall +mlarge into two parts where

msmall(ξ) :=
∑
j :jθ≤0

mj(ξ) and mlarge(ξ) :=
∑
j :jθ>0

mj(ξ). (8)

If θ = 0, then m = msmall and in general we note that msmall is a Hörmander
multipler (since (5) holds for some s > n/2) and so it is an Lp multiplier for all
1 < p < ∞ (as well as a weak-type (1, 1) and an H 1 multiplier). We introduce the
notation KF to denote the convolution kernel associated to a multiplier F . Hence it
suffices to treat the operator

T lf (x) =
∑
j :jθ>0

Kmj ∗ f (x) =: Kl ∗ f (x)

corresponding to the interesting frequency range where the j th piecesmj satisfy (6).
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2.4 Mn Versus (3)

Whenm ∈ Mθ,n,s ⊂ Mn for 0 < θ < 1, we claim that Kl satisfies the condition (3)
of Fefferman and Stein in [9] (see also [31]). Hence for 0 < θ < 1, the class
of convolution operators satisfying (3) is larger than the class Mn. In fact the L∞

condition on the mj in (6) is equivalent to the bound |K̂l (ξ)| ≤ B(1 + |ξ |)−θn/2.
Furthermore we bound∫

|x|≥2|y|1−θ
|Kl (x − y)−Kl (x)| dx ≤

∑
j>0

∫
|x|≥2|y|1−θ

|Kmj (x − y)−Kmj (x)| dx

and split the sum on the right
∑
j∈J1

+∑
j∈J2

, where J1 = {j > 0 : 2j ≥ |y|−1}
and J2 = N \ J1. For the sum over J1, we bound each

∫
|x|≥2|y|1−θ

|Kmj (x − y)− Kmj (x)| dx ≤ 2
∫

|x|≥|y|1−θ
|Kmj (x)| dx

and note that if s > n/2,
∫

|x|≥|y|1−θ
|Kmj (x)| dx =

∫
|x|≥2j |y|1−θ

|Kmj (x)| dx

=
∫

|x|≥2j |y|1−θ
|Kmj (x)| |x|s|x|−sdx

� (2j |y|1−θ )−(s−n/2)‖mj‖L2
s

� (2j |y|)−(1−θ)(s−n/2)

(9)

by Cauchy–Schwarz and (6). This is summable for j ∈ J1 leaving us to treat the
sum over J2. In this case we use the bound

∫
|x|≥2|y|1−θ

|Kmj (x − y)− Kmj (x)| dx � |y|
∫

|x|≥|y|1−θ
|∇Kmj (x)| dx (10)

and note that

∇Kmj (x) =
∫
iξφ(ξ)m(2j ξ)eix·ξ dξ =:

∫
ψ(ξ)m(2j ξ)eix·ξ dξ

for some ψ ∈ C∞
0 (R

n) supported away from 0. Therefore ∇Kmj satisfies the
bounds in (6). We write

∫
|x|≥|y|1−θ

|∇Kmj (x)| dx = 2j
∫

|x|≥2j |y|1−θ
|∇Kmj (x)| dx

= 2j
∫

2j |y|1−θ≤|x|≤2jθ
|∇Kmj (x)| dx + 2j

∫
2jθ≤|x|

|∇Kmj (x)| dx =: Ij +IIj .
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We note that the integration in Ij is nonempty since |y|1−θ ≤ 2−j (1−θ) for j ∈ J2.
By Cauchy–Schwarz and (6) we have

Ij ≤ 2j2jθn/2‖Kmj ‖L2 = 2j2jθn/2‖mj‖L2 � 2j2jθn/2‖mj‖L∞ � 2j .

In precisely the same way we argued in (9) we also have |IIj | � 2j . Hence∑
j∈J2

|Ij + IIj | � |y|−1 and this shows that we can sum the integrals in (10)

and get a uniform bound, establishing the claim that (3) holds for Kl .

2.5 An Interlude

At this point we would like to highlight a useful bound which is trivial in the
Euclidean setting but will not be so trivial in the Lie group setting. The following
bound is an immediate consequence of the Cauchy–Schwarz inequality:

For any compactly support F with supp(F ) ⊆ K (K compact),

‖KF‖L1(Rn) ≤ Cs,K‖F‖L2
s (R

n) (11)

holds for any s > n/2.

We can use (11) to conclude that if the decay parameter β > n, then the main
part of the convolution kernel Kl is integrable for any m ∈ Mβ . To see this, note
that m ∈ Mθ,β,s for some θ ∈ R and s > n/2, and by (11),

‖Kl‖L1 ≤
∑
j :jθ>0

‖Kmj ‖L1 =
∑
j :jθ>0

‖Kmj ‖L1 �
∑
j :jθ>0

‖mj‖L2
s′
�

∑
j :jθ>0

2−jθ(β−2s ′)/2

for any s′ > n/2. Since β > n and s > n/2, we can find an s′ ≤ s such that n/2 <
s′ < β/2. Hence the above sum is convergent and this shows that Kl ∈ L1(Rn).

By embedding a general m ∈ Mβ with 0 ≤ β < n into the analytic family of
multipliersmz(ξ) = |ξ |θ/2(β−(n+δ)z)m(ξ) (see (2)) and using complex interpolation,
we have the following observation.

Lemma 1 If m ∈ Mβ and 0 ≤ β < n, then m is an Lp(Rn) multiplier if |1/p −
1/2| < β/2n.
Lemma 1 is an extension of a result in [31] from the case 0 < θ < 1 to the case of
general θ �= 1.
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2.6 The Results

As discussed above, using (7) and the complex interpolation argument in [9], we
can show that any m ∈ Mβ with 0 ≤ β < n is an Lp multiplier at the endpoint
|1/p − 1/2| = β/2n IF we can show that every endpoint multiplier m ∈ Mn is
bounded from H 1(Rn) to L1(Rn). We have the following theorem.

Theorem 2 For everym ∈ Mn, the corresponding multiplier operator Tm is weak-
type (1, 1) and maps H 1(Rn) to L1(Rn).

For the proof see next section. We do not claim that Theorem 2 is really new. For the
examples in (4), Theorem 2 was established in the series of papers [3, 4, 8, 9] and
[22] for various cases of θ ∈ R \ {1}. What is new is the proof which gives a unified
approach and extends to the Lie group setting. We have the immediate consequence
improving Lemma 1.

Corollary 3 If m ∈ Mβ and 0 ≤ β < n, then m is an Lp(Rn) multiplier for
|1/p − 1/2| ≤ β/2n.

3 The Stratified Lie Group Setting

Let g be an n-dimensional, graded nilpotent Lie algebra so that

g =
s⊕
i=1

gi

as a vector space and [gi , gj ] ⊂ gi+j for all i, j . Suppose that g1 generates g
as a Lie algebra. We call the associated, connected, simply connected Lie group
G a stratified Lie group. Associated to such a group is its so-called homogeneous
dimension

Q =
∑
j

j dimension(gj )

which is clearly always larger then or equal to the topological dimension n, they
agree when G = R

n, that is to say for G abelian.
We fix a basis {Xj } for g1 where each Xj can be identified with a unique left-

invariant vector field on G which we also denote by Xj . Consider the sublaplacian
L = −∑

k X
2
k on G. For any Borel measurable function m on R+ = [0,∞), we

can define the spectral multiplier operator

m(
√
L) =

∫ ∞

0
m(λ) dEλ
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where {Eλ}λ≥0 is the spectral resolution of
√
L. This is a bounded operator on

L2(G) precisely when m ∈ L∞(R+). The negative of the classical Laplacian � is
the corresponding differential operator whenG = R

n and spectral multipliers on R
n

are simply radial multipliers, which the multipliers in (4) provide specific examples.

3.1 The Multiplier Classes

We now state the conditions corresponding to (5) and (6) for spectral multipliers m
defined on R+. Fix a smooth bump function φ on R supported in {1/2 ≤ λ ≤ 4}
such that φ(λ) = 1 when 1 ≤ λ ≤ 2 and let mj(λ) := m(2jλ)φ(λ). Again the
conditions will depend on an oscillation parameter θ ∈ R, a decay parameter β ≥ 0
and a smoothness parameter s > 0. We introduce the following class Mθ,β,s of
spectral multipliers: when jθ ≤ 0, we impose the standard uniform L2 Sobolev
norm control on the mj ;

sup
j :jθ≤0

‖mj‖L2
s (R+) < ∞. (12)

For jθ > 0, we consider the condition

sup
j :jθ>0

2jθβ/2‖mj‖L∞(R+)<∞, 2−jθ(2s−β)/2‖mj‖L2
s (R+) < ∞. (13)

Again when θ = 0, these conditions reduce to the condition supj ‖mj‖L2
s
<∞ and

if this holds for some s > Q/2, the fundamental works of Christ [5] and Mauceri-
Meda [21] establish that the multiplier operator is of weak-type (1, 1) and bounded
on H 1(G).

The examples mθ,β(λ) = eiλ
θ
λ−θβ/2χ±(λ) from (4) satisfy conditions (12)

and (13). We redefine

Mβ (= Mβ,Q) :=
⋃

θ∈R\{1},s>Q/2
Mθ,β,s (14)

and stress the dependence of these classes on the homogeneous dimension Q,
which we will return to later. Again this puts us in the position to employ analytic
interpolation arguments to deduce thatm ∈ Mβ is an Lp(G)multiplier in the range
|1/p − 1/2| ≤ β/2Q from H 1(G) bounds for multiplier operators associated to
m ∈ MQ. Furthermore, from the invariance of MQ under multiplication by λiy for
any real y (with resulting polynomial in y bounds in (12) and (13)), it suffices to
show m(

√
L) : H 1(G)→ L1(G) form ∈ MQ.
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3.2 The Main Result

Our main result is the following theorem.

Theorem 4 For any m ∈ MQ, the operator m(
√
L) : H 1(G) → L1(G) and is

weak-type (1, 1).

As an immediate consequence, using complex interpolation (see above), we have
the following endpoint result of Mauceri and Meda in [21]. See also the work of
Alexopolous [1] on general Lie groups of polynomial volume growth.

Corollary 5 Every m ∈ Mβ with 0 ≤ β < Q is an Lp(G) multiplier in the range
|1/p − 1/2| ≤ β/2Q.

3.3 The Interlude: Revisited

We now return to the estimate (11) and examine it in the Lie group context. Again
we use the notation KF to denote the convolution kernel of the operator F(

√
L).

Let G be any stratified Lie group and suppose the following holds for some
dimensional parameter d: for any spectral multiplier F(λ), supported in a
compactK ⊂ R+,

‖KF ‖L1(G) ≤ Cs,K‖F‖L2
s (R+) (15)

holds for any s > d/2.

In [5] and [21], the estimate (15) was proved for d = Q, the homogeneous
dimension, on a general stratified Lie group G. In fact the estimate (15) is key
in their work. It is known that if (15) holds for some parameter d , then standard
techniques allow us to deduce that if a spectral multiplierm satsifies supj ‖mj‖L2

s
<

∞ for some s > d/2, then m(
√
L) is bounded on all Lp(G), 1 < p < ∞,

and corresponding endpoint results on L1 hold. See for example, [17]. Hence to
determine the minimal amount of smoothness required for Hörmander-type spectral
multipliers, matters can be reduced to establishing (15).

The fact that one only needs to control a little more than half the topological
dimension n number of derivatives, s > n/2, for certain Lie groups was first
observed by Müller and Stein [25] for the Heisenberg group. The ideas in [13] can be
used to establish (15) for d = n on any Lie group of Heisenberg-type (alternatively,
one of the main estimates in [24] imply this immediately). Furthermore (15) for
d = n was established by Martini and Müller [19] for step 2 stratified Lie groups
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with n ≤ 7 or whose centre has dimension at most 2. In another paper [20], Martini
and Müller show that (15) holds for some d < Q on any step 2 stratified Lie group.

The estimate (15) also has implications for our more general multipliers satsify-
ing (12) and (13). Instead of Mβ = Mβ,Q defined in (14), let us consider

Mβ,d :=
⋃

θ∈R\{1},s>d/2
Mθ,β,s

depending now on a dimensional parameter d which could be smaller than Q.
Suppose now that (15) holds for some d ≤ Q on G. We can use (15) to conclude
that if β > d , then any m ∈ Mβ,d can be written as m = msmall +mlarge (see (8))
where msmall is a Hörmander multiplier with s > d/2 (and hence bounded on all
Lp(G), 1 < p < ∞, weak-type (1, 1), etc. . . ) and mlarge is an L1(G) multiplier,
the convolution kernelKl associated tomlarge being integrable. This follows exactly
as in the Euclidean setting.

By embedding a general m ∈ Mβ,d with 0 ≤ β < d into the analytic family of
spectral multipliers mz(λ) = λθ/2(β−(d+δ)z)m(λ) and using complex interpolation,
we have the following observation.

Lemma 6 Suppose that (15) holds on G for some d ≤ Q. If m ∈ Mβ,d and 0 ≤
β < d , then m is an Lp(G) multiplier for |1/p − 1/2| < β/2d .
In particular on any step 2 stratified Lie group, the result of Martini and Müller in
[20], establishing that (15) holds for some d < Q, shows that the convolution kernel
Kl corresponding to the interesting frequency range of any m ∈ MQ = MQ,Q is
integrable and therefore convolution with Kl is bounded on L1(G)!

We should hence view Theorem 4 and Corollary 5 as placeholders for possible
endpont results. It may be the case that (15) holds for some d < Q on any stratified
Lie group outwith the EuclideanG = R

n case. If so, our results do not say anything
new outside the Euclidean setting.

In a forthcoming paper, we will establish the sharp result on any Lie group of
Heisenberg-type, establishing Theorem 4 and Corollary 5 with Q replaced by n.
Our analysis heavily relies on Müller and Seeger’s work [24] on the wave equation
in Lie groups of Heisenberg-type.

Finally we note that Theorem 4 implies Theorem 2 in the case of radial
multipliers but the proof of Theorem 4 below easily gives a proof of Theorem 2.
We will therefore give the proof of Theorem 4 only.

4 Preliminaries

For background information about Calderón–Zygmund theory and spectral multi-
pliers on stratified groups, we refer the reader to the book of Folland and Stein [10].
If h is a Borel measurable function on R+, recall that Kh denotes the convolution
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kernel of the operator h(
√
L) so that

h(
√
L)f (x) = f ∗ Kh(x) =

∫
G

f (x · y−1)Kh(y) dy,

where dy denotes Haar measure on G. Since we are identifying the Lie group G
with its Lie algebra g via the exponential map, the Haar measure is identified with
Lebesgue measure on the Lie algebra g & R

n.

4.1 Some Basics

The stratified groupG comes equipped with a group of dilations δr : G→ G which
are automorphisms. We fix a homogeneous norm; that is, a function | · | : G→ R+,
smooth away from 0, with |x| = 0 if and only if x = 0, where 0 denotes the group
identity, and |δrx| = r|x| for all r ∈ R+ and x ∈ G. Also if s > 0, then

h(s
√
L)f (x) = f ∗ (Kh)s(x) where (Kh)s(x) := s−QKh(δs−1x);

see [10]. Another standard fact from [10] is the following mean value theorem for
Schwartz functions S onG: if h ∈ S(G), then for any N ≥ 1,

|h(x · y)− h(x)| ≤ CN
|y|

(1 + |x|)N (16)

holds for any y ∈ G such that |y| " |x|. We will find this useful at times. We will
also find useful the following Plancherel-type identity which can be found in [5]:
for h ∈ L∞(R+), there is a constant c such that

‖Kh‖2
L2(G)

= c

∫ ∞

0
|h(t)|2 tQ dt

t
. (17)

holds.

4.2 A Weighted L2 Bound

We will use the following weightedL2 estimate which is valid on a general stratified
Lie groupG: if F is a compactly supported spectral multiplier, then

∫
G

|KF (x)|2(1 + |x|s)2 dx � ‖F‖2
L2
s

(18)
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holds for any s > 0. See [29]. Note that by Cauchy–Schwarz, the bound (18)
immediately shows that the key estimate (15) holds for all s > Q/2 on any stratified
Lie group.

For the Hardy space estimate we will use (18) but we will also use this estimate
with derivatives:

∫
G

|XjKF (x)|2(1 + |x|s)2 dx � ‖F‖2
L2
s

(19)

holds for any s > 0, 1 ≤ j ≤ k and any compactly supported F . Here k =
dimension(g1).

4.3 Fefferman–Stein Inequality

Our argument uses the Fefferman–Stein vector-valued Hardy–Littlewood maximal
function inequality in the context of stratified groups. If

Mf(x) = sup
r>0

1

rQ

∫
|y|≤r

|f (x · y−1)| dy

denotes the Hardy–Littlewood maximal function on G, then for 1 < p, q <∞, we
have

∥∥∥
(∑
j

(Mfj )
q
)1/q∥∥∥

Lp(G)
≤ Cp,q,G

∥∥∥
(∑
j

|fj |q
)1/q∥∥∥

Lp(G)
; (20)

see for example [30] or [12]. We will use this inequality for {fj } a sequence of
characteristic functions of balls B = B(xB, rB) := {y ∈ G : |x−1

B · y| ≤ rB}. We
first note that if χB denotes the characteristic function of a ball B, then

M(χB)(x) ∼ 1

(1 + |δ2−L(B)(x−1
B · x)|)Q (21)

where L(B) is chosen so that 2L(B) = rB . Hence M(χB) is a weak approximation
of the characteristic function χB itself.

4.4 Our Basic Decomposition

Let us recall the basic decomposition (8) in the context of spectral multipliersm; we
choose φ ∈ C∞

0 (R+) supported in {1/2 ≤ λ ≤ 2} so that
∑
j∈Z φ(2−jλ) = 1 for all
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λ > 0. Hence m(λ) = ∑
j∈Zmj(λ) where mj (λ) := m(λ)φ(2−j λ) = mj(2−jλ)

and so

Kmj (x) = Km ∗ (2jQKφ(δ2j ·))(x) = Km ∗ (Kφ)2−j (x). (22)

Therefore

m(
√
L)f (x) =

∑
j∈Z
mj(

√
L)f (x) =

∑
j∈Z
f ∗ Kmj (x).

For m ∈ MQ, we split the multiplier

m(λ) =
∑
j∈Z
mj(λ) =

∑
j∈Z

m(λ)φ(2−j λ) = msmall(λ)+mlarge(λ)

into two parts wheremsmall(λ) = ∑
j :jθ≤0mj(λ) andmlarge(λ) = ∑

j :jθ>0mj(λ).
Since m satisfies (12) for some s > Q/2, the results of Christ [5] and Mauceri-
Meda [21] show the multiplier msmall is weak-type (1, 1) and bounded on H 1(G)

(alternatively, the argument below in the case θ = 0 can be used to treat msmall).
Hence it suffices to treat the operator T := ∑

j :jθ>0mj(
√
L) and in particular it

will be good to keep in mind that jθ > 0 is always satisfied.

5 The Proof of Theorem 4: The Weak-Type (1, 1) Bound

We have reduced matters to bounding T = ∑
j :jθ>0 mj(

√
L) and our aim here is

to show that

∣∣∣{x ∈ G : |Tf (x)| ≥ α}
∣∣∣ ≤ C

α
‖f ‖L1(G) (23)

holds uniformly for all α > 0 and f ∈ L1(G). We will denote by | · | the Haar
measure onG as well as the homogeneous norm (as well as the usual absolute value
on R or C). There should be no confusion.

We employ the classical Calderón–Zygmund decomposition of f at height α
on G (see [10] or [30]): there exists a sequence of essentially disjoint balls {B =
B(xB, 2L(B))} such that | ∪ B| � ‖f ‖L1/α. Furthermore we can decompose f =
g + b where |g(x)| � α a.e x ∈ G and b = ∑

B bB , where supp(bB) ⊆ B∗,

∫
G

bB = 0, ‖bB‖L1 � α|B| and
∑
B

‖bB‖L1 � ‖f ‖L1 . (24)
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Here and from now on, B∗ will denote a generic dilate of B which is understood to
be the appropriate dilate depending on the context and we may also take it to be a
sufficiently large dilate when there is a need to do so.

The contribution of the bounded function g to the distribution function |{x :
|Tf (x)| ≥ α}| follows in the usual way, only the L2 boundedness of T is used
here (that is, only the fact that m is bounded is used). To establish (23), it suffices
therefore to consider the contribution from T on the function b = ∑

B bB where f
is large and so we write

T b(x) =
∑

(j,B)∈N
bB ∗ Kmj (x) +

∑
(j,B)∈P

bB ∗ Kmj (x) =: A(x)+ B(x),

where

N = {(j, B) : jθ > 0, j (1 − θ)+ L(B) ≤ 0}

and P is the complementary set of pairs (j, B) with jθ > 0.
For the sum over the pairs (j, B) ∈ N , we use L2 estimates, the disjoint

frequency supports of the {φ(2−jλ)} and the smallness of m on the support of
φ(2−jλ), m ≈ 2−θjQ/2. Writing 
j(x) := (Kφ)2−j (x), we have

|{x : |
∑

(j,B)∈N
mj(

√
L)(bB)(x)| ≥ α}| ≤ α−2‖

∑
(j,B)∈N

mj(
√
L)(bB)‖2

2

� α−2
∑
j :jθ>0

‖( ∑
B∈Nj

bB ∗
j
) ∗ Km‖2

2

� α−2
∑
j :jθ>0

2−θjQ‖
∑
B∈Nj

bB ∗
j‖2
2

where Nj = {B : (j, B) ∈ N}. We write the last term on the right above as E + F
where

E := α−2
∑
j :jθ>0

2−jQθ‖
∑
B∈Nj

bB ∗
j · χB∗‖2
2 � α−2

∑
(j,B)∈N

2−jQθ‖bB ∗
j‖2
2

for some appropriately large dilate B∗ of B and F is defined similarly with B∗
replaced byG\B∗. Since ‖bB ∗
j‖2

L2 ≤ ‖
j‖2
L2‖bB‖2

L1 � ‖
j‖2
L2(G)

α2|B|2 and

‖
j‖2
L2(G)

= c

∫ ∞

0
|φ(2−j t)|2tQ−1 dt = cφ2jQ
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by the Plancherel formula (17), we have ‖bB ∗
j‖2
L2 � 2jQα2|B|2. Hence,

E �
∑

(j,B)∈N
2jQ(1−θ)|B|2

�
∑
B

|B|
∑

j (1−θ)+L(B)≤0

2Q(j (1−θ)+L(B))

�
∑
B

|B| � α−1‖f ‖1.

Note that it is important that θ �= 1 in the above argument. This leaves us with
F .

Using the cancellation of bB , we have

bB ∗
j (x) =
∫
G

[

j(y

−1 · x)−
j (x−1
B · x)]bB(y) dy.

Noting that 
j (x) = 2jQKφ(δ2j x), we have for y ∈ supp(bB) and x /∈ B∗,

|
j(y−1 · x)−
j(x−1
B · x)| � 2jQ

2(1−N)(j+L(B))

(1 + |δ2−L(B)(x−1
B · x)|)N

by the mean value theorem on stratified groups (16). Therefore we see that for x /∈
B∗,

|bB ∗
j (x)| � α2(Q+1−N)(j+L(B)) M(χB)(x)N/Q = α2ε(j+L(B))M(χB)(x)q

where ε = Q + 1 − N and q = N/Q. By choosing N = Q + 1/2, we can make
ε > 0 and q > 1. This allows us to apply the Fefferman–Stein inequality (20) which
yields

F � α−2
∑
j :jθ>0

2−jQθ∥∥ ∑
B∈Nj

bB ∗
j(χG\B∗)
∥∥2

2

�
∑
j :jθ>0

2−jQθ∥∥ ∑
B∈Nj

[M(2ε(j+L(B))/qχB)]q‖2
2

�
∑

(j,B)∈N
2−jQθ22ε(j+L(B))|B|

=
∑

(j,B)∈N
2j (1−θ)+L(B)2−jθ(Q−1)|B|
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≤
∑

(j,B)∈N
2j (1−θ)+L(B)|B|

�
∑
B

|B| � α−1‖f ‖1,

since jθ > 0 andQ ≥ 1.
This completes the estimate forF and the contribution from the pairs (j, B) ∈ N .

Hence |{x : |A(x)| ≥ α}| � α−1‖f ‖1. Again it was important that θ �= 1 in this
argument. We now turn to the contribution from the pairs (j, B) ∈ P where we will
use only L1 estimates and the L2 Sobolev condition in (13).

Since | ∪ B∗| � α−1‖f ‖1, we see that the desired estimate |{x : |B(x)| ≥ α}| �
α−1‖f ‖1 reduces matters to estimating |{x /∈ ∪B∗ : |B(x)| ≥ α}| which we see is
at most

α−1
∫
x /∈∪B∗

|
∑

(j,B)∈P
mj (

√
L)(bB)(x)|dx

≤ α−1
∑

(j,B)∈P

∫
x /∈B∗

|mj(
√
L)(bB)(x)|dx

≤ α−1
∑

(j,B)∈P

∫
|bB(y)|

[∫
|x·x−1

B |�2L(B)
|Kmj (x · y−1)|dx

]
dy.

The desired estimate will follow if we can show that

sup
B

∑
j :j (1−θ)+L(B)≥0

∫
|x|�2L(B)

|Kmj (x)| dx < ∞. (25)

In fact,

∫
|x|≥2L(B)

|Kmj (x)|dx =
∫

|x|≥2j+L(B)
|Kmj (x)|dx

� 2(Q/2−s)(j+L(B))
√∫

G

|Kmj (x)|2(1 + |x|s)2dx � 2−(s−Q/2)(j (1−θ)+L(B))

and this sums in j with j (1 − θ) + L(B) ≥ 0 if s > Q/2, uniformly in B. Here
we used (18) and the L2 Sobolev condition in (13) in the penultimate inequality.
This establishes (25) and completes the proof of the weak-type (1, 1) bound in
Theorem 4.
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6 The Proof of Theorem 4: The Hardy Space Bound

Elements in the Hardy space H 1(G) have an atomic decomposition (see [10]) and
so it suffices to fix an atom aB supported in a ball B and prove

∫
G

|m(√L)aB(x)| dx � 1 (26)

for our spectral multiplier m ∈ MQ.
Without loss of generality we may assume that the ball B is centred at the origin.

TheL2 boundedness ofm(
√
L) implies that

∫
|x|≤C2L |m(√L)aB(x)|dx � 1 via the

Cauchy–Schwarz inequality and so it suffices to show that

∫
|x|�2L

|m(√L)aB(x)| dx � 1 (27)

holds where 2L is the radius of the ball B.
From our basic decomposition m = msmall + mlarge, it suffices as before to

treat the operator T := ∑
j :jθ>0 mj(

√
L) and show that (27) holds with m(

√
L)

replaced by T .
We bound the integral in (27) by

∑
j∈N

∫
|x|�2L

|aB ∗ Kmj (x)|dx +
∑
j∈P

∫
|x|�2L

|aB ∗ Kmj (x)|dx =: I + II

where N = {j : jθ > 0, j (1 − θ) + L ≤ 0} and P denotes the complementary
range.

For j ∈ P , we note that when |x| � 2L,

aB ∗ Kmj (x) =
∫

|y|≤2L
Kmj (y

−1 · x)aB(y) dy

=
∫
G

Kmj (y−1 · x)χEL(y−1 · x)aB(y) dy

where EL = {x ∈ G : |x| ≥ 2L}. Hence if we denote by K(x) = Kmj (x)χEL(x),
∫

|x|�2L
|aB ∗ Kmj (x)|dx =

∫
G

|aB ∗K(x)|dx �
∫
G

|K(x)|dx

=
∫

|x|≥2L
|Kmj (x)|dx =

∫
|x|≥2j+L

|Kmj (x)| dx

=
∫

|x|≥2j+L
|Kmj (x)|

1 + |x|s
1 + |x|s dx
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≤ 2−(s−Q/2)(j+L)
√∫

G

|Kmj (x)|2(1 + |x|s)2dx

� 2−(s−Q/2)(j (1−θ)+L),

where in the last inequality we used (18) with some s > Q/2 and the L2 Sobolev
condition of our multiplier m as stated in (13). Since θ �= 1, this shows that II is
uniformly bounded

For I , we split N = N1 ∪ N2 further such that N1 = {j ∈ N : j + L ≤ 0} and
N2 = {j ∈ N : j + L > 0}. This splits I = I1 + I2 accordingly.

For the sum over j ∈ N1, we will use the cancellation of the atom aB : for j ∈ N1,

∫
|x|�2L

|aB ∗ Kmj (x)|dx

≤
∫
G

|aB(y)|
[∫
C2j+L≤|x|

|Kmj ((δ2j y)−1 · x)− Kmj (x)|dx
]
dy

and so by applying the mean value theorem on stratified groups (see (16)), we see
that the inner integral on the right hand side is at most

2j+L
∫

2j+L≤|x|
sup

1≤r≤k
|XrKmj (x)| dx

and so

∫
|x|�2L

|aB ∗ Kmj (x)|dx ≤ 2j+L
k∑
r=1

∫
G

|XrKmj (x)| dx.

Let X denote one of the Xr ’s—our immediate goal is to show that the bound

∫
G

|XKmj (x)| dx ≤ C (28)

holds, uniformly for all j . If this is the case, then we see that

I1 =
∑
j∈N1

∫
|x|�2L

|aB ∗ Kmj (x)| dx �
∑
j∈N1

2j+L � 1,

completing the analysis for I1.
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To show (28), we will use (19) for two different values of s. We split the integral
in (28) into two parts:

∫
|x|≤2j+L+�

|XKmj (x)| dx +
∫

2j+L+�≤|x|
|XKmj (x)| dx =: S� + L�

for some large � > 0 to be chosen appropriately.
For S� we use (19) with some s∗ < Q/2: by Cauchy–Schwarz,

S2
� ≤ 22(Q/2−s∗)(j+L+�)

∫
G

|XKmj (x)|2(1 + |x|s∗)2 dx

and so using (19) and the L2 Sobolev condition (13) of our multiplierm,

S� � 2(Q/2−s∗)(j (1−θ)+L) 2(Q/2−s∗)�.

In a similar way, using (19) with some s > Q/2, we have

L2
� ≤ 2−2(s−Q/2)(j+L+�)

∫
G

|XKmj (x)|2(1 + |x|s)2 dx

and so using the L2 Sobolev condition (13) of our multiplier m, we see that

L� � 2−(s−Q/2)(j (1−θ)+L) 2−(s−Q/2)�.

Optimising the two estimates gives� = −(j (1−θ)+L)which is positive since j ∈
N1. Hence with this choice of �, S� + L� � 1, establishing (28) and completing
the analysis for I1.

Finally we turn to I2, recall that j ∈ N2 implies j +L>0. Here it does not make
sense to use the cancellation of the atom aB . Instead we use our knowledge of the
L2 size of aB ; ‖aB‖L2(G) ≤ |B|−1/2 = 2−LQ/2. We begin by splitting the integral
into two parts as above:

∫
2L≤|x|≤2L+�

|aB ∗ Kmj (x)| dx +
∫

|x|≥2L+�
|aB ∗ Kmj (x)| dx := S� + L�

for some appropriate �. For S�, we use the L∞ condition in (13) and Cauchy–
Schwarz to see that

S� ≤ 2(L+�)Q/2‖aB∗Kmj ‖L2 ≤ 2(L+�)Q/22−jθQ/2‖aB∗
j‖L2 ≤ 2�Q/22−jθQ/2.
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On the other hand, for L�, we have

L� ≤
∫

|x|≥2L+�
|Kmj (x)| dx =

∫
|x|≥2j+L+�

|Kmj (x)| dx

≤ 2−(s−Q/2)(j+L+�)
√∫

G

|Kmj (x)|2(1 + |x|s)2 dx � 2−(s−Q/2)(j (1−θ)+L+�)

by (19) with s > Q/2 and Cauchy–Schwarz. Optimising the two estimates gives
� with 2s� = 2−(s−Q/2)(j+L)2jθs which is positive since j ∈ N . Hence with this
choice of �, S� + L� � 2−(1−Q/2s)/(j+L)Q/2 which is summable over j ∈ N2
since j + L > 0, showing that

I2 =
∑
j∈N2

∫
2L≤|x|

|aB ∗ Kmj (x)| dx

is uniformly bounded in L and this completes the analysis for I2, establishing (27)
and hence (26).

This finishes the H 1(G) bound of m(
√
L) and hence the proof of Theorem 4.
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Singular Brascamp–Lieb: A Survey

Polona Durcik and Christoph Thiele

Abstract We present an overview of results on multi-linear singular integrals in
the broader context of Brascamp–Lieb inequalities. This elaborates a lecture given
at the inspiring conference on Geometric Aspects of Harmonic Analysis at Cortona
2018 in honor of Fulvio Ricci.

Keywords Multilinear form · Multilinear inequality · Singular integral ·
Multi-parameter singular integral · Multiplier

1 Brascamp–Lieb Forms and Inequalities

The recently active area of Brascamp–Lieb inequalities focuses on invariant multi-
linear forms in functions on Euclidean spaces. By the Schwartz kernel theorem, the
multi-linear forms acting on n-tuples of Schwartz functions Fj on R

kj continuously
in each argument are exactly the ones that can be written as

�(F1 ⊗ F2 ⊗ · · · ⊗ Fn)

with a unique tempered distribution� on R
k1+···+kn .

Brascamp–Lieb forms arise when the distribution � specializes to integration
over an affine subspace of Rk1+···+kn with respect to an invariant measure,

∫
R
k1+···+kn

( n∏
j=1

Fj (xj )
)
δ(�(x − z)) dx,
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where x denotes a vector with components xj , � is a linear map whose ker,
translated by the vector z, is the affine space of integration, and δ is the Dirac delta
measure on the range of the map �. Here we have called the zero set of a linear
map the ker rather than the kernel of the map so as to distinguish it from an integral
kernel such as for example in the Schwartz kernel theorem.

A change of variables equates this form with

∫
R
k1+···+kn

( n∏
j=1

Fj (xj + zj )
)
δ(�x) dx,

which is a Brascamp–Lieb form with integration over a linear space, acting on
translates of the functions Fj . Using such a reduction, we shall assume throughout
this survey that the space of integration is linear, unless stated otherwise:

∫
R
k1+···+kn

( n∏
j=1

Fj (xj )
)
δ(�x) dx. (1)

A further change of variables, replacing x by x − z with a vector z in the ker
of �, shows an invariance of the Brascamp–Lieb integral under translation of the
functions by amounts zj . Similarly, one observes a homogeneity of the form under
simultaneous dilations of the functions.

Using the Fourier transform, one may write for a Brascamp–Lieb form

�̂(F̂1 ⊗ F̂2 ⊗ · · · ⊗ F̂n),

where �̂ is integration over the orthogonal complement of the subspace of integra-
tion of �. If � in (1) is an orthogonal projection, we may write for the Fourier
transform integral

∫
R
k1+···+kn

( n∏
j=1

F̂j (ξj )
)
δ((1 −�)(ξ)) dξ. (2)

This allows to identify further invariances of the form under simultaneous trans-
lations of the Fourier transforms of the functions. A translation of the Fourier
transform of a function is the same as a modulation of the function itself:

MξF(x) = F(x)e2πix·ξ .

Up to scalar multiples, the multi-linear forms of Brascamp–Lieb type are determined
by their translation and modulation symmetries.
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One may write the integral over the subspace also as a parameterized integral.
Assume the subspace has dimensionm and let

I : Rm → R
k1+···+kn

be a parameterization. Denote by �j the composition of I with the projection onto
the j -th coordinate space Rkj . We may then write for (1), up to scalar multiple,

∫
R
m

( n∏
j=1

Fj (�jx)
)
dx. (3)

Writing each Fj as Fourier integral, we obtain for (3)

∫
R
k1+···+kn

∫
R
m

( n∏
j=1

F̂j (ξj )e
2πiξj ·(�j x)

)
dxdξ

=
∫
R
k1+···+kn

( n∏
j=1

F̂j (ξj )
)
δ(

n∑
j=1

�Tj ξj )dξ,

which is of the form (2) with 1 −� = ∑n
j=1�

T
j .

It is natural to seek bounds for Brascamp–Lieb forms by products of norms
of the functions, with a choice of norms respecting the symmetries of the form.
Most common are Lebesgue norms Lp, which are invariant under translations and
modulations and have a homogeneity under dilations. The corresponding bounds
are called Brascamp–Lieb inequalities. With a choice of exponents pj , these
inequalities are written as

∫
R
m

( n∏
j=1

Fj (�jx)
)
dx ≤ C

n∏
j=1

‖Fj‖pj (4)

with a constant C depending on the �j and pj but not on the Schwartz functions
Fj . In case the left-hand side is not a real number, we interpret the inequality in
the sense of absolute value. Note also that by multiplying F1 by a phase and using
multi-linearity we can make the left-hand side non-negative real without changing
the right-hand side.

Given a tuple of exponents, if pj < ∞ for some j , then a Brascamp–Lieb
inequality can only hold if the map �j is surjective. To see this, assume �j is not
surjective. Let y and z parameterize respectively the range of�j and the orthogonal
complement of this range in R

kj . Then the left-hand side of the Brascamp–Lieb
inequality does not change under replacing Fj by

F̃j (y, z) := Fj (y, λz),
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while the right-hand side scales with a power of λ that is non-trivial if pj <∞.
If pj = ∞, then the map �j need not be surjective. For example, if m = 0,

then the projection �j is not surjective except in the pathological case kj = 0.
Nevertheless, as the Brascamp–Lieb integral becomes evaluation at a point, the
Brascamp–Lieb inequality holds with all exponents equal to ∞.

Well known cases of a Brascamp–Lieb inequality are Hölder’s inequality, where
all maps�j are the identity map, Young’s convolution inequality, and the Loomis-
Whitney inequality where m = n, kj = n − 1 and the one dimensional kers of the
maps�j span the full space R

m.
Much research has been devoted to Brascamp–Lieb and related inequalities, we

refer to [3–5, 8] and the references therein. In particular, [3] proves a necessary and
sufficient dimensional condition for a Brascamp–Lieb inequality to hold, namely
that

dim(V ) ≤
n∑
j=1

1

pj
dim(�jV ) (5)

for every subspace V of Rm, with equality if V = R
m. The easy direction of this

equivalence is necessity of (5). It is seen by testing the Brascamp–Lieb inequality on
suitable characteristic functionsFj , generating them as limits of Schwartz functions.
The supports of these functions are such that the integrand on the left-hand side
of (4) is nonzero on a disc, more precisely on a one-neighborhood in R

m of a large
ball in V of radius R. The left-hand side of the Brascamp–Lieb inequality grows in
R with the orderRdim(V ). The suitable choice of the function Fj is the characteristic
function of the projection of the disc to R

kj . Its Lpj norms grow with the order
Rdim(�j (V ))/pj . Letting R tend to infinity, we obtain the lower bound of (5). The
equality in case V = R

m is obtained by using in addition small balls in R
m.

Since dim(�jRm) ≤ dim(Rm), inequality (5) for V = R
m in casem > 0 implies

that

1 ≤
n∑
j=1

1

pj
. (6)

When equality holds in (6), then each map �j is injective on R
m and we obtain

dim(�jV ) = dim(V ) for all subspaces V of Rm. In this case, the condition (5) for
V = R

m automatically implies the condition for all subspaces of Rm. Assuming all
�j are surjective as well, which is a mild assumption given the previous discussion,
all �j are bijective. Reparameterizing the range of each �j , we may assume that
each�j is the identity map and thereby identify Hölder’s inequality.

While it may be tempting to study (4) with some 0 < pj < 1, such estimates are
easily seen to fail. This is also reflected by (5). Assume for example a Brascamp–
Lieb inequality with p1 < 1 and denote the ker of �1 by W , and assume
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for simplicity all maps �j to be surjective. Then we obtain a contradiction by
applying (5) twice:

m = k1 + dim(W) ≤ k1 +
n∑
j=2

1

pj
dim(�jW) <

n∑
j=1

kj

pj
= m.

The endpoint case pj = 1 reduces to Brascamp–Lieb inequalities of fewer
functions. We show this in case j = n. By a weak limiting process, the Brascamp–
Lieb inequality extends to finite Borel measures in place of the n-th Schwartz
function, with the total mass of the measure instead of the L1 norm of the function
on the right-hand side. In particular, one may insert translates of the Dirac delta
measure. Conversely, bounds for the Brascamp–Lieb integral with translates of
the Dirac delta measure as the n-th input imply by superposition the Brascamp–
Lieb inequality for arbitrary Schwartz functions as n-th input. The Brascamp–Lieb
inequality with a translate of the Dirac delta measure can be written as

∫
R
k1+···+kn

( n−1∏
j=1

Fj (xj + yj )
)
δ(xn − yn)δ(�x) dx ≤ C

( n−1∏
j=1

‖Fj‖pj
)
,

which can be further written as

∫
R
k1+···+kn−1

( n−1∏
j=1

Fj (xj + yj )
)
δ(�(x1, . . . , xn−1, yn)) dx1, . . . dxn−1

≤ C
( n−1∏
j=1

‖Fj‖pj
)
.

Note that the range of the restriction of � to fixed yn is the same as the range of �
as a consequence of the assumption that �n is surjective. The last display is again
a Brascamp–Lieb integral with an affine linear space of integration and one input
function less. Thus we have shown the desired reduction.

This observation in reverse allows to interpret the Dirac delta measure in the
general Brascamp–Lieb form (1) as coming from a Schwartz function with L1 norm
on the right-hand side. Thus (4) is equivalent to the inequality

∫
R
k1+···+kn

( n∏
j=1

Fj (xj )
)
Fn+1(�x) dx ≤ C

( n∏
j=1

‖Fj‖pj
)
‖Fn+1‖1.

The integral on the left hand side is again a Brascamp–Lieb form (1), if written as

∫
R
k1+···+kn+kn+1

( n+1∏
j=1

Fj (xj )
)
δ(xn+1 −�(x1, . . . , xn)) dx.
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Note that the subspace of integration is the graph of a function in the first n variables.
In general Brascamp Lieb inequalities, each component xj of an element of the
subspace is determined by all other components unless pj = 1. However, it is not
necessary that each combination of the remaining components can be completed by
an xj to form to a point in the subspace.

We emphasize that Brascamp Lieb inequalities are positive inequalities. There
is no loss in assuming that all functions are positive. This will be different in
subsequent sections, where cancellation between positive and negative part of a
singular kernel will be crucial.

2 Singular Brascamp–Lieb Inequalities

Coming to the main subject of this survey, one may ask whether a variant of the
Brascamp–Lieb inequality continues to hold if one inserts singular integral kernels
instead of finite measures into one or several input slots with pj = 1. Singular
integral kernels in general fail to be finite measures, but in many situations one
retains inequalities thanks to cancellation between positive and negative parts of the
kernel. Examples of singular integral kernels arise from integrating a mean zero
Schwartz function over the group of dilations

K(t) = lim
N→∞

∫ N

0
λkφ(λt)

dλ

λ
, K̂(τ ) =

∫ ∞

0
φ̂
(τ
λ

)dλ
λ
. (7)

Such kernels are homogeneous under dilations and smooth outside the origin.
They are in general not locally integrable near the origin, yet they are tempered
distributions in the sense that the limit in N has to be executed after the pairing with
a Schwartz function. Tempered distributions with such limits are called principal
value distributions. More generally, one may consider tempered distributions K on
R
k whose Fourier transform K̂ , called the multiplier associated withK , is a bounded

measurable function satisfying the symbol estimates

|∂αK̂(τ )| ≤ C|τ |−|α| (8)

for some constantC, all τ �= 0 and all multi-indices α up to suitably large order. This
condition is satisfied for the above homogeneous kernels. For much of our survey
it is sufficient to consider these homogeneous kernels. The Dirac delta measure is a
singular integral kernel, it can be written in the form (7) with a Schwartz function
of integral zero, and its Fourier transform is a constant function. A simple way
to ensure that a Schwartz function has integral zero is to make it odd. Many of the
interesting features of the theory can already be seen when restricting to odd kernels.



Singular Brascamp–Lieb: A Survey 327

We write singular Brascamp–Lieb inequalities as

∫
R
m

( h∏
j=1

Fj (�jx)
)( n∏

j=h+1

Kj (�jx)
)
dx ≤ C

h∏
j=1

‖Fj‖pj (9)

with singular integral kernelsKj on R
kj and surjective linear maps

�j : Rm → R
kj .

The constant C is assumed to be independent of the functions Fj , and is assumed to
depend on the kernelsKj only through the constant in (8) and the bound on the order
of derivatives in (8). For smooth homogeneous kernels, the constant C is controlled
by some Schwartz norm of the Schwartz function φ in (7).

As we ask a given singular Brascamp–Lieb inequality to hold for all choices of
singular integral kernels, it needs to hold for the special choice of a Dirac delta
measure. In particular, the bound (9) needs to hold when all kernels are the Dirac
delta measure. Note that

n∏
j=h+1

δ(�jx) = δ(�h+1x, . . . ,�nx),

where the Dirac delta measure on the right-hand side lives in dimension kh+1+· · ·+
kn. In order for the integral in (9) to be well defined, we need the map

x �→ (�h+1x, . . . ,�nx)

to be surjective. We assume this surjectivity and choose variables

t = (th+1, . . . , tn)

on the range of this map. Changing coordinates and choosing y as vector of
coordinates for the joint ker

W =
n⋂

j=h+1

ker�j , (10)

we may rewrite the integral in (9) as

∫
R
m

( h∏
j=1

Fj (�j (y, t))
)( n∏

j=h+1

Kj (tj )
)
dydt. (11)
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Thanks to these conventions, it is particularly easy to reduce a singular integral by
setting one kernel Kj equal to the Dirac delta measure. One removes this kernel
from (11), sets the coordinate tj equal to zero, and removes the integration over the
variable tj .

The class of singular integral kernels is invariant under dilation symmetries but
not under translation or modulation symmetries. The translation symmetries of the
Brascamp–Lieb integral discussed after (1) leave the singular Brascamp–Lieb form
invariant only if the components zj in the notation after (1) are zero for j > h, that
is those j belonging to kernels. An analogous observation holds for the modulation
symmetries.

The mean zero condition on the Schwartz function in (7) is an important theme
in singular integral theory. To see necessity of the cancellation, consider a kernelKn
of the form (7) generated by a non-negative Schwartz function that is not constant
equal to zero, and assume there is only one kernel or reduce the complexity by
replacing the other kernels by Dirac delta measures. Consider (9) with characteristic
functionsFj of standard unit balls in the respective dimensions similarly to the proof
of necessity of (5). The right-hand side of (9) is finite. The integrand on the left-hand
side is equal to Kn(tn) for y in a small ball about the origin and tn in a small fixed
interval around the origin. Uniformly in this ball in y, the integral in tn tends to ∞
with N , because the degree of homogeneity of the singular integral kernel is critical
for integration. Thus the left-hand side of (9) is unbounded.

Singular Brascamp–Lieb inequalities have seen much development in recent
years, but the level of understanding is far from establishing a general criterion
mirroring the condition (5). We present some necessary and some sufficient
conditions.

A necessary condition for (9) can be obtained by specifying all Kj as Dirac
delta measures, yielding a reduced Brascamp–Lieb inequality of lower order with
integration over the joint kerW defined in (10). We obtain that�j needs to mapW
ontoRkj if pj <∞, and (5) for the reduced inequality gives the necessary condition

dim(V ) ≤
h∑
j=1

1

pj
dim(�jV ) (12)

for all V ⊆ W , with equality if V = W .
Due to the importance of cancellation of the singular integral kernel, we may

obtain further necessary conditions for (9), namely that

ker�1 + ker�n = R
m, (13)

and similarly for other indices by permutation of the Schwartz functions and kernels.
To see necessity, assume this condition is violated. By reduction we may assume
h = n − 1. Then there is a non-zero linear functional λ on R

m which vanishes on
ker�1 and on ker�n. This functional factors as

λ(x) = ρ1(�1x) = ρ(�nx)
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for some suitable maps ρ1, ρ. LetKn be the kernel defined by (7) with the Schwartz
function e−|t |2ρ(t) and define for any tuple of Schwartz functions (F1, . . . , Fn−1)

F̃1 = F1 × (sgn ◦ ρ1).

We obtain

∫
R
m
F1(�1x)

( n−1∏
j=2

Fj (�jx)
)
|Kn|(�nx) dx

=
∫
R
m
F̃1(�1x)

( n−1∏
j=2

Fj (�jx)
)
Kn(�nx) dx.

Approximating F̃1 by Schwartz functions and applying a hypothetical singular
Brascamp–Lieb inequality for the right-hand side, we obtain the same inequality
for the left-hand side, contradicting the impossibility of the inequality for the non-
negative kernel |Kn|.

If p1 = ∞, we obtain another necessary condition for a singular Brascamp–Lieb
inequality, which we adapt from [42], namely

n−1⋂
j=2

ker�j ⊆ ker�1 ∪ ker�n .

Assume this is not the case. Pick a vector u which is in the space on the left-hand
side but not in the space on the right-hand side. There is a linear functional λ1
that factors as λ1(x) = ρ1(�1x) and is positive on u. Let F1 = 1+ ◦ ρ1 with 1+
the characteristic function of the positive half line. Let Fj for 2 ≤ j ≤ h be the
characteristic function of the unit ball.

There is also a linear functional λ that factors as λ(x) = ρ(�nx) and is positive
on u. Let Kn be the homogeneous kernel (7) generated by e−|t |2ρ(t). We split the
singular Brascamp–Lieb integral (9) by first integrating along lines parallel to u:

∫
ker(λ)

∫
R

F1(�1(x + su))
( n−1∏
j=2

Fj (�j (x + su))
)
Kn(�n(x + su)) dsdx

The middle factor in the integrand, the product over j , is independent of s and
equal to 1 for x in a small neighborhood of the origin. The first factor is bounded,

F1(�1(x + su)) = 1+(λ1(x)+ s(λ1(u)),

and for some sufficiently large a it vanishes for s < −a and is constant 1 for s > a.
The third factor is positive for s > 0. Hence the integral over s < −a vanishes,
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is a bounded number for −a < x ′ < a, and is plus infinity for s > a and x in
a small neighborhood of the origin. Hence the singular Brascamp–Lieb integral is
unbounded.

We come to some sufficient conditions for singular Brascamp–Lieb inequalities
to hold. If one of the exponents pj is equal to 1, we may reduce a singular
Brascamp–Lieb inequality to one of lower complexity by the use of Dirac delta
measures as discussed in the non-singular case. Validity of the reduced inequalities
becomes a sufficient criterion for validity of the original inequality.

If

1 ≤ pj ≤ 2 (14)

for all 1 ≤ j ≤ h, then it is useful to pass to the integral on the Fourier transform
side. If� in (1) is an orthogonal projection, the Fourier transform integral reads as

∫
R
k1+···+kn

( h∏
j=1

F̂j (ξj )
)( n∏

j=h+1

K̂j (ξj )
)
δ((1 −�)ξ)dξ. (15)

This is estimated by a non-singular Brascamp–Lieb inequality in the Fourier
transforms of the functions, using that the multipliers K̂j are functions in L∞.
Aiming at the dual exponents pj ′ = pj/(pj − 1), we need the condition (5):

dim(V ) ≤
h∑
j=1

1

pj ′ dim (Vj ),

where V is a subspace of ker(1 −�), Vj is its projection onto the j -th coordinate
space, and equality holds for V equal to ker(1 −�). We thus estimate (15) with the
Brascamp–Lieb inequality by

C

h∏
j=1

‖F̂j‖pj ′ ≤ C
h∏
j=1

‖Fj‖pj .

In the second inequality we have used the Hausdorff Young inequality, which is
applicable by the assumption (14). An interesting variant of this theme is to estimate
a singular Brascamp–Lieb integral by a mixed product of Lp norms of the functions
and Lp norms of the Fourier transforms of the functions. An instance of this has
been studied in [39].
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3 Inequalities with One Singular Kernel and Hölder Scaling

As seen in the previous section, when all exponents pj are at most 2, then one has a
good sufficient criterion for a singular Brascamp–Lieb inequality. At the other end
of the spectrum, when the pj are large, one finds the special case of Hölder scaling

h∑
j=1

1

pj
= 1,

where in an average sense the pj are as large as they can be. This is a heavily studied
case and we shall assume it throughout the rest of the survey.

Recall that in the Hölder case the condition (12) needs only to be checked for
V = W . Each map�j restricted toW needs to be injective. Neglecting some trivial
extensions for pj = ∞, we may also assume that this map is surjective for each j .
As a consequence, all kj , 1 ≤ j ≤ n− 1 are equal and in particular kj = k1 and

m = k1 + kn.
The singular Brascamp–Lieb integral may then be written as

∫
R
k1

∫
R
kn

( n−1∏
j=1

Fj (Ajy + Bj t)
)
Kn(t)dtdy,

with matrices Aj and Bj . Each of the matrices Aj has to be regular. Changing Fj
by precomposing with the matrix Aj , we may assume that all Aj are equal to the
identity matrix,

∫
R
k1

∫
R
kn

( n−1∏
j=1

Fj (y + Bj t)
)
Kn(t)dtdy. (16)

Interchanging the order of integration so that y becomes the inner variable and
replacing it by y − B1t , we may in addition assume that

B1 = 0.

Writing each Fj as Fourier integral we obtain for (16)

∫
R
(n−1)k1

∫
R
k1

∫
R
kn

( n−1∏
j=1

F̂j (ηj )e
2πiηj ·(y+Bj t)

)
Kn(t)dtdydη1 . . . dηn−1

=
∫
R
(n−1)k1 :η1+···+ηn−1=0

∫
R
kn

( n−1∏
j=1

F̂j (ηj )
)
K̂n(−

∑
j

BTj ηj )dtdγ,

where dγ is the Lebesgue measure on the subspace η1 +· · ·+ηn−1 = 0 in R
(n−1)k1 .
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We look at small values of n. For n = 2, the singular Brascamp–Lieb integral in
the discussed variables becomes

∫
R
k1

∫
R
k2
F1(y)K2(t) dtdy.

Taking formally the Fourier transform, one obtains

F̂1(0)K̂2(0),

which is undetermined by (8) and does not lead to an interesting theory.
The case n = 3 describes bilinear forms which dualize to linear operators. In the

above coordinates, the singular Brascamp–Lieb integral can be written as

∫
R
k1

∫
R
k3
F1(y)F2(y + Bt)K3(t) dtdy.

If B is not injective, we may integrate the ker of B first. This integrates the singular
integral kernel towards a lower dimensional kernel, reducing the problem to a
similar problem where B is injective. If B is not surjective, we may split the
integration over y into integration over the range of B and the complement of
the range. The integral over the range is a similar singular Brascamp–Lieb with
smaller dimension, which can be estimated first. Subsequently, one can estimate the
complementary integral by Hölder’s inequality. Hence we may assume without loss
of generality that B is regular. By changing variables and replacing the kernel K3
by its composition with the inverse of B, we obtain the form

∫
R
k1

∫
R
k3
F1(y)F2(y + t)K3(t) dtdy.

The dual linear operator is the classical convolution with a singular integral
kernel, which is well understood. As a consequence, we have the desired singular
Brascamp–Lieb inequality with Hölder scaling and 1 < p1, p2 < ∞. The
restriction 1 < pj can be understood as a condition of the type (13) after a reduction
by a Dirac delta function as in the discussion after (13).

We turn to the genuinely multi-linear case n ≥ 4. Fixing n and k1, singular
Brascamp–Lieb inequalities become easier with growing kn. In case of odd kernels
this can be made rigorous by the method of rotations, which we will discuss more
thoroughly later.

The largest possible kn and thus easiest interesting case is kn = (n − 2)k1. For
any larger kn, one would necessarily violate condition (13) or be able to integrate
out some of the t variables of K to reduce to a kernel of smaller dimension. The
case kn = (n− 2)k1 is the classical theory of multi-linear forms of Coifman–Meyer
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type [12] and can be written as

∫
R
k1

∫
R
(n−2)k1

F1(y)
( n−1∏
j=2

Fj (y + Bj tj )
)
Kn(t2, . . . tn−1) d(t2, . . . , tn−1)dy.

Note that each Bj has to be injective or else one could again reduce the problem
by integrating a trivial component of a t variable. By a dimension count, each Bj is
also surjective. Changing coordinates to parameterizing the range of this map and
adjusting the kernel Kn suitably, we obtain the form

∫
R
k1

∫
R
(n−2)k1

F1(y)
( n−1∏
j=2

Fj (y + tj )
)
Kn(t2, . . . tn−1) d(t2, . . . , tn−1)dy.

With a further change of variables we may write more symmetrically

∫
R
k1

∫
R
(n−1)k1 : t1+···+tn−1=0

( n−1∏
j=1

Fj (y + tj )
)
K̃n(t1, . . . tn−1) dγ dy

with dγ the invariant measure on the subspace of R
(n−1)k1 perpendicular to the

diagonal (1, . . . , 1) and K̃n suitably defined on this subspace. As a result of
the classical theory, one obtains singular Brascamp–Lieb inequalities with Hölder
scaling as long as

1 < pj ≤ ∞

for all indices 1 ≤ j ≤ n− 1. The restriction 1 < pj is again a consequence of the
discussion after (13). There is no restriction at ∞. An interesting theory allows
to push the inequalities of Coifman–Meyer type beyond infinity. Under certain
conditions on the kernel, one obtainsBMO bounds, and one may consider restricted
type estimates as discussed in [55], dualizing bounds in earlier work [33, 37]. Taking
the Fourier transform, the Coifman–Meyer multi-linear form becomes

∫
R
(n−1)k1 : ξ1+···+ξn−1=0

( n−1∏
j=1

Fj (ξj )
)̂̃Kn(ξ1, . . . ξn−1) dγ

where the Fourier transform of K̃n is suitably taken in the space �. The subspace
of integration has dimension (n − 2)k1, which is equal to the dimension k of the
multiplier. As a consequence, there are no translations of this subspace which
leave the multiplier invariant. Hence the Coifman–Meyer case does not exhibit
modulation symmetries. It relies on classical Calderón-Zygmund techniques that
are translation and dilation invariant.
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As one lowers k from the maximal interesting (n − 2)k1, one may no longer
uniquely determine all Bj up to change of coordinates. The discussion bifurcates
depending on the geometry of the Bj , and the classification of cases leads to quite
elaborate linear algebraic questions. One case in every dimension is distinguished
as the generic position of these matrices. It can be obtained almost surely by picking
Bj randomly with respect to suitable Gaussian probability measures. The study of
this generic situation has begun in the work on the bilinear Hilbert transform [47]
and [30]. In the case k1 = 1, the best sufficient dimensional condition in the generic
situation is obtained in [55]. In the notation

∫
R

∫
R
kn

( n−1∏
j=1

Fj (y + Bj t)
)
Kn(t)dtdy,

the generic case is when each tuple of the linear functionals Bj spans the maximal
possible space. One obtains the singular Brascamp–Lieb inequality with Hölder
scaling for all

1 < pj ≤ ∞

provided one has the dimensional condition

n− 3 < 2kn (17)

for any n ≥ 3. Unlike the Coifman–Meyer case, the generic singular Brascamp–
Lieb integral for kn < (n − 2)k1 exhibits modulation symmetries. The proof of
the above result employs a modulation invariant counterpart of Calderón-Zygmund
techniques called time-frequency analysis. Time-frequency analysis consists of
breaking up the Brascamp–Lieb form into pieces that can be estimated by the
classical Calderón-Zygmund theory. The decomposition is done in a way that
orthogonality arguments in the phase plane allow to control the number of pieces.
This technique originates in the works of [10, 29] and was first applied to singular
Brascamp–Lieb forms in the work [47] on the bilinear Hilbert transform. An
approach to time-frequency analysis through outer measures was described in [17].
The principal value limit in (7) in the context of time-frequency analysis and in
particular the bilinear Hilbert transform is studied in [18, 20, 46].

While the time-frequency analysis in [55] breaks down if the condition (17)
is violated, it remains an open problem whether (17) is necessary for singular
Brascamp–Lieb inequalities to hold. Even under condition (17), interesting open
questions remain concerning the extension of singular Brascamp–Lieb inequalities
to restricted type inequalities beyond the threshold at pj = ∞. This is discussed in
[55], see also [16] for a discussion near the boundary of the range of exponents with
known bounds.



Singular Brascamp–Lieb: A Survey 335

The extension of the above result of [55] to k1 > 1 is addressed in [15], proving
singular Brascamp–Lieb inequalities on the form

∫
R
k1

∫
R
kn

( n−1∏
j=1

Fj (y + Bj t)
)
Kn(t)dtdy

assuming Bj : Rkn → R
kj are in generic position and

k1(n− 3) < 2kn. (18)

If kn is an integer multiple of k1, this follows rather quickly from the methods of
[55]. For the fractional multiple case, [15] uses some additional arguments from
additive combinatorics. The authors restrict attention to the range 2 < pj ≤ ∞. It
is not known whether the restriction 2 < pj is necessary.

A partial explanation for the break down of modulation invariant time-frequency
analysis beyond (17) and (18) is the occurrence of more general symmetries. For
example, consider the case of the trilinear Hilbert transform

∫
R

∫
R

( 4∏
j=1

Fj (y + Bj t)
)1

t
dtdy

with generic, that is pairwise different, numbers Bj . This form exhibits a symmetry
under quadratic modulation

Qαj Fj (x) = Fj (x)eiαjx2

where the four numbers αj are all non-zero and satisfy

∑
j

αj (y + Bj t)2 = 0.

It would be interesting to find extensions of time-frequency analysis that are
invariant under more general symmetries and address boundedness of the trilinear
Hilbert transform. This starts with a solid understanding of the type of symmetries,
we refer to related work on inverse theorems for Gowers norm [34] involving
generalized quadratic phase functions possibly relevant for the trilinear Hilbert
transform and the more general symmetries in [35]. A variant of time frequency
analysis under polynomial symmetries was developed in [49, 50, 71]. Additional
symmetries may not be the only obstruction to go beyond (17), because it is not
clear that all cases beyond (17) do exhibit additional symmetries.

Shrinking kn further, the minimal non-trivial case is kn = 1. The distance to k1 is
maximized if k1 = n−1 = h. If k1 is greater than or equal to h, then the vectorsBj ,
2 ≤ j ≤ h span a space of dimension less than k1 and one may reduce to a singular
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Brascamp–Lieb integral of lower order as discussed in the case n = 3. By the same
token, if k1 = h, then these vectors have to be linearly independent and thus a basis
of Rk1 . Since all bases are equivalent up to change of variables, one can write the
singular Brascamp–Lieb integral without loss of generality in symmetric form as

∫
R
h

( h∏
j=1

Fj (x1, . . . , xj−1, xj+1, . . . , xh)
) 1

x1 + . . .+ xh dx. (19)

This form is called the simplex Hilbert form. Maybe the biggest challenge in
the area is to understand whether this form satisfies any singular Brascamp–Lieb
inequalities. By symmetry and interpolation techniques, the easiest bound to prove
should be the one with all exponents equal. We formulate this as a conjecture.

Conjecture 1 There exists a constant C such that for all tuples of Schwartz
functions (Fj )hj=1 the form (19) is bounded by

C

h∏
j=1

‖Fj‖h.

By the method of rotations, bounds for the simplex Hilbert form imply bounds for
many singular Brascamp–Lieb integrals including the so-called multi-linear Hilbert
transform, another major open problem. Moreover, bounds for the simplex Hilbert
form imply bounds for the Carleson and polynomial Carleson operator

∫
R

f (x − t)ei(N1(x)t+N2(x)t
2+...+Nd td) dt

t
,

which was for general d studied in [49, 50] and [71]. Partial progress on the simplex
Hilbert form in the case h = 3 can be found in [45], which in particular establishes
the above conjectured bound in a dyadic model when one of the functions takes a
special form. Further results concerning truncations of the simplex Hilbert form and
effective bounds in the parameter of truncation are discussed in [70] based on the
approach in [66], and in [28].

Having discussed generic choices of Bj in the spectrum from large kn to small
kn, we turn attention to some of the phenomena arising when we do not ask the Bj
to be in generic positions. We begin with the simplest case which displays some of
the phenomena,

∫
R

∫
R

( 3∏
j=1

Fj (y + Bj t)
)
K4(t)dtdy.

The generic case has three different real numbers Bj , this is the classical bilinear
Hilbert transform. All generic cases have the same proof of Brascamp–Lieb bounds
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using time-frequency analysis. If two values of Bj are equal, the form changes its
nature. One identifies the pointwise product of two functions, and replacing the
product by a new function we obtain a singular Brascamp–Lieb integral with n = 3.
Applying the classical theory without time-frequency analysis and then applying
Hölder’s inequality to resolve the product proves Lp bounds in this degenerate
situation. The case that all three values ofBj are equal is even further degenerate but
of no interest, it leads to the pointwise product of three functions together with the
indeterminate integral in case n = 2. If two of the values of Bj approach each other,
the historically first proof of bounds for the bilinear Hilbert transform produced a
growing constant in the singular Brascamp–Lieb inequality. It was natural to seek
uniform bounds, which was achieved in a series of papers [32, 48, 62, 67, 68] in
the full Hölder range of exponents with 1 < pj ≤ ∞. Some of these results
were generalized to uniform bounds on other families of singular Brascamp–Lieb
integrals in [56].

A more complicated classification of cases occurs for the two dimensional
bilinear Hilbert transform

∫
R

2

∫
R

2

( 3∏
j=1

Fj (y + Bj t)
)
K4(t)dtdy,

a situation first considered by Demeter and Thiele [14] and then thoroughly
discussed in the PhD thesis [69]. The thesis classifies the possiblilities for the
parameters B1, B2, B3 into nine cases. Most cases can be normalized such that
B1 = 0 and B2 = I , leaving only B = B3 as indetermined matrix, which may
be assumed to be in Jordan canonical form. A trivial pointwise product occurs if
B = 0 or B = I , this results in a reduction of the complexity of the integral as in
the one dimensional case. The case that all eigenvalues of B are different from 0
and 1 is the generic case covered by previous results. The case that one eigenvalue
of B is equal to 0 or 1 and the other eigenvalue is different from 0 and 1 is an
interesting hybrid case discussed in [14], likewise the case of a non-trivial Jordan
block with eigenvalue 0 or 1. The case when B has both 0 and 1 as eigenvalue is
called the twisted paraproduct and is an instance of the forms in Theorem 2 below
with m = 2, albeit with the fourth function set constant equal to 1.

Only in one of the nine cases it is not known whether the singular Brascamp–
Lieb inequality holds at a nontrivial set of exponents. This is the case where the
first columns of all three matrices B1, B2, B3 vanish, while the second columns
respectively are (0, 0), (0, 1), (1, 0). This case is a simplex Hilbert form discussed
in the above conjecture. All remaining cases reduce to easier objects and are of lesser
interest. An abundance of questions concerning uniform bounds arise between these
various cases. While the method of rotations would prove uniform bounds for odd
kernels from Conjecture 1, lacking a proof of the latter it may be of interest to study
these uniform questions.

We turn to a class of Brascamp–Lieb integrals with modulation symmetry group
spanned by rich modulations symmetries. A rich modulation symmetry is a one
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parameter modulation symmetry which generalizes to arbitrary phase functions. For
example, the Hölder form

∫
R

F1(x)F2(x) dx

is invariant not only under replacing F1 and F2 by the modulated functions MξF1
andM−ξ F2 respectively, but also under replacing them by

F1(x)e
iφ(x), F2(x)e

−iφ(x)

for arbitrary real phase functions φ. If we consider each input function as a function
in k1 arguments, then one way that rich modulations symmetries occur is when slots
of different functions share the same argument.

We consider an example where each of the k = k1 slots carries two possible
variables, making it 2k integration variables, which we denote as

(x0
1 , . . . , x

0
k , x

1
1 , . . . , x

1
k ) = x.

Each possibe combination of the variables occurs in one of the functions. This
requires 2k input functions parameterized by the cubeQ, the set of all

j : {1, 2, . . . , k} → {0, 1}.

Consequently, for j ∈ Q, we have

�jx = (xj (1)1 , x
j (2)
2 , . . . , x

j (k)
k ).

We further consider a singular integral kernel K in R
k and an arbitrary surjective

� : R2k → R
k . The Brascamp–Lieb integral in question then writes as

∫
R
m

( ∏
j∈Q

Fj (�jx)
)
K(�x) dx . (20)

Theorem 2 ([25]) Given k ≥ 1, the form (20) satisfies a singular Brascamp–Lieb
inequality with pj = 2k for all j ∈ Q if and only if for all j

k = dim(�j (ker�)). (21)

The condition (21) is equivalent to (12) in this situation.
While rich symmetries are very large symmetry groups and restrict techniques

to those that are invariant under these symmetries, at least they have a very generic
structure and one does not need to delve into the theory of polynomial or other
structured symmetries. The main technique in the context of rich symmetries
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was pioneered in the context of the so-called twisted paraproduct in [42] and
is sometimes called twisted technology. Brascamp–Lieb integrals involving rich
symmetries were also studied in [7, 21, 22, 41, 44] and also in [27, 64] with
applications to quantitative convergence of ergodic averages, and in [23, 26] with
applications to some problems in Euclidean Ramsey theory. An application to
stochastic integrals was studied in [43]. Further higher dimensional generalizations
are discussed in [65].

It would be desirable to study some natural extensions of Theorem 2. One
obvious generalization would be a more general range of exponents than the
symmetric exponent point. Somewhat related to that is the question what happens
if the corners of the cube are not fully occupied, that is the number of functions
is strictly less than 2k1 . In case one has L∞ bounds, it is trivial to omit the
corresponding function by estimating the constant function in L∞, but it is not clear
that all inequalities with constant functions arise from more general L∞ bounds.

One further extension is to allow more than two variables in one slot, that is for
k1 ≥ 1 and l ≥ 2 we may consider Rm with coordinates

x = ((x0
1 , . . . , x

0
k ), (x

1
1 , . . . , x

1
k ), . . . , (x

l−1
1 , . . . , xl−1

k )) ∈ R
kl

Then for all j : {1, 2, . . . , k} → {0, . . . , l − 1} we may define

�jx = (xj (1)1 , x
j (2)
2 , . . . , x

j (k)
k )

One may then ask the analoguous result as Theorem 2.
Note that also the simplex Hilbert forms of Conjecture 1 have many rich

modulation symmetries. Indeed, the group of modulation symmetries of the simplex
Hilbert form is spanned by rich symmetries. The space of integration in Fourier
space has dimension n(n − 2) + 1. Since the singular integral kernel is one
dimensional, this gives an n(n − 2) dimensional group of modulation symmetries
of the simplex Hilbert form. However, for each of the n variables one can find n− 2
pairs of functions so that independent rich symmetries akin to the above shown
apply between this pair of functions. The forms in Theorem 2 and the suggested
generalization above have the structure that each variable has a fixed slot number in
which it may occur. Note that this is not the case in the simplex Hilbert form. For
example, the variable x2 typically appears in the second slot, unless in the function
F1, where the variable x1 is omitted and the variable x2 appears in the first slot. This
mismatch is the main obstacle to apply the known twisted technology to the simplex
Hilbert form.
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4 Method of Rotations and More General Kernels

The method of rotation allows to write a singular Brascamp–Lieb form with
one singular integral kernel as a superposition of a family of forms with lower
dimensional kernels. The family of forms is generated by rotations or more general
linear transformations of the space of integration.

Turning to details, a singular Brascamp–Lieb form with a homogeneous smooth
kernel can be written as

∫ ∞

0

∫
R
k1+···+kn

( n−1∏
j=1

Fj (xj )
)
tknψ(txn)δ(�x) dx

dt

t
(22)

with a smooth and compactly supported functionψ with integral zero. Assume there
is a vector v such that the inner product v · xn is bounded away from zero on the
support of ψ . The following display is a superposition by a weight function φ of
a family of forms generated by rank one perturbations of � using a further fixed
vector w and a varying scalar parameter a:

∫
R

∫ ∞

0

∫
R
k1+···+kn

( n−1∏
j=1

Fj (xj )
)
tknψ(txn)φ(a)δ(�x +wa(v · xn)) dx dt

t
da.

We assume φ is smooth and compactly supported. Rescaling the variable a and
combining it with the vector xn to a vector of dimension kn+ 1, we recognize a new
singular Brascamp–Lieb form

∫ ∞

0

∫
R
k1+···+(kn+1)

( n−1∏
j=1

Fj (xj )
)
tkn+1ψ̃(txn, ta)δ(�x +wa) dxda dt

t
(23)

with the compactly supported smooth function

ψ̃(xn, a) := ψ(xn) 1

|v · xn|φ
( a

v · xn
)
. (24)

One verifies that ψ̃ has integral zero by first integrating in a and then in xn. If we
can prove bounds for the singular Brascamp–Lieb forms (22) uniformly for all maps
� in the perturbed family, then by superposition we obtain a bound with the same
exponents for (23).

Conversely, given a Brascamp–Lieb integral as in (23), one may seek to write it as
superposition of Brascamp–Lieb forms with lower dimensional kernels. A general
procedure exists, when the function ψ̃ is odd. In addition, we assume ψ̃ is compactly
supported away from the origin. After a decomposition by a finite smooth partition
of unity, and a suitable rotation of the coordinate system for each piece, we can
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assume that there is a vector v of dimension kn such that ψ̃ is supported in the union
of two small neighborhoods respectively of (v, 0) and (−v, 0)

With suitable compactly supported functions ϕ and ρ we may write

ψ̃(xn, a) = 1

|v · xn|ϕ
(
xn,

a

v · xn
)

= 1

|v · xn|ϕ
(
xn,

a

v · xn
)
ρ
( a

v · xn
)

and note that ϕ is odd in the first variable for fixed second variable. Taking a Fourier
integral of ϕ in the second variable and denoting that by ϕ̂, we obtain

ψ̃(xn, a) =
∫
R

ϕ̂(xn, ξ)
1

|v · xn|e
2πiξ a

v·xn ρ
( a

v · xn
)
dξ.

For fixed ξ , the integrand is a function of the form (24) with an odd function
ψ . If we can prove bounds for the family of Brascamp–Lieb integrals of lower
dimensional kernels uniformly for fixed Schwartz norm of ψ of some order, then
we may integrate these bounds in ξ as the Schwarz norm of ϕ̂ in the first variable is
rapidly decreasing as a function in the second variable.

One can iterate rank one perturbations to obtain the more general superposition

∫
R
l

∫ ∞

0

∫
R
k1+···+kn

( n−1∏
j=1

Fj (xj )
)
tknψ(txn)φ(a)δ

(
�x+

l∑
i=1

wiai(vi ·xn)
)
dx
dt

t
da.

If the function φ in the above calculation is replaced by an arbitrary finite Borel
measure of normalized total mass, for example a Dirac delta measure, estimates for
the form (23) uniformly in the choice of such measure are equivalent to estimates
for the form (22) with lower dimensional kernel uniformly over the perturbation
parameters in the support of φ. Choosing φ with any intermediate regularity between
smooth function and Borel measure, one can view the difficulty of estimates for
the superposed operator as intermediate between the two endpoint cases. Estimates
for such forms with rough singular integral kernel can be of their own interest, if
estimates for the lower dimensional kernels are not known or maybe known to be
false in general.

An early example of this principle is provided by the Calderón commutator [9],
which later appeared in the investigation of the Cauchy integral along Lipschitz
curves, see [11] and the references therein. The commutator can be viewed as a
rough superposition of bilinear Hilbert transforms. Calderón proposed the study
of the bilinear Hilbert transform and uniform bounds for it as a stepping stone
towards the commutator. However, the bilinear Hilbert transform remained an
open problem for many years after bounds for the Calderón commutator were
obtained using different techniques. A recent account and approach to the Calderón
commutator and higher order commutators was given in [53] and in [54]. These
higher order commutators can be seen as a suitable superposition of multi-linear
Hilbert transforms which by themselves are not known to be bounded.
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Consider a perturbation �̃ of� as in (1) by a rank one map,

�̃ = �+�(u)⊗ v.

Assume the perturbation is small and non-trivial, and the dimension of ker �̃ is
equal to that of ker�, namely m. The intersection V = ker �̃ ∩ ker� has then
dimension m− 1, and we may choose a unit vector ṽ in ker� perpendicular to V .
Using that the perturbation is small, we may chose ũ perpendicular to ker� so that
ṽ − ũ is in ker �̃. Then � +�(ũ) ⊗ ṽ has the same ker as �̃ and we may assume
after rescaling that u = ũ and v = ṽ. The embedding map I as in (3) can then also
be identified as perturbed by a rank one matrix, namely Ĩ = I − u⊗ IT v. To verify
this, one checks separately that the vectors that embed under I into V have the same
image under the perturbed map, and that the vector that maps to v under I maps to
v − u under the perturbation.

If the perturbations are such that only one component uj of u and only the
component (IT v)n of IT v is non-zero, we may view the averaging of the form
as an averaging of the function Fj . If we iterate several perturbations like that, then
the averaged function takes the form

F(�jx, xn) =
∫
R
l
φ(a)Fj

(
�jx −

(∑
l

alul(vl · Ixn)
)
j

)
da.

If there are enough averages so that the rank one matrices add to a regular matrix,
and ifF is in L∞, then the averaged functionF(y, z) becomes a y dependent symbol
in the variable z in the sense

|∂αy ∂βz F (y, z)| ≤ C|z|−|α|−|β|

for all multi-indices up to some degree depending on the regularity of the averaging
function φ. Multiplying this symbol with the singular integral kernel gives a “space
dependent” singular integral form which is nowadays seen within in the theory of
T (1) theorems originating in [13]. Therefore, bounds for the averaged operator can
be viewed as a Brascamp–Lieb version of a T (1) theorem.

In this spirit, a multi-linear T (1) theorem with a variant of the bilinear Hilbert
transform with space dependent singular integral kernel was proven in [6] and
applied in [63] in a singular variant of a higher Calderón commutator. T (1) theorems
with rich modulation symmetries were proven in [44, 65] in dyadic models, it would
be interesting to extend these results to the continuous setting and extend to further
averaged singular Brascamp–Lieb forms.

The paper [24] discusses averages of the simplex Hilbert forms which yield
singular Brascamp–Lieb forms with rich modulation symmetries. The averaged
forms are such that they can be treated by twisted technology. More precisely, [24]
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proves bounds in cases n = 4 and n = 5 on

∫
(0,1)n−3

∫
R
n−2

∫
R

( n−3∏
j=1

Fj (y + αjBj t)
)
Fn−2(y + Bn−1t)Fn−1(y)Kn(t)dtdydα

for linearly independent vectors Bj .

5 Inequalities with Two Singular Kernels and Hölder Scaling

Singular Brascamp–Lieb integrals in the case of several singular integral kernels fall
into the scope of multi-parameter theory. We display some of the features of multi-
parameter theory using the example of two kernels. We continue to assume Hölder
scaling.

Considerations analoguous to those leading to (16) from (11) turn the singular
Brascamp–Lieb integral with two kernels into the form

∫
R
k1

∫
R
kn−1

∫
R
kn

( n−2∏
j=1

Fj (y + Bj s + Cj t)
)
Kn−1(s)Kn(t)dtdsdy. (25)

Applying the Fourier transform as after (16) we obtain the alternative expression

∫
�

( n−2∏
j=1

F̂j (ξj )
)
K̂n−1(−

n−2∑
j=1

BTj ξj )K̂n(−
n−2∑
j=1

CTj ξj ) dγ, (26)

where � is the subspace of R(n−2)k1 determined by ξ1 + · · · + ξn−2 = 0 and dγ is
the Lebesgue measure on this subspace.

Simplifying degenerations may occur. The arguments of the two multipliers
in (26) can be identical, that is each Cj is equal to Bj . As the product of two
multipliers is again a multiplier with analoguous symbol bounds, this reduces to a
singular Brascamp–Lieb with one kernel. Another simplifying degeneration of (25)
may be separation. If for every j one of the matrices Bj or Cj is zero, then we may
write the integral in s and t as a product of two integrals, one in s and one in t .
Then we may apply Hölder’s inequality in the variable x on this product. Resolving
the resulting Lp norms by pairing with a dual function, we obtain two singular
Brascamp–Lieb integrals with one kernel each. Separation in (25) may occur after
replacing the variable y by y + Bs + Ct for suitable matrices B and C.

A family of cases occurs with counterexamples to a singular Brascamp–Lieb
inequality that show a phenomenon not possible for one kernel. Assume we have a
family of quadratic formsQj on R

k1 such that

n−2∑
j=1

Qj(y + Bj s + Cj t) = s1t1
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where s1 and t1 are the first components of s and t , there being no loss in generality
choosing these particular components. For n large enough compared to k1, kn−1, kn,
such quadratic forms will exist in the case of generic matrices Bj and Cj . Choose
functions of the form

Fj (x) = φ(x)e−2πiQj (x)

where φ is a non-negative smooth approximation of the characteristic function of a
very large ball about the origin. Choose the kernel

Kn(t) = lim
N→∞

∫ N

0
λknψ(λt1)φ(λ(t2, . . . , tkn ))

dλ

λ

with odd ψ which is non-negative on the positive half axis and with non-negative
φ, and similarly for Kn−1 with odd ψ̃ such that ̂̃ψ = ψ . Zooming into the critical
integrals in s1 and t1 in the expression (25), we see

∫
R

∫
R

e−2πis1t1ψ̃(μs1)ψ(λt1) ds1dt1 = μ−1ψ(μ−1t1)ψ(λt1).

The right-hand side is an even function in t1 and non-negative on the positive half
axis, hence it is non-negative, and it is not identically zero as one can see considering
μ−1 near λ. The effect is that the cancellation of the kernelKn is destroyed, resulting
in unboundedness as N tends to ∞. More details of this calculation can be found in
[57] for the two examples

∫
R

4
F1(x1, x2)F2(x1 − t, x2 − s)F3(x1 + t, x2 + s)ds

s

dt

t
dx

and
∫
R

3
F1(x)F2(x + t)F3(x + s)F4(x + t + s)ds

s

dt

t
dx. (27)

Multi-parameter theory is named after the various scaling parameters occurring
in a product of singular integral kernels. We call the product of the multipliers in (26)
the joint multiplier and write it with scaling parameters μ and λ as

m(σ, τ) = K̂n−1(σ )K̂n(τ ) = lim
N,M→∞

∫ N

0

∫ M

0
φ̂n−1

(σ
μ

)
φ̂n

(τ
λ

) dμ
μ

dλ

λ
.
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A typical step in multi-parameter theory is the cone decomposition, which is a
sorting of an integral in several scaling parameters by the size of the scaling
parameters as follows:

m1(σ, τ )+m2(σ, τ ) = lim
N→∞

∫
0<μ<λ<N

. . .
dμ

μ

dλ

λ
+ lim
M→∞

∫
0<λ<μ<M

. . .
dμ

μ

dλ

λ
.

Note that the joint multiplierm in (26) satisfies the multi-parameter symbol estimate

|∂ασ ∂βτ m(σ, τ )| ≤ C|σ |−|α||τ |−|β|, (28)

where ∂σ and ∂τ are any partial derivatives in the σ and τ variables respectively.
The cone multipliers m1 and m2 satisfy

|∂ασ ∂βτ m1(σ, τ )| ≤ C|σ |−|α|−|β| , (29)

|∂ασ ∂βτ m2(σ, τ )| ≤ C|τ |−|α|−|β| . (30)

In some instances, bounds for the variants of (26) with the joint multiplier replaced
by the cone multipliers can be established, based on the symbol estimates (29), (30).
Note that these symbol estimates, say (29), are generalizations of the single kernel
caseKn−1 = δ in that the multiplier (29) is “frequency dependent” in the variable τ ,
a dual concept to the “space dependent” kernels discussed in the previous section.
Typically, estimates for the cones hold for generic choices of the matrices Bj and
Cj provided the methods of [55] or [15] for “frequency dependent” multipliers
apply, which is under the suitably adapted conditions (17) and (18). An example
for a singular Brascamp–Lieb form where this cone decomposition applies and
uses generalized bounds for “frequency dependent” variants of the bilinear Hilbert
transform is given by

∫
R

3
F1(y)F2(y + s + t)F3(y + B3s + C3t)K4(s)K5(t)dsdtdy

with generic parameters B3 and C3.
Somewhat opposite of the case of generic matrices B, C, one finds in the

literature the case when each of these matrices is either zero or elementary, meaning
it has precisely one non-zero entry, and this entry is equal to one. The flag
paraproducts in [51, 52] are essentially this case for k1 = 1. Estimates are shown
for the case
∫
R

5
F1(y)F2(y− t1)F3(y− t2 − s1)F4(y− s2)K5(t1, t2)K6(s1, s2)ds1ds2dt1dt2dy,

which is motivated by questions in fluid dynamics, and a rather general positive
conjecture is formulated in [51, 52]. While one also does a cone decomposition in
this case, it is important that the multiplier retains a product structure underneath
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the cone decomposition, and one does not simply rely on symbol estimates (28).
Necessity of the product structure is demonstrated in [31]. While a form

∫
R

3
F1(y)F2(y + t)F3(y + s)K4(t)K5(s)dsdtdy

is bounded by the method of separation, and the joint multiplier satisfies

|∂ασ ∂βτ (K̂4(σ )K̂5(τ ))| ≤ C|σ |−α|τ |−β,

the form obtained by replacing the joint multiplier by a general multiplier m
satisfying

|∂ασ ∂βτ m(σ, τ )| ≤ C|σ |−α|τ |−β

need not satisfy any bounds in Lp spaces.
We may consider the case of Bj and Cj being zero or elementary for k1 > 1

as well. A particular instance is discussed in [57] under the name of bi-parameter
paraproduct:

∫
R

6
F1(y1, y2)F2(y1 + s1, y2 + t1)F3(y1 + s2, y2 + t2)K4(s1, s2)K5(t1, t2)dsdtdy.

A generalization with more kernels is discussed in [60]. These examples are not
affected by the obstruction described in [31], and one may prove bounds for
multipliers satisfying (28). However, already a simple modification of the above
such as interchanging s2 and t2 in the argument of F3 is not addressed by the
discussion in [57].

A hybrid between the generic case and the flag paraproduct case is called the
biest and studied in [58, 59],

∫
R

3
F1(x)F2(x + t)F3(x + s)F4(x − t − s)ds

s

dt

t
dx.

It arises in the theory of iterated Fourier integrals, which occur in multi-linear
expansions of certain ordinary differential equations. Singular Brascamp–Lieb
inequalities for this form are known and require time frequency analysis because
the bilinear Hilbert transform is embedded into this object. Compare with the similar
form (27). For a study of objects related to the biest see [19, 36, 38–40, 61].

A more recent development is the theory of vector valued inequalities in
the context of singular Brascamp–Lieb inequalities. The helicoidal method was
introduced in [1] to study forms similar to the biest through mixed norm spaces
and vector-valued inequalities. A survey of the helicoidal method can be found in
[2].
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Abstract Let (M, g) denote a compact Riemannian manifold without boundary.
This article is an announcement of Lebesgue norm estimates of Laplace–Beltrami
eigenfunctions of M when restricted to certain fractal subsets � of M . The proofs
in their entirety appear in Eswarathasan and Pramanik (Restriction of Laplace–
Beltrami eigenfunctions to random Cantor-type sets on manifolds, 2019). The sets
� that we consider are random and of Cantor-type. For large Lebesgue exponents
p, our estimates give a natural generalization of Lp bounds previously obtained
in Hörmander (Acta Math 121: 193–218, 1968; Ark Math 11:1–11, 1971; Sogge
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The estimates are shown to be sharp in this range. The novelty of our approach
is the combination of techniques from geometric measure theory with well-known
tools from harmonic and microlocal analysis. Random Cantor sets have appeared in
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1 Introduction

The study of eigenfunctions of Laplacians lies at the interface of several areas of
mathematics, including analysis, geometry, mathematical physics and number the-
ory. These special functions arise in physics and in partial differential equations as
modes of periodic vibration of drums and membranes. In quantum mechanics, they
represent the stationary energy states of a free quantum particle on a Riemannian
manifold.

Let (M, g) denote a compact, connected, n-dimensional Riemannian manifold
without boundary. The ubiquitous (positive) Laplace–Beltrami operator on M ,
denoted −�g, is the primary focus of this article. It is well-known [31, Chapter
3] that the spectrum of this operator is non-negative and discrete. Let us denote its
eigenvalues by {λ2

j : j ≥ 0}, and the corresponding eigenspaces by Ej . Without loss
of generality, the positive square roots of the distinct eigenvalues can be arranged in
increasing order, with

0 = λ0 < λ1 < λ2 < · · · λj < · · · → ∞.

It is a standard fact [31, Chapter 3] that each Ej is finite-dimensional. Further, the
space L2(M, dVg) (of functions on M that are square-integrable with respect to
the canonical volume measure dVg) admits an orthogonal decomposition in terms
of Ej :

L2(M, dVg) =
∞⊕
j=0

Ej .

One of the fundamental questions surrounding Laplace–Beltrami eigenfunc-
tions targets their concentration phenomena, via high-energy asymptotics or high-
frequency behaviour. There are many avenues for this study. Semiclassical Wigner
measures provide one way to measure concentration, as exemplified in the sem-
inal work of Shnirelman [28], Zelditch [35], Colin de Vèrdiere [8], Gérard and
Leichtnam [11], Zelditch and Zworski [36], Helffer, Martinez and Robert [13],
Rudnick and Sarnak [24, 25], Lindenstrauss [21], and Anantharaman [1]. Another
direction involves growth of the Lp norms of these eigenfunctions. The contribution
of this article lies in the latter category. Specifically, it describes the L2(M) →
Lp(�) mapping property of a certain spectral projector (according to the spectral
decomposition above), where � is a fractal-type subset of M . In particular, � does
not enjoy any smooth structure. This is a significant point of departure from prior
work where this feature was heavily exploited. We begin by reviewing the current
research landscape that will help place the main result Theorem 3 in context.
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2 Literature Review

The Weyl law, itself a major topic in spectral theory, provides an L∞ bound on
eigenfunctions on M [14]. The first results that establish Lp eigenfunction bounds
for p <∞ are due to Sogge [30].

Theorem 1 ([30]) Given any manifoldM as above and p ∈ [2,∞], there exists a
constant C = C(M,p) > 0 such that the following inequality holds for all λ ≥ 1:

‖ϕλ‖Lp(M) ≤ C(1 + λ)δ(n,p)‖ϕλ‖L2(M), with

δ(n, p) =

⎧⎪⎪⎨
⎪⎪⎩

n− 1

4
− n− 1

2p
, if 2 ≤ p ≤ 2(n+ 1)

n− 1
,

n− 1

2
− n

p
, if

2(n+ 1)

n− 1
≤ p ≤ ∞.

⎫⎪⎪⎬
⎪⎪⎭

(1)

Here ϕλ is any eigenfunction of−�g corresponding to the eigenvalue λ2. The bound
is sharp for the n-dimensional unit sphere M = S

n, equipped with the surface
measure.

Historically, an important motivation and source of inspiration for this line of
investigation has been the Fourier restriction problem, which explores the behaviour
of the Fourier transform when restricted to curved surfaces in Euclidean spaces. In
fact the Stein-TomasL2 restriction theorem [33], originating in Euclidean harmonic
analysis, was a key ingredient in an early proof of Theorem 1 for the sphere.
Indeed, Theorem 1 may be viewed as a form of discrete restriction on M where
the frequencies are given by the spectrum of the manifold, see for example [29].
Conversely, it is possible to recover the L2 restriction theorem for the sphere from
a spectral projection theorem such as Theorem 1 applied to the n-dimensional
flat torus. The lecture notes of Yung [34, Section 2] contain a discussion of these
implications.

Finer information on eigenfunction growth may be obtained through Lp bounds
on ϕλ when restricted to smooth submanifolds ofM . One expects ϕλ to assume large
values on small sets. Thus its Lp-norm on a Lebesgue-null set such as a subman-
ifold, if meaningful, is typically expected to be larger in comparison with the Lp

norm taken over the entire manifoldM , as given by Theorem 1. The first step in this
direction is due to Reznikov [23], who studied eigenfunction restriction phenomena
on hyperbolic surfaces via representation theoretic tools. The most general results
to date on restricted norms of Laplace eigenfunctions are by Burq, Gérard and
Tzvetkov [7], and independently by Hu [16]. The work of Tacy [32], using methods
from an article of Koch–Tataru–Zworski [18] that gives a semiclassical version of
Theorem 1, has extended these results to the setting of a semi-classical pseudo-
differential operator (not merely the Laplacian) on a Riemannian manifold, while
removing logarithmic losses at a critical threshold. Another particular endpoint
result is due to Chen and Sogge [9]. We have summarized below the currently known
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best eigenfunction restriction estimates for a general manifold, combined from this
body of work and for easy referencing later.

Theorem 2 ([7, 16, 32]) Let� ⊂ M be a smooth d-dimensional submanifold ofM ,
equipped with the canonical measure dσ that is naturally obtained from the metric
g. Then for each p ∈ [2,∞], there exists a constant C = C(M,�,p) > 0 such
that for any λ ≥ 1 and any Laplace eigenfunction ϕλ associated with the eigenvalue
λ2, the following estimate holds:

‖ϕλ‖Lp(�,dσ) ≤ C (1 + λ)δ(n,d,p)‖ϕλ‖L2(M,dVg)
. (2)

The exponent δ(n, d, p) admits a multi-part description. Specifically,

δ(n, n− 1, p) =

⎧⎪⎪⎨
⎪⎪⎩

n− 1

4
− n− 2

2p
, for 2 ≤ p ≤ 2n

n− 1
,

n− 1

2
− n− 1

p
, for

2n

n− 1
≤ p ≤ ∞.

⎫⎪⎪⎬
⎪⎪⎭

(3)

For d �= n− 1,

δ(n, d, p) = n− 1

2
− d

p
, for 2 ≤ p ≤ ∞ and (d, p) �= (n− 2, 2). (4)

For (d, p) = (n− 2, 2), the exponent δ(n, d, p) is still given by (4); however, there
is an additional logarithmic factor log1/2(λ) appearing in the right hand side of
inequality (2).

The proofs in [7] and [9] use a delicate analysis of oscillatory representations of
the smoothed spectral projector ρ(λ− √−�g) restricted to submanifolds �, com-
bined with refined estimates influenced by the considered geometry. Alternatively,
[16] uses general mapping properties for Fourier integral operators with prescribed
degenerate canonical relations to obtain bounds for the oscillatory integral operators
in question. There are several recurrent features in these proofs; namely, stationary
phase methods, arguments involving integration by parts, operator-theoretic convo-
lution inequalities. This methodology heavily relies on the fact that the underlying
measures are induced by Lebesgue, which in turn is a consequence of M and
� being smooth manifolds. The present article explores the accessibility of this
machinery in the absence of smoothness, and aims to find working substitutes when
such methods are unavailable. This leads to a discussion of our main results.
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3 Main Results

An interesting feature of the exponents δ(n, p) and δ(n, d, p) occurring in Theo-
rems 1 and 2 respectively is that for large p, they are both of the form (n − 1)/2 −
α/p, where

α = dimension of the space on which the Lpnorm of ϕλis measured

=
{

dim(M) = n in Theorem 1,

dim(�) = d in Theorem 2.

}
(5)

In view of this commonality in (1), (3) and (4), we pose the following question:
is there a class of “sparser” sets � ⊆ �, or equivalently a class of measures μ
that are singular relative to the canonical measure on �, with respect to which we
can estimate the growth of our eigenfunctions ϕλ? The optimal scenario would be
to obtain bounds that reflect the dimensionality of the set � in the same way that
Theorems 1 and 2 do. We answer this by announcing the main result of [10]:

Theorem 3 ([10]) Fix positive integers n ≥ 2 and 1 ≤ d ≤ n. Let � be a
smooth, d-dimensional submanifold ofM . For each ε ∈ [0, 1), we define the critical
exponent

p0 = p0(n, d, ε) := 4d(1 − ε)
n− 1

. (6)

Then for each choice of n, d,� and ε, there is a probability space (�,B,P∗)
depending on these parameters that obeys the properties listed below.

(a) For P∗-almost every ω ∈ � there exists a Cantor-type subset �ω ⊂ �, equipped
with a natural probability measure νω, such that the set �ω has Hausdorff
dimension d(1−ε). For ε = 0, νω is singular with respect to the natural surface
measure on � induced by the Riemannian metric g.

(b) For P∗-almost every set �ω obtained in (3) there exists a finite constant C =
C(ω, n, d, p, ε) > 0 such that for all λ ≥ 1, we have the eigenfunction estimate

‖ϕλ‖Lp(�ω,νω) ≤ Cλδp 
(λ) ‖ϕλ‖L2(M,dVg)
. (7)

Here ϕλ denotes any L2-eigenfunction associated with the eigenvalue λ2 for the
Laplace–Beltrami operator −�g on M . For p0 > 2, the exponent δp is given
by

δp = δp(n, d, ε) :=

⎧⎪⎪⎨
⎪⎪⎩

n− 1

4
, if 2 ≤ p ≤ p0,

n− 1

2
− d(1 − ε)

p
, if p ≥ p0.

⎫⎪⎪⎬
⎪⎪⎭

(8)
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For p0 ≤ 2, the exponent δp = (n − 1)/2 − d(1 − ε)/p for 2 ≤ p ≤ ∞. The
quantity
(λ) appearing in (7) is an increasing function that grows slower than
any positive power of λ; specifically, 
 is of the form


(λ) = exp(C′√log(λ)), (9)

where C′ = C′(n, d, p, ε) > 0 is an explicit constant.
(c) The exponent δp in the above estimate is sharp in general for p ≥ max(p0, 2),

in the following sense. Suppose that� is any d-dimensional submanifold of the
n-dimensional unit sphereM = S

n, d ≤ n. Fix ε ∈ (0, 1].
There exists a sequence of L2-normalized spherical harmonics {ϕλj : j ≥ 1}

with λj ↗ ∞ such that for P∗-almost every set�ω obtained above and for every
p ≥ p0, one can find a constant C = C(ω, p) > 0 verifying the lower bound

‖ϕλj ‖Lp(�ω,νω) ≥ Cλδpj 
(λj )−1 (10)

for all λj sufficiently large.

4 Remarks

Let us pause for a moment to contextualize some of the important features of our
result.

1. For p ≥ p0, the exponent δp in Theorem 3 (3) is of the same form alluded to
in (5), namely δp = (n − 1)/2 − α/p with α = d(1 − ε). Thus our result may
be viewed as a natural interpolation between the global estimates in [30] and the
smooth restriction estimates in [7], bridging the estimates across a family of sets
with continuously varying Hausdorff dimensions.

2. To the best of our knowledge, Theorem 3 is the first result of its kind in
several distinct categories. First, it offers, for every manifold M and every
smooth submanifold � therein, eigenfunction bounds over non-smooth subsets
of positive but non-integral Hausdorff dimension. Second, even for integers m,
our result produces new sets of dimension m, for example with (n, d, ε) =
(2, 2, 1/2), that are not necessarily contained in anym-dimensional submanifold,
and yet capture the same eigenfunction growth bounds as smooth submanifolds
of the same dimension, up to sub-polynomial losses. Third, when ε = 0, our
result provides examples of singular measures supported on submanifolds with
respect to which the eigenfunctions obey the same Lp growth bounds as with
the induced Lebesgue measure on the same submanifold. This is reminiscent
of an earlier article by Łaba and Pramanik [20], where the authors construct
a random Cantor-type measure with respect to which the maximal averaging
operator has the same Lp mapping properties as the Hardy–Littlewood maximal
function (where the underlying measure is Lebesgue).
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3. Our estimates, though sharp for general M and �, can be improved in special
situations. This will be the case, for instance, whenM = T

n, the n-dimensional
flat torus (which admits a stronger Weyl law), or if the submanifold� in a general
manifold M has additional geometric properties, for example if � is a curve of
nonvanishing geodesic curvature. This is consistent with similar results of this
type for smooth submanifolds, see for example [2, 3, 6, 7, 12, Theorem 2] and
the bibliography therein. We pursue this direction in greater detail in upcoming
work.

4. The blow-up factor 
(λ), which is super-logarithmic but sub-polynomial, is an
artifact of the choices of parameters needed for the random Cantor construction.
Many alternative parameter choices are possible within the framework of this
construction, some of which yield logarithmic blow-up in lieu of 
(λ), at
the cost of additional technical challenges. We have opted not to pursue these
improvements here. However, all estimates of this type will be accompanied by
some blow-up. It is an interesting question whether there exists a member of this
class of random sets for which such losses can be avoided.

5. The random measures νω that we construct and their supporting sets �ω have
many analytic and geometric properties that are not directly exploited in the
proof. In particular, these measures have optimal Fourier decay subject to the
Hausdorff dimension of their support. More precisely, for almost every ω, our
measures obey

∣∣̂νω(ξ)∣∣ ≤ Cξ
(
1 + |ξ |)−d(1−ε)/2

, |ξ | ≥ 1,

where Cξ is a function that grows slower than any positive power of |ξ |. In
other words, the sets �ω in Theorem 3 have the same Fourier dimension as their
Hausdorff dimension, i.e. they are almost surely Salem.

Fourier decay of measures have long been known to play an important role
in eigenfunction restriction problems. For instance, it appears in the work of
Bourgain and Rudnick [6], where the authors obtain significant improvements
on the general estimates of [7] in the special case of M = T

n, n = 2, 3.
More generally, the study of harmonic-analytic principles (such as Fourier decay,
fractal analogues of the uncertainty principle, study of oscillatory integrals and
operators) in settings where standard techniques (such as integration by parts
or stationary phase) are not viable have led to major developments in spectral
theory, for instance in the work surrounding resonance gaps in infinite-area
hyperbolic surfaces [4, 5, 22]. We explore the mapping properties of convo-
lution operators on random Cantor measure spaces, and establish Young-type
inequalities for such measures. However, our methods are not Fourier-analytic
in nature. This is another point of similarity of our work with [20], where a
similar random Cantor set was constructed, but whose Fourier-analytic properties
were not directly relevant to the proof. We would like to point out that random
Cantor sets have appeared in a variety of contexts before, specifically in fractal
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geometry, multiscale analysis, additive combinatorics and fractal percolation
[15, 17, 19, 26, 27]

5 Overview of the Proof

The broad strokes of our approach in [10] follow that of [7, Theorem 1], so we
briefly review the main ideas involved here.

1. One starts with a microlocal approximationTλ of the smoothed spectral projector
ρ(λ − √−�g). The approximation Tλ is an oscillatory integral operator, whose
phase function is essentially the distance function in the ambient Riemannian
metric.

2. The T T ∗ method applied to TλT
∗
λ reduces the problem to estimating the Lp of

the latter operator on the restricted set γ , which for [7, Theorem 1] was a smooth
curve onM .

3. The integration kernel of TλT∗
λ is itself an oscillatory integral, with a nondegen-

erate phase function. The method of stationary phase, applied to this oscillatory
integral, yields a pointwise upper bound on the kernel, leading to a pointwise
bound on the operator TλT∗

λ. The dominating operator is a convolution, with an
explicit convolving factor.

4. The proof is then completed by invoking Young’s convolution inequality for the
Lebesgue measure on R. The admissible exponents of the inequality are precisely
those for which the convolving factor is integrable.

A careful analysis of [7, Theorem 1] shows that steps 1, 2 and 3 above extend
with minor revisions to the setting of an arbitrary measure space, with γ replaced
by �ω. A noteworthy point of departure is the following. Whereas the natural
measure on the curve γ used in [7] is absolutely continuous with respect to the
translation-invariant Lebesgue measure on R, the measure νω accompanying our
Cantor set �ω is no longer translation invariant. The proof thus fails critically at the
last step, since Young’s convolution inequality is unavailable, indeed known to be
false, in general measure spaces. The main contribution of this article is in deriving
an analogue of Young’s inequality for the convolution kernel Kλ that appears in
the pointwise upper bound in step 3, and for the special class of random Cantor
measures constructed earlier in the paper. Specifically, this involves estimation of the
quantity sup

{‖Kλ(u− ·)‖Lp(νω) : u ∈ �ω
}

for almost every ω ∈ �. The transition
from the desired operator norm of TλT∗

λ to the quantity above has been formalized
thanks to a generalized Schur-type inequality proved in [10]. A substantial portion
[10] is devoted to the estimation of this last quantity, through a series of successive
reduction to various random sums.
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Basis Properties of the Haar System
in Limiting Besov Spaces

Gustavo Garrigós, Andreas Seeger, and Tino Ullrich

Abstract We study Schauder basis properties for the Haar system in Besov spaces
Bsp,q(R

d ). We give a complete description of the limiting cases, obtaining various
positive results for q ≤ min{1, p}, and providing new counterexamples in other
situations. The study is based on suitable estimates of the dyadic averaging operators
EN ; in particular we find asymptotically optimal growth rates for the norms of these
operators in global and local situations.

Keywords Schauder basis · Basic sequence · Unconditional basis · Local
Schauder basis · Dyadic averaging operators · Haar system · Besov and
Triebel-Lizorkin spaces

1 Introduction

The purpose of this paper is to complete the study of the basis properties of the
(inhomogeneous) Haar system in the scale of Besov spaces Bsp,q(R

d). In view of
previous results, only the endpoint cases are of interest. This is a companion to the
paper [6], in which the authors consider the same endpoint questions for the Triebel-
Lizorkin spaces. The outcomes for Besov and for Triebel-Lizorkin spaces, in both
non-endpoint situations [5, 11, 12, 14, 19] and endpoint situations, are markedly
different.
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To state the results, we first set some basic notation. Consider the one variable
functions h(0) = 1[0,1) and h(1) = 1[0,1/2)− 1[1/2,1). For every ε = (ε1, . . . , εd ) ∈
{0, 1}d , for k ∈ N0 and μ = (μ1, . . . , μd) ∈ Z

d one defines

hεk,μ(x) =
d∏
i=1

h(εi)(2kxi − μi), x = (x1, . . . , xd) ∈ R
d .

Denoting ϒ = {0, 1}d \ {0}, the Haar system is given as

Hd =
{
h0

0,μ

}
μ∈Zd ∪

{
hεk,μ : k ∈ N0, μ ∈ Z

d , ε ∈ ϒ
}
.

We refer to 2k as the Haar frequency of hεk,μ. We consider an enumeration U =
{un}∞n=1 of the Haar system, and write un = h

ε(n)
k(n),μ(n) for the corresponding

frequency and position parameters k(n), μ(n).
Given R ∈ N, the partial sum operator SR ≡ SUR is defined as the projection onto

span{u1, . . . , uR}, that is

SUR f =
R∑
n=1

u∗
n(f )un , (1)

where for un = hε(n)k(n),μ(n) the linear functional u∗
n is defined by

u∗
n(f ) = 2k(n)d〈f, hε(n)k(n),μ(n)〉 , (2)

at least when f ∈ L1
loc(R

d ). Below we shall only consider Besov spaces so that
un ∈ Bsp,q and u∗

n extends to an element of (Bsp,q)
∗ for all n ∈ N, so that (2) will

actually have a meaning for all f ∈ Bsp,q .

We say that U is a Schauder basis of Bsp,q(R
d ) if

lim
R→∞ ‖SUR f − f ‖Bsp,q = 0 (3)

holds for every f ∈ Bsp,q . We say that U is a basic sequence if (3) holds for every
f in the Bsp,q -closure of spanHd . Finally, we say that Hd is an unconditional basis
of Bsp,q if every enumeration U is a Schauder basis.

The above basis properties are related with the uniform bound

CU := sup
R≥1

∥∥SUR
∥∥
Bsp,q→Bsp,q

<∞. (4)
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Indeed, one has

∥∥SUR f − f ∥∥
Bsp,q

� (CU + 1)‖f − h‖Bsp,q + ∥∥SUR h− h∥∥
Bsp,q
, h ∈ spanHd .

Thus, (4) implies that U is a basic sequence in Bsp,q . If span(Hd ) is dense in Bsp,q ,
then U is a Schauder basis if and only if (4) holds. If in addition the bound in (4)
does not depend on the enumeration U then Hd is an unconditional basis of Bsp,q .
By the uniform boundedness principle such a uniform estimate is also necessary
for unconditionality. This is well-known for Banach spaces, and a proof for quasi-
Banach spaces can be found in [1].

We consider the full range of indices s ∈ R and 0 < p, q ≤ ∞. When p = ∞
or q = ∞ the space Bsp,q is not separable, but in those cases one may consider the
Schauder basis property in the Bsp,q -closure of the Schwartz class S, which we will
denote bsp,q (as in [10, Def 1.1.3]).

The pentagon P depicted in Fig. 1 shows the natural index region for these
problems. More precisely, Triebel showed in [14, 19] that, for all q < ∞, the Haar
system Hd is an unconditional basis of Bsp,q(R

d) for the (1/p, s) parameters in
the interior of the pentagon P; i.e. those satisfying one of the conditions (i), (ii) in
Theorem 1. He also showed that for the parameters in the complement of the closure
of P the Haar system does not form a basis [20]. Except for a few trivial cases, the
behavior at the points (1/p, s) lying in the boundary of P seems to be unexplored;
see however the separate work [8] and Remark 7 below.

In this paper we attempt to fill these gaps, by giving an answer, positive or
negative, depending on the secondary index q . Moreover, in some cases, the negative
answer is replaced by slightly weaker properties, such as the local Schauder basis,
or basic sequence properties.

We begin by stating complete results about unconditionality, which contain new
negative cases compared to [14, 19]. We remark that the corresponding results in

Fig. 1 Parameter domain P for Hd in Bsp,q(R
d ). The left figure shows the region of uncondition-

ality, and right figure the region for the Schauder basis property
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Triebel-Lizorkin spaces are much more restrictive, see the discussion in [19, Remark
2.2.10] and the counterexamples in [11].

Theorem 1 Let 0 < p, q ≤ ∞ and s ∈ R. Then, Hd is an unconditional basis of
Bsp,q(R

d ) if and only if one of the following two conditions is satisfied.

(i) 1 ≤ p <∞, −1 + 1
p
< s < 1

p
, 0 < q <∞.

(ii) d
d+1 < p < 1, d( 1

p
− 1) < s < 1, 0 < q <∞.

The region (i)–(ii) is shown in the left of Fig. 1. In the next results we shall be
concerned with the endpoint behavior when we drop unconditionality. To do so we
must single out specific enumerations of the Haar system, labeled ‘admissible’, or
‘strongly admissible’.

Definition 2

(i) An enumeration U is said to be admissible if there is a constant b ∈ N with
the following property: for each cube Iν = ν + [0, 1]d , ν ∈ Z

d , if un and un′
are both supported in Iν and | supp(un)| ≥ 2bd | supp(un′)|, then necessarily
n < n′ .

(ii) An enumeration U is strongly admissible if there is a constant b ∈ N with
the following property: for each cube Iν , ν ∈ Z

d , if I∗∗
ν denotes the five-fold

dilated cube with respect to its center, and if un and un′ are supported in I∗∗
ν

with | supp(un)| ≥ 2bd | supp(un′)| then necessarily n < n′.

The notion in (i) was used in [5] for the case b = 1, but the results stated in that
paper continue to hold with this slightly more general definition.

The stronger notion in (ii) turns out to be more appropriate in the endpoint cases,
for which the characteristic functions of cubes may not be pointwise multipliers; cf.
[10]. Loosely speaking, in a strongly admissible enumeration if a Haar frequency 2k

shows up at step n (i.e. if un = hεk,μ for some k ∈ N0) then all Haar functions with

Haar frequency ≤ 2k−b which are ‘nearby’ (in a well defined sense) have already
been counted before step n. We refer to Sect. 11 for concrete examples.

Finally, we remark that the above distinction is void for the classical Haar system
in the unit cube, H ([0, 1)d), where admissibility is a straightforward property; for
b = 1 it means that n < n′ implies | supp(un)| ≥ | supp(un′)| (and could be slightly
weakened if b ≥ 2). The typical example is the lexicographic ordering.

We now formulate a theorem involving all strongly admissible enumerations of
the Haar system. A positive endpoint result is obtained for Bsp,p when s = d/p− d
and d

d+1 < p ≤ 1. Also new negative results are obtained for suitable strongly
admissible enumerations; see the right of Fig. 1.

Theorem 3 Let 0 < p, q ≤ ∞ and s ∈ R. Then, the following statements are
equivalent, i.e. (a) ⇐⇒ (b):

(a) Every strongly admissible enumeration ofHd is a Schauder basis of Bsp,q(R
d ).
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(b) One of the following three conditions is satisfied:

(i) 1 ≤ p <∞, 1
p

− 1 < s < 1
p
, 0 < q <∞,

(ii) d
d+1 < p < 1, d

p
− d < s < 1, 0 < q <∞,

(iii) d
d+1 < p ≤ 1, s = d

p
− d , q = p.

Next we explore various weaker properties at the boundary of P. We say that an
enumeration U satisfies the local Schauder basis property for Bsp,q if

∥∥(SUR f − f ) χ∥∥
Bsp,q

→ 0 (5)

for all f ∈ Bsp,q(Rd ) and all χ ∈ C∞
c (R

d ). This implies that the basis expansion

holds, g = ∑∞
n=1 u

∗
n(g)un in Bsp,q , for all compactly supported g ∈ Bsp,q(R

d ).

Similarly we say that U satisfies the local basic sequence property in Bsp,q(R
d )

when (5) holds for all f ∈ spanHd
Bsp,q and all χ ∈ C∞

c (R
d). The next theorem and

Fig. 2 show the region of validity for the first of these properties.

Theorem 4 Let 0 < p, q ≤ ∞ and s ∈ R. Then, the following statements are
equivalent, i.e. (a) ⇐⇒ (b):

(a) Every strongly admissible enumeration of the Haar system Hd satisfies the
local Schauder basis property for Bsp,q(R

d).
(b) One of the following four conditions is satisfied:

(i) 1 ≤ p <∞, −1 + 1
p
< s < 1

p
, 0 < q <∞,

(ii) 1 ≤ p <∞, s = −1 + 1
p
, 0 < q ≤ 1,

(iii) d
d+1 < p < 1, d

p
− d < s < 1, 0 < q <∞,

(iv) d
d+1 < p < 1, s = d

p
− d , 0 < q ≤ p.

We remark that these local properties can be given slightly stronger statements
using the Bourdaud definitions (Bsp,q)�p of localized Besov spaces; see Sect. 9.2
below.

Fig. 2 Region for the local
Schauder basis property in the
spaces Bsp,q(R

d ), depending
on the value of q ∈ (0,∞)
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Remark 5 Strong admissibility may be replaced by admissibility (for the positive
results in Theorems 3 and 4) in the cases where 1[0,1]d is a pointwise multiplier of
Bsp,q(R

d ). By Triebel [16, §2.8.7] or [10, §4.6.3], the latter holds when

max
{
d( 1
p

− 1), 1
p

− 1
}
< s < 1

p
, (6)

so it applies to the interior points of P. It also applies in other positive results (such
as the local basic sequence property, which will follow from Theorem 8) in the case
s = 1, d

d+1 < p < 1 corresponding to the interior of the horizontal edge of P.

Remark 6 A similar statement to Theorem 4 holds for H (Td), the Haar system in
the torus in the standard lexicographic enumeration. Namely, it is a Schauder basis
on Bsp,q(T

d) if and only if one of the conditions (i), (ii), (iii), (iv) in Theorem 4 are
satisfied. Moreover, in the range (6) the class ofC∞-functions with compact support
in (0, 1)d are dense in Bsp,q((0, 1)

d) (see [18, §3.2]) and thus it is easy to see that the

Schauder basis problem for the Haar systems on T
d and on (0, 1)d are equivalent in

this range. So far this observation does not apply to the cases corresponding to the
non-horizontal edges of P in higher dimensions, however see Franke’s better result
[3, §4.6] for the interval (0, 1).

Remark 7

(i) In a classical work [7], P. Oswald considered, for 0 < p < 1, the Schauder
basis property (including some endpoint results) for a class of Besov spaces
on the interval, Bs

p,q,(1)(I ), defined by first order differences. In these classes,
which in general differ fromBsp,q , one has a positive answer in the larger region
1/p − 1 < s < 1/p (in particular, for some s ≥ 1); see [7, Theorem 3].

(ii) In a very recent separate study [8], Oswald pursued further these questions for
both, the class Bs

p,q,(1)(I
d ) and the standard Besov spaces Bsp,q((0, 1)

d). He
obtained analogs of the positive results in (ii)–(iv) of Theorem 4, and presented
similar counterexamples as ours for the case s = d/p − d . Contrary to what is
stated in that paper, these local results do not transfer to the spaces on R

d by
simply enumerating the Haar system, as one may see from Theorem 3 above
and the specific example in Proposition 49.

1.1 Dyadic Averaging Operators

A crucial tool in our analysis will be the dyadic averaging operator EN , defined as
the conditional expectation with respect to the σ -algebra generated by the set DN
of all dyadic cubes of length 2−N . That is, setting

IN,μ = 2−N(μ+ [0, 1)d), μ ∈ Z
d ,
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we have

ENf (x) =
∑
μ∈Zd

1IN,μ (x) 2Nd
∫
IN,μ

f (y)dy , (7)

at least for f ∈ L1
loc(R

d).
The relation with the Haar system is given via the martingale difference operator

EN+1 −EN which is the orthogonal projection onto the space generated by the Haar
functions with frequency 2N , i.e.

EN+1f − ENf =
∑
ε∈ϒ

∑
μ∈Zd

2Nd 〈f, hεN,μ〉hεN,μ. (8)

In addition to EN we shall need another operator which involves Haar functions
of a fixed frequency level. For N ∈ N and any a ∈ �∞(Zd × ϒ) we set

TN [f, a] =
∑
ε∈ϒ

∑
μ∈Zd

aμ,ε2
Nd 〈f, hεN,μ〉hεN,μ. (9)

One aims for estimates of the operators f �→ TN [f, a] that are uniform in
‖a‖∞ ≤ 1. The relation between the partial sum operators SUR and the operators
EN and TN [·, a] is explained in Sect. 9. In particular, the uniform boundedness of
these operators in Bsp,q implies the local basic sequence property for all strongly
admissible enumerationsU. The region of uniform boundedness for these operators
is given in the next theorems, and depicted in Fig. 3.

Fig. 3 Regions for uniform boundedness of EN (hence for the local basic sequence property) in
the spaces Bsp,q(R

d )
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Theorem 8 Let 0 < p <∞, 0 < q ≤ ∞ and s ∈ R.

(a) The operators EN admit an extension from S(Rd ) to Bsp,q(Rd ) such that

sup
N≥0

‖EN‖Bsp,q→Bsp,q
<∞

if and only if one of the following six conditions is satisfied:

(i) p > 1, s = 1
p
, q = ∞,

(ii) p ≥ 1, −1 + 1
p
< s < 1

p
, 0 < q ≤ ∞,

(iii) p ≥ 1, s = −1 + 1
p
, 0 < q ≤ 1,

(iv) d
d+1 < p < 1, s = 1, 0 < q ≤ p,

(v) d
d+1 < p < 1, d( 1

p
− 1) < s < 1, 0 < q ≤ ∞,

(vi) d
d+1 ≤ p < 1, s = d( 1

p
− 1), 0 < q ≤ p.

(b) If one of the conditions (i)–(vi) is satisfied and if ‖a‖�∞(Zd×ϒ) ≤ 1 then the

operators TN [·, a] are uniformly bounded on Bsp,q(Rd).
Finally we state a result for p = ∞.

Theorem 9

(i) If −1 < s < 0 then the operators EN have uniformly bounded extensions to
Bs∞,q (Rd ), for all 0 < q ≤ ∞.

(ii) If s = 0 then EN admits a bounded extension to B0∞,q(Rd) if and only if
q = ∞. Moreover, we have supN ‖EN‖B0∞,∞→B0∞,∞ <∞.

(iii) If s = −1 then supN ‖EN‖
B−1∞,q→B−1∞,q = ∞, for all 0 < q ≤ ∞.

Moreover, below we also investigate situations when the individual operators EN
are bounded but not uniformly bounded, and derive precise growth conditions for
the operator norms in such cases. See Theorem 27 for complete results in the case
s = 1, and Theorem 46 for the case s = d/p − d and p ≤ 1. A more detailed
description of these and other local results is given the next subsection.

1.2 Guide Through this Paper and Discussion of Further
Quantitative Results

The positive results in the interior of the pentagon P in Fig. 1, including the
unconditionality property, are classical and due to Triebel [13, 14, 19]. Moreover,
unboundedness results outside the closure of P are discussed in those references
and [5].

The new positive results in Theorems 8 and 9 at the boundary of P rely on
Lp bounds for the operators LkENLj , where Lk are suitable local means and the
operators act on functions with compactly supported Fourier transforms. These
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bounds were already contained in our previous paper [5] (see also [4] for a proof of
such results using wavelets). We review these estimates in Sect. 2, see in particular
Corollary 14. For both ranges p ≥ 1 and p ≤ 1 further straightforward estimates
imply four key propositions with different outcomes in the four cases depending on
the signs of j −N and k−N . These propositions are stated for p ≤ 1 in Sect. 3 and
for p ≥ 1 in Sect. 4.

Concerning the negative results in Theorems 8 and 9, these are presented as
follows. First, when s = 1/p, characteristic functions of cubes (and also Haar
functions) do not belong toB1/p

p,q when q <∞ which rules out these cases. In Sect. 5

we shall further show that the space b1/p
p,∞ (the closure of the Schwartz class under

the B1/p
p,∞ norm) intersects the algebraic span of Hd only in {0}. This is in contrast

with the fact, shown in Sect. 8.2, that b1/p
p,∞ is actually contained in spanHd

B
1/p
p,∞ if

1 < p <∞, so some positive result will hold in this case; see Proposition 41.
In Sect. 6 we consider the cases s = 1. At the endpoint space B1

1,∞ we show
that the operators EN are individually bounded, but not uniformly bounded, and for
large N we have ‖EN‖B1

1,∞→B1
1,∞

≈ N , see Theorem 27.

When s = 1 and d
d+1 < p < 1 the operators EN are also individually bounded

on B1
p,q but not uniformly bounded if q > p. In these cases Theorem 27 implies

that for large N we have ‖EN‖B1
p,q→B1

p,q
≈ N1/p−1/q . The situation is worse at the

endpoint p = d/(d + 1), that is the vertex of P where s = 1 = d/p − d . In this
case Theorem 46 gives an exponential lower bound even for compactly supported
functions, while the EN fail to be individually bounded in the whole B1

d/(d+1),q(R
d )

when q > p = d
d+1 .

In Sect. 7 we discuss the simpler situation on the line s = 1/p − 1 with 1 <
p ≤ ∞. The cases q > 1 are easily ruled out because Haar functions do not belong

to the dual space (B1/p−1
p,q )∗ = B

1/p′
p′,q ′ . In the cases 0 < q ≤ 1, a lower bound

‖EN‖
B−1∞,q→B−1∞,q � N is obtained by duality in Sect. 7.2.

In Sect. 10 we gather the negative results for Theorem 8 at the edge s = d/p− d
with p ≤ 1. Again, we rule out the cases q > 1, as Haar functions do not belong
to the dual space (Bd/p−d

p,q )∗ = B0
∞,q ′ . Moreover, we show in Theorem 45 that the

individual operators EN are unbounded on Bd/p−d
p,q when q > p. We shall actually

prove sharp results if one restricts to compactly supported functions. To quantify
these we use the following definition.

Definition 10 Let Q be an open dyadic cube in R
d of side length ≥ 1/2 and X be

a (quasi-)Banach space of tempered distributions S′(Rd ). For a linear operator T
defined on those f ∈ X which are supported inQ we set

Op(T ,X,Q) = sup
{‖Tf ‖X : ‖f ‖X ≤ 1, supp(f ) ⊂ Q}. (10)
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In Theorem 46 the precise growth of Op(EN,B
d/p−d
p,q ,Q) is obtained for the

range d
d+1 ≤ p ≤ q ≤ 1 where it is shown that

Op
(
EN,B

d/p−d
p,q ,Q

) ≈ (
2Nd |Q|) 1

p− 1
q .

We also show that the above-mentioned lower bounds for s = 1 have a sharp local
analogue, namely for every cubeQ of sidelength ≥ 1 one has

Op
(
EN,B

1
p,q ,Q

) ≈ N 1
p
− 1
q , d

d+1 < p < 1, q ∈ [p,∞].

We now turn to the uniform boundedness of the operators SUR , associated with
strongly admissible enumerations U. We prove in Sect. 9.1 that if EN (and TN [·, a])
are uniformly bounded in Bsp,q then we also have, for each fixedQ,

sup
R∈N

Op
(
SUR ,B

s
p,q ,Q

)
<∞. (11)

Assuming (11), one has the local Schauder basis property if and only if the span of
the Haar system is dense in Bsp,q .

The density of spanHd in Bsp,q is studied separately in Sect. 8. It clearly fails
when p = ∞ or q = ∞ because Bsp,q is not separable in those cases. When s = 1,

we also show that density fails in B1
p,q when d

d+1 ≤ p < 1 and q ≤ p. This
gives the negative results in Theorem 4 for those cases. We do not know, however,
whether density should also fail in the remaining cases q > p; see our discussion in
Sect. 8.1.

The positive Schauder basis results in Theorem 3 are obtained in Sect. 9.2. They
follow from Sect. 9.1 and the fact that the Bsp,q(R

d )-norms can be ‘localized’ if
and only if p = q . Moreover, we actually prove the Schauder basis (resp. basic
sequence) property in the Bourdaud spaces (Bsp,q)�p , in the range of Theorem 4
(resp. 8 and 9). We remark that these spaces coincide with Bsp,q if and only if p = q .
Alternatively, the positive statement in (iii) of Theorem 3 is also a special case of a
more general result for Triebel-Lizorkin spaces Fsp,q(R

d ) in [6].
In Sect. 11 we construct an explicit strongly admissible enumerationU for which

SUR(m)f = Emf if supp(f ) ⊂ (−5, 5)d,

for a suitable sequence R(m). One can then apply the examples on unboundedness
of EN when restricted to functions on cubes, alluded to above, to see that (11) fails.
This gives the negative results in Theorems 4 and 3 at the edge s = d/p − d , for
d
d+1 < p ≤ 1 and all q > p.

This same enumeration U is used in Sect. 12 to show that, when q ∈ (0, p),
the operators SUR are not uniformly bounded in the whole spaces Bd/p−d

p,q (Rd) if
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d
d+1 < p ≤ 1, or B1/p−1

p,q (Rd) if 1 < p < ∞. Hence U is not a Schauder basis in
these cases.

Finally, regarding the negative results in Theorem 1, examples showing the
failure of unconditionality for parameters (1/p, s) on the boundary of P are given
in Sect. 13 for the case Bd/p−d

p,q with d
d+1 < p ≤ 1, and in Sect. 14 for the case

B
1/p−1
p,q with 1 < p < ∞. Since the argument in Sect. 13 also applies to a similar

result for Triebel-Lizorkin spaces, we include lower bounds for those as well.

2 Preparatory Results

2.1 Besov Quasi-norms

Let s ∈ R and 0 < p ≤ ∞ be given. Throughout the paper we fix a number
A > d/p and an integer

M > A+ |s| + 2. (12)

Consider two functions β0, β ∈ C∞
c (R

d ), supported in (−1/2, 1/2)d , with the
properties |β̂0(ξ)| > 0 if |ξ | ≤ 1, |β̂(ξ)| > 0 if 1/8 ≤ |ξ | ≤ 1 and β has vanishing
moments up to orderM , that is

∫
R
d
β(x) x

m1
1 · · · xmdd dx = 0, ∀ mi ∈ N0 with m1 + . . .+md ≤M. (13)

The optimal value ofM is irrelevant for the purposes of this paper, and (12) suffices
for our results. We let βk := 2kdβ(2k·) for each k ≥ 1, and denote

Lk(f ) = βk ∗ f

whenever f ∈ S′(Rd ). It is then known, see e.g. [17, 2.5.3], that an equivalent
quasi-norm in the Besov spaces Bsp,q(R

d ), 0 < q ≤ ∞, is given by

∥∥g∥∥
Bsp,q

≈
∥∥∥{2ksLkg

}∞
k=0

∥∥∥
�q(Lp)

. (14)

Recall also that bsp,q denotes the closure of S(Rd ) in the Bsp,q norm. When p < ∞
and q = ∞, it not difficult to see that bsp,∞ coincides with the set of all g ∈ S′(Rd )
such that

lim
k→∞ 2ks‖Lkg‖p = 0. (15)
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The space bs∞,∞ coincides with the set of all g ∈ S′(Rd) such that Lkg ∈ C0 for all
k ∈ N and such that limk→∞ 2ks‖Lkg‖∞ = 0.

Next, let η0 ∈ C∞
c (R

d ) be supported on {ξ : |ξ | < 3/8} and such that η0(ξ) = 1
if |ξ | ≤ 1/4. We consider the following frequency localization operators

�̂0f (ξ) = η0(ξ)

β̂0(ξ)
f̂ (ξ) , (16a)

�̂kf (ξ) = η0(2−kξ)− η0(2−k+1ξ)

β̂(2−kξ)
f̂ (ξ), k ≥ 1, (16b)

so that f = ∑∞
j=0 Lj�jf with convergence in S′. It is also well-known that

∥∥f ∥∥
Bsp,q

≈
∥∥∥{2ks�kf

}∞
k=0

∥∥∥
�q(Lp)

. (17)

In particular, if we let �N = ∑N
j=0 Lj�j , then

sup
N

‖�Nf ‖Bsp,q � ‖f ‖Bsp,q . (18)

Below we shall be interested in uniformly bounded extensions of the dyadic
averaging operators EN defined in (7). Observe that

EN −�N = EN (I −�N) − (I − EN)�N,

so if we denote

E
⊥
N = I − EN,

then, using (14), we have

∥∥ENf −�Nf
∥∥
Bsp,q

�
∥∥∥{2ks

∞∑
j=N+1

LkENLj�jf
}∞
k=0

∥∥∥
�q(Lp)

+
∥∥∥{2ks

N∑
j=0

LkE
⊥
NLj�jf

}∞
k=0

∥∥∥
�q(Lp)

.

(19)

Thus, as in [5], the uniform bounds of EN will be reduced to suitable estimates for
the compositions LkENLj and LkE⊥

NLj , for each j, k ≥ 0.
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2.2 Local Estimates

We consider the following Peetre maximal operators: if j ≥ 0 and g is continuous,
then

Mj g(x) = sup
|h|∞≤2−j+5

|g(x + h)|,

M∗
A,jg(x) = sup

|h|∞≤25

|g(x + h)|
(1 + 2j |h|)A ,

M∗∗
A,jg(x) = sup

h∈Rd
|g(x + h)|
(1 + 2j |h|)A .

Clearly, we have the pointwise relations Mj g � M∗
A,jg ≤ M∗∗

A,jg.
The following lemma was proved in [5, Lemma 2.2] using the cancellation

properties of Lmax{j,k}.

Lemma 11 For j, k ≥ 0 we have

|LkLjg(x)| � 2−|k−j |(M−A)M∗
A,max{j,k}g(x). (20)

We remark that the larger maximal function M∗∗
A,max{j,k}f was used in [5,

Lemma 2.2], in place of M∗
A,max{j,k}f . However, since the convolution kernel of

LjLk is supported on a cube of sidelength 2−j + 2−k, it is clear that (20) holds as
well.

From our previous work [5] we have the following crucial estimates.

Proposition 12 Let 0 < p ≤ ∞ and

Bp(j, k,N) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2N−j 2
j−k
p 2(j−N)(d−1)( 1

p−1)+ if j, k > N,

2
N−k
p 2j−N if j ≤ N < k,

2k−N2j−N2(N−k)d( 1
p−1)+ if 0 ≤ j, k ≤ N,

2k−j+
j−N
p

+[N−k+(j−k)(d−1)]( 1
p
−1)+ if k ≤ N < j.

(21)

Then the following inequalities hold for all continuous functions g :

(i) For j ≥ N + 1,

‖LkEN [Ljg]‖p

�
{
Bp(j, k,N)‖Mj g‖p if k ≥ N + 1,

Bp(j, k,N)‖Mj g‖p + 2−|j−k|(M−A)‖M∗
A,jg‖p if 0 ≤ k ≤ N.

(22)
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(ii) For 0 ≤ j ≤ N ,

‖LkE⊥
N [Ljg]‖p

�
{
Bp(j, k,N)‖Mj g‖p + 2−|j−k|(M−A)‖M∗

A,jg‖p if k ≥ N + 1,

Bp(j, k,N)‖Mj g‖p if 0 ≤ k ≤ N.
(23)

(iii) The same bounds hold if the operators EN in (i) and E⊥
N in (ii) are replaced by

TN [·, a] (as defined in (9)), uniformly in ‖a‖∞ ≤ 1.

Remark 13 These bounds are contained in [5, §2], although the statement of [5,
Proposition 2.1] is slightly less general. Namely, applying these bounds to g ∈
S′(Rd) such that supp ĝ ⊂ {|ξ | ≤ 2j+1}, and using additionally the Peetre inequality
‖M∗∗

A,jg‖p � ‖g‖p , forA > d/p, one obtains [5, Proposition 2.1]. The formulation

here will be applied later to functions of the form g = ζ �jf with f ∈ S′(Rd ) and
ζ ∈ C∞

c .

The statement of Proposition 12 can be put into a more convenient form. First,
when g = �jf , the Peetre maximal inequality [9] gives ‖M∗∗

A,j (�jf )‖p �
‖�jf ‖p provided that A > d/p. Next, ifM ≥ A+ 1 then in the cases k ≤ N < j
and j ≤ N < k the term 2−|j−k|(M−A) is dominated by Bp(j, k,N) and thus the
statement can be simplified. Finally, we shall use the quantities

Up,s(j, k,N) := 2(k−j)sBp(j, k,N) ; (24)

see also (27) and (33) below. We then obtain

Corollary 14 Let Up,s(j, k,N) be as in (24). Then for all f ∈ S′(Rd )

2ks‖LkENLj�jf ‖p � Up,s(j, k,N) 2js ‖�jf ‖p, if j ≥ N + 1, (25)

and

2ks‖LkE⊥
NLj�jf ‖p � Up,s(j, k,N) 2js ‖�jf ‖p, if j ≤ N. (26)

The same holds with EN and E⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
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3 Upper Bounds for p ≤ 1

In the range p ≤ 1, the constants in (24) take the following explicit form

Up,s(j, k,N) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2k(s−
1
p )2j (

d
p−d−s)2N(d−

d−1
p ) if j, k > N

2k(s−
1
p )2j (1−s)2N(

1
p−1) if j ≤ N < k

2k(s+d+1− d
p )2j (1−s)2N(

d
p−d−2) if 0 ≤ j, k ≤ N

2k(s+d+1− d
p )2j (

d
p−d−s)2−N if k ≤ N < j.

(27)

We now state four propositions corresponding to the four cases of (27). We then
sketch the straightforward proofs.

Proposition 15 For d−1
d
< p ≤ 1 and r > 0,

( ∑
k>N

2ksr
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥r
p

)1/r

�

⎧⎨
⎩

supj>N 2js‖�jf ‖p if d( 1
p

− 1) < s < 1
p
,(∑

j>N 2jsp‖�jf ‖pp
)1/p

if s = d( 1
p

− 1) < 1
p
.

(28a)

For p = 1 and s = 1 we have

sup
k>N

2k
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥
1
� sup
j>N

2j‖�jf ‖1. (28b)

The same inequalities hold when EN is replaced with TN [·, a] if ‖a‖∞ ≤ 1.

Proposition 16 For 0 < p < 1 and r > 0,

( ∑
k>N

2ksr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r

�

⎧⎪⎪⎨
⎪⎪⎩

supj≤N 2js‖�jf ‖p if s < 1,(∑N
j=0 2jsp‖�jf ‖pp

)1/p
if s = 1

2(s−1)N supj≤N 2js‖�jf ‖p if 1 < s < 1/p.

(29a)

Inequality (29a) also holds for p = 1 and s < 1. When p = s = 1 we have

sup
k>N

2k
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥
1
�

N∑
j=0

2j‖�jf ‖1 (29b)

The same statements hold with E
⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
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Proposition 17 For d
d+2 < p ≤ 1 and r > 0,

(∑
k≤N

2ksr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r

�

⎧⎪⎪⎨
⎪⎪⎩

supj≤N 2js‖�jf ‖p if d
p

− d − 1 < s < 1,(∑N
j=0 2jsp‖�jf ‖pp

)1/p
if s = 1

2(s−1)N supj≤N 2js‖�jf ‖p if 1 < s < 1/p.

(30)

The same inequality holds with E
⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.

Proposition 18 For 0 < p ≤ 1 and r > 0,

(∑
k≤N

2ksr
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥r
p

)1/r

�

⎧⎨
⎩

supj>N 2js‖�jf ‖p if s > d
p

− d,(∑
j>N 2jsp‖�jf ‖pp

)1/p
if s = d

p
− d.

(31)

The same inequality holds with EN replaced by TN [·, a] if ‖a‖∞ ≤ 1.

3.1 Proofs

The proofs of the four propositions involve Corollary 14 and an application of the
p-triangle inequality for p ≤ 1.

Proof of Proposition 15 First observe that the range of s in (28a) is nontrivial if and
only if p > d/(d−1). Let�r denote the left hand side of (28a). Then the p-triangle
inequality and Corollary 14 give

�r ≤
( ∑
k>N

2ksr
[ ∑
j>N

‖LkENLj�jf ‖pp
] r
p
)1/r

�
( ∑
k>N

[ ∑
j>N

Up,s(j, k,N)
p 2jsp‖�jf ‖pp

] r
p
)1/r

.

When d( 1
p

− 1) < s < 1
p

this implies

�r �
( ∑
k>N

[ ∑
j>N

2k(s−
1
p
)p2j (

d
p
−d−s)p2N(d−

d−1
p
)p] rp )1/r

sup
�>N

2�s‖��f ‖p,
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which gives the asserted expression because the series above is bounded (uniformly
in N). At the endpoint s = d( 1

p
− 1) < 1

p
we have

�r �
( ∑
k>N

2(k−N)(s−
1
p
)r
)1/r ( ∑

j>N

2jsp‖�jf ‖pp
) 1
p
,

which also leads to the asserted expression in (28a). Finally, if s = p = 1, using
that Up,s(j, k,N) = 2N−j we obtain

�∞ �
∑
j>N

2N−j 2j‖�jf ‖1 ≤ sup
�>N

2�‖��f ‖1.

The proof is complete. 
�
Proof of Proposition 16 The left hand side of (29a) is controlled by

( ∑
k>N

[ ∑
j≤N

Up,s(j, k,N)
p 2jsp‖�jf ‖pp

]r/p)1/r

�
(∑
k≥N

2k(s−
1
p
)r2N(

1
p
−1)r

) 1
r
( ∑
j≤N

2j (1−s)p[2js‖�jf ‖p]p
) 1
p
.

If s < 1/p the first sum can be evaluated as C2(p, s, r)2N(s−1) and the above
expression is dominated by a constant times

( ∑
j≤N

2(j−N)(1−s)p[2js‖�jf ‖p]p
) 1
p
.

(29a) follows immediately. The proof of (29b) is similar. 
�
Proof of Proposition 17 The left hand side of (30) is controlled by

(∑
k≤N

[ ∑
j≤N

Up,s(j, k,N)
p 2jsp‖�jf ‖pp

]r/p)1/r

�
(∑
k≤N

2k(s+d+1− d
p )r2N(

d
p−d−2)r

) 1
r
( ∑
j≤N

2j (1−s)p[2js‖�jf ‖p]p
) 1
p
.

If s > d
p

− d − 1 the first factor can be evaluated to be C3(p, s, r)2N(s−1) and the
above expression is again dominated by a constant times

( ∑
j≤N

2(j−N)(1−s)p[2js‖�jf ‖p]p
) 1
p
.
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Note that for the s-range in (30) to be nontrivial we want d
p

− d − 1 < 1, i.e.

p > d
d+2 . Now (30) follows easily. 
�

Proof of Proposition 18 The left hand side of (31) is controlled by

(∑
k≤N

[ ∑
j>N

Up,s(j, k,N)
p 2jsp‖�jf ‖pp

]r/p)1/r

�
(∑
k≤N

2k(s+d+1− d
p
)r2−Nr) 1

r
( ∑
j>N

2j (
d
p
−d−s)p[2js‖�jf ‖p]p

) 1
p
.

In the range s ≥ d
p

− d under consideration the first factor can be evaluated to be

C4(p, s, r)2
N(s+d− d

p
) and the above expression is dominated by a constant times

( ∑
j>N

2−(j−N)(s− d
p
+d)p[2js‖�jf ‖p]p

) 1
p
.

This yields (31). 
�
Remark 19 The proofs of Propositions 15 and 18 show that each operator EN

admits an extension to Bsp,q(R
d) in the ranges of indices (iv), (v), and (vi) of

Theorem 8, namely

EN(f ) :=
∞∑
j=0

EN [Lj�jf ], in Bsp,q . (32)

Indeed, for all r > 0 and for J2 > J1 > N one has, in cases (iv) and (v),

∥∥EN(
J2∑
j=J1

Lj�jf )
∥∥
Bsp,r

�N 2−J1ε‖f ‖Bsp,∞ ,

with ε = s − d(1/p − 1) > 0, and in case (vi)

∥∥EN(
J2∑
j=J1

Lj�jf )
∥∥
Bsp,r

�N
( J2∑
j=J1

2jsp‖�jf
∥∥p
p

) 1
p
.

Proof of Theorem 8: Sufficiency for d
d+1 ≤ p ≤ 1 In view of (18), (19) and trivial

embeddings of Besov spaces, the uniform boundedness of EN follows immediately
from the above four propositions. 
�
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4 Upper Bounds for 1 ≤ p ≤ ∞

When p ≥ 1 the constants in (24) take the form

Up,s(j, k,N) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2k(s−
1
p )2j (

1
p−1−s)2N if j, k > N,

2k(s−
1
p )2j (1−s)2N(

1
p−1) if j ≤ N < k

2k(1+s)2j (1−s)2−2N if 0 ≤ j, k ≤ N,
2k(1+s)2j (

1
p−1−s)2−N

p if k ≤ N < j.

(33)

Again we state four propositions corresponding to the four cases of (33).

Proposition 20 Suppose 1 ≤ p ≤ ∞. Then

sup
k>N

2ks
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥
p
� sup
j>N

2js‖�jf ‖p, if 1
p

− 1 < s ≤ 1
p
. (34a)

Moreover, for all r > 0

( ∑
k>N

2ksr
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥r
p

)1/r

�
{

supj>N 2js‖�jf ‖p if 1
p

− 1 < s < 1
p
,∑

j>N 2js‖�jf ‖p if s = 1
p

− 1.
(34b)

The same inequalities hold with EN replaced by TN [·, a] if ‖a‖∞ ≤ 1.

Proposition 21 Suppose 1 ≤ p ≤ ∞. Then for all r > 0

(∑
k>N

2ksr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r
� sup
j≤N

2js‖�jf ‖p, if s < 1
p
. (35a)

Moreover, if s = 1
p
< 1 then

sup
k>N

2ks
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥
p
� sup
j≤N

2js‖�jf ‖p, (35b)

and if s = p = 1 then

sup
k>N

2k
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥
1
�

∑
j≤N

2j‖�jf ‖1. (35c)

The same inequalities hold with E
⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
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Proposition 22 Let 1 ≤ p ≤ ∞ and r > 0. Then

(∑
k≤N

2ksr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r
� sup
j≤N

2js‖�jf ‖p if − 1 < s < 1.

(36a)

Moreover, for the case s = −1 we have

sup
k≤N

2−k
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥
p
� sup
j≤N

2−j‖�jf ‖p, (36b)

and for the case s = 1 we have

(∑
k≤N

2kr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r
�

N∑
j=0

2j‖�jf ‖p. (36c)

The same inequalities hold with E
⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.

Proposition 23 Let 1 ≤ p ≤ ∞. Then for all r > 0,

(∑
k≤N

2ksr
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥r
p

)1/r
� sup
j>N

2js‖�jf ‖p if s > 1
p

−1 (37a)

Moreover, for the case s = 1
p

− 1 and 1 ≤ p <∞,

(∑
k≤N

2k(
1
p−1)r

∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥r
p

)1/r
�

∞∑
j=N+1

2j (
1
p−1)‖�jf ‖p. (37b)

Finally, for the case s = −1 and p = ∞

sup
k≤N

2−k
∥∥∥ ∑
j>N

LkENLj�jf

∥∥∥∞ �
∞∑

j=N+1

2−j‖�jf ‖∞. (37c)

The same inequalities hold when EN is replaced by TN [·, a], with ‖a‖∞ ≤ 1.

4.1 Proofs

The proofs of the four propositions involve Corollary 14 and an application of the
triangle inequality for Lp when p ≥ 1.
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Proof of Proposition 20 Assume s < 1/p. By the triangle inequality and Corol-
lary 14 the left hand side of (34b) is estimated by

( ∑
k>N

2ksr
[ ∑
j>N

‖LkENLj�jf ‖p
]r) 1

r

�
( ∑
k>N

[ ∑
j>N

Up,s(j, k,N)2js‖�jf ‖p
]r) 1

r

�
( ∑
k>N

2k(s−
1
p
)r
) 1
r
∑
j>N

2j (
1
p
−1−s)2N2js‖�jf ‖p.

When s < 1/p the first factor is c(p, s, r)2N(s−1/p) and we see that the entire
expression is dominated by a constant times

∑
j>N

2(N−j)(s+1− 1
p
)2js‖�jf ‖p

which proves (34b) and of course also (34a) when s < 1/p. Replacing the �r norm
by a supremum in the above proof we see that (34a) is valid even for s = 1/p. 
�
Proof of Proposition 21 Let s < 1/p. The left hand side of (35a) is estimated by a
constant times

( ∑
k>N

[ ∑
j≤N

Up,s(j, k,N)2
js‖�jf ‖p

]r) 1
r

�
( ∑
k>N

2k(s−
1
p )r

) 1
r
∑
j≤N

2j (1−s)2N(
1
p−1)2js‖�jf ‖p

�
∑
j≤N

2(j−N)(1−s)2js‖�jf ‖p.

This easily yields (35a). The proofs of (35b), (35c) are similar. 
�
Proof of Proposition 22 Assume s > −1. The left hand side of (36a) is estimated
by a constant times

(∑
k≤N

[ ∑
j≤N

Up,s(j, k,N)2js‖�jf ‖p
]r) 1

r

�
(∑
k≤N

2k(1+s)r) 1
r
∑
j≤N

2j (1−s)2−2N2js‖�jf ‖p ,
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and since the first factor is c̃(p, q, r)2N(1+s) we estimate the expression by a
constant times

∑
j≤N

2(j−N)(1−s)2js‖�jf ‖p.

This easily yields (36a) and also (36c). The proof of (36b) which has a supremum
in k for the case s = −1 is similar. 
�
Proof of Proposition 23 Let s > −1. The left hand side of (37a) is estimated by a
constant times

(∑
k≤N

[ ∑
j>N

Up,s(j, k,N)2js‖�jf ‖p
]r) 1

r

�
(∑
k≤N

2k(1+s)r) 1
r
∑
j>N

2j (
1
p

−1−s)2−N
p 2js‖�jf ‖p

�
∑
j>N

2(j−N)(
1
p

−1−s)2js‖�jf ‖p

which yields (37a) and also (37b). The proof of (37c) for the case s = −1 is similar.

�

Remark 24 Similar reasonings as in Remark 19 justify the meaning of the extension
formula for EN in (32), for the ranges of indices in (i), (ii), (iii) in Theorem 8, and
the cases (i), (ii) in Theorem 9. In the special case s = 1/p, for 1 < p ≤ ∞, one
has

∥∥EN(∑J2
j=J1

Lj�jf )
∥∥
B

1/p
p,∞

�N 2−J1‖f ‖Bsp,∞ ,

so the series
∑∞
j=0 EN(Lj�jf ) always converges in B1/p

p,∞, even though the series∑∞
j=0 Lj�jf only does if f ∈ b1/p

p,∞.

Proof of Theorems 8 and 9: Sufficiency for 1 ≤ p ≤ ∞ As before, one uses the
previous four propositions combined with (18), (19) and trivial embeddings of
Besov spaces. 
�

5 Necessary Conditions for Boundedness when s = 1/p

It is well known that the characteristic function of a cube (and also the Haar
functions) do not belong to B1/p

p,q for any q <∞; see [15, 2.6.3 (18)]. In this section
we elaborate a bit more on this result.
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Recall that bsp,∞ denotes the closure of the Schwartz space in the Bsp,∞ norm.
Note also that Bsp,q ⊂ bsp,∞ for all q <∞; see (15) above. Finally, spanHd denotes
the vector space of all finite linear combinations of Haar functions.

Proposition 25 Let 0 < p ≤ ∞. Then

b
1/p
p,∞ ∩ spanHd = {0}.

Before proving this proposition we define, givenM ∈ N, certain test functions!
with vanishing moments of order up to 2M (which, along with their dilates !N =
2Nd!(2N ·), will be also be used in subsequent sections).

5.1 Tensorized Test Functions

Given M ∈ N, consider a non-negative even function φ0 ∈ C∞
c (− 1

8 ,
1
8 ) such that

φ
(2M)
0 (t) > 0 for all t in some interval [−2ε, 2ε] (with ε < 1/16). Since φ̂0(0) =∫
φ0 > 0, dilating if necessary we may also assume that φ̂0 �= 0 on (−1, 1). Let

ϕ0 ∈ C∞
c ((− 1

8 ,
1
8 )
d−1) be such that ϕ̂0 �= 0 on (−1, 1)d−1 and ϕ̂0(0) = 1. For

M ≥ 1, let

θ(t) = ( d
dt
)2Mφ0(t), ϑ(x2, . . . , xd) = (

∂2

∂x2
2

+ · · · + ∂2

∂x2
d

)M
ϕ0(x

′).

In one dimension the function ϑ is obsolete and we just define ! = θ . If d ≥ 2 we
define

!(x) = �M [φ0 ⊗ ϕ0](x) = θ(x1)ϕ0(x
′)+ φ0(x1)ϑ(x

′). (38)

Clearly,

∫
R
d
!(y)y

m1
1 · · · ymdd dy = 0, when m1 + . . .+md < 2M.

If we choose 2M � |s| + d/p − d then for all f ∈ Bsp,q(Rd ),

‖f ‖Bsp,q �
∥∥∥{2ks!k ∗ f }

k∈N
∥∥∥
�q(Lp)

. (39)
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5.2 Proof of Proposition 25

We argue by contradiction and assume that there is a nontrivial f ∈ b1/p
p,∞∩spanHd .

Then for some N ∈ N we can write f as

f =
∑
ν∈�
aν1IN,ν ,

where IN,ν = ∏d
i=1[νi2−N, (νi + 1)2−N), � is a finite nonempty subset of Zd , and

aν ∈ C with aν �= 0 for ν ∈ �.
Consider the usual partial order in Z

d , that is for μ, ν ∈ Z
d we say that

μ ≤ ν if μi ≤ νi ∀ i = 1, . . . , d.

Pick a minimal element μ ∈ �, meaning that that if ν ∈ � and ν ≤ μ then
necessarily ν = μ. Now consider the function

g(x) = f (2−N(x + μ))/aμ,

which also belongs to b1/p
p,∞ ∩ spanHd . Note that g is now a linear combination of

disjoint unit cubes and satisfies

g(x) =
{

1 if x ∈ [0, 1)d
0 if x ∈ (−1, 1)d \ [0, 1)d. (40)

This last property is a consequence of the minimality of μ.
Consider now the function ! ∈ C∞

c (R
d) as in (38), with the pairs of functions

φ0, θ and ϕ0, ϑ as in the paragraph preceding that definition. So, in particular,

∫
R
d−1
ϕ0(x

′) dx ′ = 1 and
∫
R
d−1
ϑ(x ′) dx ′ = 0.

Observe further that for t ∈ [−2ε,−ε]
∫ ∞

0
θ(t − s)ds =

∫ t

−∞
θ(u)du = −

∫ 0

t

θ(u)du ≤ −
∫ 0

−ε
θ(s)ds

since
∫ 0
−∞ θ(s)ds = φ

(2M−1)
0 (0) = 0 (because φ0 is even) and θ(u) > 0 for u ∈

(−2ε, 0). Thus, if we set

c :=
∫ 0

−ε
θ(s)ds > 0
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we obtain
∫ ∞

0
θ(t − s)ds ≤ −c, ∀ t ∈ [−2ε,−ε]. (41)

Next consider!k(x) = 2kd!(2kx), k ≥ 1, and note that! has enough vanishing
moments so that

‖h‖
B

1/p
p,∞

� sup
k≥1

2k/p‖!k ∗ h‖p, h ∈ B1/p
p,∞.

Moreover, since g ∈ b1/p
p,∞ we also have

2k/p‖!k ∗ g‖p → 0, as k → ∞. (42)

We show that this leads to a contradiction. Indeed, if x1 ∈ [−ε21−k,−ε2−k] and
x ′ ∈ [1/4, 3/4]d−1 then, using that supp!k(x − ·) ⊂ (−1, 1)× (1/8, 7/8)d−1, we
may apply (40) and (41) to obtain

g ∗!k(x) =
∫

[0,1)d
!k(x − y) dy

=
∫ 1

0
θk(x1 − y1) dy1

∫
(0,1)d−1

ϕ0,k(x
′ − y ′) dy ′+

+
∫ 1

0
φ0,k(x1 − y1) dy1

∫
(0,1)d−1

ϑk(x
′ − y ′) dy ′

= 2k
∫ 1

0
θ(2k(x1 − y1)) dy1 =

∫ 2k

0
θ(2kx1 − u) du

=
∫ ∞

0
θ(2kx1 − u) du ≤ −c/2.

Thus we must have

‖g ∗!k‖p ≥ (c/2) (ε2−k)1/p(1/2)
d−1
p ,

which contradicts (42). �
Remark 26 In the recent work [21] by Yuan, Sickel and Yang, the authors study
regularity properties of the Haar system in other Besov-type spaces Bs,τp,q(Rd ) which
serves as a first step to investigate its basis properties in these spaces.
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6 Necessary Conditions for Boundedness when s = 1

We now consider the necessity of the condition q ≤ p in part (iv) of Theorem 8.
This restriction was also noticed in [8]. For q > p we show that the operators EN
are bounded, but not uniformly bounded and determine the precise behavior of the
operator norms as N → ∞. The lower bounds will be obtained by testing with
suitable functions with compact support; we refer to (10) for the notation in the next
theorem.

Theorem 27 Suppose that either

(i) d
d+1 < p < 1 and p ≤ q ≤ ∞, or

(ii) p = 1 and q = ∞.

Then for large N

‖EN‖B1
p,q→B1

p,q
≈ N 1

p− 1
q .

Moreover, for cubesQ of side length ≥ 1/2,

Op
(
EN,B

1
p,q,Q

) ≈ N 1
p
− 1
q .

6.1 Proof of the Upper Bounds in Theorem 27

Letting s = 1 in Propositions 15 and 18 (and noticing that d( 1
p

− 1) < 1 < 1
p

when
d
d+1 < p < 1), we see that

∥∥∥{2k
∑
j>N

LkENLj�jf
}∞
k=0

∥∥∥
�q(Lp)

� ‖f ‖B1
p,∞ ≤ ‖f ‖B1

p,q
.

On the other hand, letting s = 1 in Propositions 16 and 17, and using Hölder’s
inequality we obtain

∥∥∥{2k
∑
j≤N

LkE
⊥
NLj�jf

}∞
k=0

∥∥∥
�q (Lp)

�
( N∑
j=0

2jp‖�jf ‖pp
)1/p

� N1/p−1/q ‖f ‖B1
p,q
.

Combining this with (18) and (19) we obtain ‖EN‖B1
p,q→B1

p,q
� N

1
p
− 1
q . The above

arguments also apply if s = p = 1, provided we let q = ∞. �
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6.2 Proof of the Lower Bounds in Theorem 27

We shall actually prove a stronger result which gives a lower bound even for a
B1
p,q → B1

p,∞ estimate and for functions supported in the open unit cube Q0 =
(0, 1)d .

Theorem 28 If 0 < p ≤ 1 and p ≤ q ≤ ∞, then there is cp,q > 0 such that, for
each N ≥ 1,

sup
{
‖ENf ‖B1

p,∞ : ‖f ‖B1
p,q

≤ 1, supp(f ) ⊂ Q0

}
≥ cp,q N

1
p

− 1
q . (43)

Fix u ∈ C∞
c (R) supported in (1/8, 7/8) with u(t) = 1 for t ∈ [1/4, 3/4], and

χ ∈ C∞
c (R

d−1) supported in (1/8, 7/8)d−1 with χ(x ′) = 1 for x ′ ∈ (1/4, 3/4)d−1;
here x ′ = (x2, . . . , xd). Define, for large N , functions of one variable

gN,j (t) = e2πi2j t u(Nt − 2j), j ∈ N, (44)

and let

fN (x) = χ(x2, . . . , xd)
∑

N/8<j<N/4

2−j gN,j (x1). (45)

Lemma 29 For p ≤ q ≤ ∞ we have

‖fN‖B1
p,q

� N1/q−1/p. (46)

Proof We estimate LkfN = βk ∗ fN . If 2k ≤ N , since βk ∗ fN is compactly
supported and ‖βk ∗ fN‖∞ � ‖fN‖∞ � 2−N/8, then

( log2N∑
k=0

2kq‖βk ∗ fN‖qp
)1/q

� N 2−N/8 " N1/q−1/p.

Assume now that 2k > N . First notice that the sets

suppβk ∗ gN,j ⊂ { 2j
N

+ (− 2
N
, 2
N
)
} × (0, 1)d−1, N

8 < j <
N
4 , (47)

are pairwise disjoint, and thus

‖βk ∗ fN‖p =
( ∑
N
8 <j<

N
4

2−jp‖βk ∗ (gN,j ⊗ χ)‖pp
)1/p

. (48)
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Next, we distinguish the cases j ≥ k and j ≤ k. When j ≥ k, if we integrate by
partsM-times with respect to y1 in the convolution we obtain

βk ∗ (gN,j ⊗ χ)(x) =
∫
∂M

∂y1

[
βk(x − y)u(Ny1 − 2j)χ(y ′)

] e2πi2j y1

(−2πi2j )M
dy1 dy

′

and thus, using that N < 2k,

‖βk ∗ (gN,j ⊗ χ)‖p � 2−(j−k)MN−1/p, j ≥ k.

For N/8 < j ≤ k we use the cancellation of the βk (withM vanishing moments) to
obtain

‖βk ∗ (gN,j ⊗ χ)‖p � 2−kM ‖∂MgN,j‖∞N− 1
p � 2−(k−j)MN−1/p, j ≤ k.

Thus

( ∑
2k>N

2kq‖βk ∗ fN‖qp
) 1
q =

( ∑
2k>N

2kq
[ ∑
N
8 <j<

N
4

2−jp‖βk ∗ (gN,j ⊗ χ)‖pp
] q
p
) 1
q

�
( ∑

2k>N

[ ∑
N
8 <j<

N
4

2(k−j)p2−|j−k|Mp] qp ) 1
q
N

− 1
p � N

1
q− 1

p

and we are done. 
�
We now take !N = 2Nd!(2N ·) with ! as in Sect. 5.1, and we shall prove that

‖ENfN‖B1
p,∞ � 2N‖!N ∗ ENfN‖p � 1. (49)

Define  : R → R by

 (t) =
∫ t

−∞
θ(s)ds (50)

with θ = φ(2M)0 as in Sect. 5.1 and observe that  is odd, supported in (− 1
8 ,

1
8 ) and∫∞

−∞ (t)dt = 0. In particular,

∫ 1/8

0
| (t)|pdt �= 0. (51)
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Let E(1)N and E
(d−1)
N be the dyadic averaging operators on R and R

d−1, respec-
tively. If we denote θN = 2Nθ(2N ·), N ≥ 1, then we claim that

!N ∗ (EN [gN,j ⊗ χ])(x1, x
′) = θN ∗ (E(1)N gN,j )(x1), for x ′ ∈ ( 1

3 ,
2
3 )
d−1. (52)

Indeed, for x ′ ∈ ( 1
3 ,

2
3 )
d−1 it is easily seen that

2N(d−1)ϕ0(2N ·) ∗ E
(d−1)
N χ(x ′) =

∫
ϕ0(y

′)dy ′ = 1,

2N(d−1)ϑ(2N ·) ∗ E
(d−1)
N χ(x ′) =

∫
ϑ(y ′)dy ′ = 0.

The proof of the lower bound in (49) will rely on the following lemma.

Lemma 30 Let ν ∈ Z and ĨN,ν = [
ν

2N
,
ν+1/8

2N
]
. Then, for every t ∈ ĨN,ν and

N/8 < j < N/4 we have

θN ∗ (E(1)N gN,j )(t) = 2−N g′
N,j

(
ν

2N
)
 (2Nt − ν)+O(2−2(N−j)). (53)

Moreover if ν
2N

∈ [ 2j
N

+ 1
4N ,

2j
N

+ 3
4N ] then g′

N,j (2
−Nν) = 2πi2j e2πi2j−Nν .

Proof The last assertion is immediate by the definition of gN,j in (44). So we focus
in proving (53). We split

θN ∗ E
(1)
N gN,j = θN ∗ (E(1)N − I)gN,j + θN ∗ gN,j

and observe that from the cancellation properties of θN we have

‖θN ∗ gN,j ‖∞ � 2−2N‖g′′
N,j ‖∞ � 2−2N(22j +N2)

which for N/8 ≤ j ≤ N/4 implies ‖θN ∗ gN,j‖∞ � 2−2(N−j). Let IN,ν =
[2−Nν, 2−N(ν + 1)). For t ∈ ĨN,ν we have supp θN(t − ·) ⊂ IN,ν−1 ∪ IN,ν , so
recalling (50) we obtain

θN ∗ (E(1)N − I)gN,j (t)

=
∫

2N ′(2N(t − s))×
[
1IN,ν (s)

(
−
∫
IN,ν

gN,j (w)dw − gN,j (s)
)

+ 1IN,ν−1(s)
(
−
∫
IN,ν−1

gN,j (w)dw − gN,j (s)
)]
ds
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For s ∈ IN,ν , using Taylor expansions one sees that

−
∫
IN,ν

gN,j (w)dw − gN,j (s)

= −
∫
IN,ν

g′
N,j (s)(w − s)dw + −

∫
IN,ν

∫ 1

0
(1 − σ)g′′

N,j (s + σ(w − s))dσ (w − s)2dw

= g′
N,j (

ν
2N
)

1

2|IN,ν |
[
( ν+1

2N
− s)2 − ( ν

2N
− s)2

]
+O(22j−2N)

= g′
N,j (

ν
2N
)
[
ν+1/2

2N
− s

]
+O(22j−2N).

Similarly, for s ∈ IN,ν−1,

−
∫
IN,ν−1

gN,j (w)dw − gN,j (s) = g′
N,j (

ν

2N
)
[
ν−1/2

2N
− s

]
+O(22j−2N).

Hence for t ∈ ĨN,ν we have

2NθN ∗ (E(1)N − I)gN,j (t) = A1,j (t)+ A2,j (t)+O(2−2(N−j)) (54)

where

A1,j (t) = g′
N,j (

ν

2N
)

∫
2N ′(2N(t − s)) 1

2N+1

(
1IN,ν (s)− 1IN,ν−1(s)

)
ds

and

A2,j (t) = g′
N,j (

ν
2N
)

∫
2N ′(2N(t − s))( ν

2N
− s) ds .

Integration by parts yields (for t ∈ ĨN,ν )

A2,j (t) = g′
N,j (2

−Nν)
∫

2N (2N(s − t)) ds = 0

since
∫
 (s)ds = 0. To computeA1,j (t) we observe that

∫
2N ′(2N(t − s))(1IN,ν (s)− 1IN,ν−1(s)

)
ds

=
[ ∫ ν+1

2N

ν

2N

−
∫ ν

2N

ν−1
2N

] d
ds

( − (2N(t − s)) ds

= − (2N(t − ν+1
2N
)
) + 2 

(
2N(t − ν

2N
)
) − (2N(t − ν−1

2N
)
)
.
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For t ∈ ĨN,ν we have (2N(t − 2−N(ν ± 1))) = 0 and thus

A1,j (t) = 2−N g′
j (

ν

2N
) (2Nt − ν), t ∈ ĨN,ν .

Inserting these expressions into (54) we are led to (53). 
�
We may now complete the proof of (49). Using (52), and the fact that, by (47),

the functions θN ∗ (E(1)N gN,j ) are supported in the disjoint intervals JN,j := 2j
N

+
(− 2

N
, 2
N
), we have

2N‖!N ∗ (ENfN)‖p � 2N
( ∑
N
8 <j<

N
4

∥∥θN ∗ gN,j
∥∥p
Lp(R)

2−jp)1/p

�
( ∑
N
8 <j<

N
4

∑
ν : ν

2N
∈JN,j

[
|2−jg′

N,j (
ν

2N
)|p

∫
ĨN,ν

| (2Nt − ν)|pdt − c2(j−N)p

2N

] )1/p

using the previous lemma in the last step. Since by (51)

∫
ĨN,ν

| (2Nt − ν)|pdt = 2−N
∫ 1/8

0
| (t)|pdt � 2−N,

we obtain, for sufficiently large N ,

2N‖!N ∗ (ENfN)‖p �
( ∑
N
8 <j<

N
4

∑
ν : ν

2N
∈JN,j

2−N(1 − c′2−pN/2)
)1/p

� 1.

This completes the proof of (49), which together with (46) establishes Theorem 28,
and therefore also Theorem 27.

7 Necessary Conditions for Boundedness when s ≤ 0

7.1 The Case 1 < p ≤ ∞, s = 1/p − 1, q > 1

In these cases the operator EN is not bounded in B1/p−1
p,q because characteristic

functions of cubes do not belong to the dual space (B1/p−1
p,q )∗ = B1/p′

p′,q ′ ; see Sect. 5.

This also applies when p = ∞, since (b−1∞,q)∗ = B1
1,q ′ ; see [10, §1.1.5].
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7.2 The Case p = ∞, s = −1, q ≤ 1

We shall show

‖EN‖
b−1∞,q→B−1∞,q � N. (55)

To prove this we argue by duality and first note that

‖EN‖b1
1,∞→B1

1,∞
≈ N. (56)

Indeed by Theorem 27 we have ‖EN‖B1
1,∞→B1

1,∞
≈ N and the lower bound

is obtained by testing EN on the Schwartz-function fN as in (45) satisfying
‖fN‖b1

1,∞
= ‖fN‖B1

1,∞
� N−1 and ‖ENfN‖B1

1,∞
� 1, cf. (46), (49).

To establish (55), since ‖EN‖
b−1∞,q→B−1∞,q ≥ ‖EN‖

b−1∞,q→B−1
∞,1

, by (56) it suffices to

prove that

‖EN‖
b−1∞,q→B−1

∞,1
� ‖EN‖b1

1,∞→B1
1,∞
. (57)

We use that (b−1∞,q)∗ = B1
1,∞ for q ≤ 1; see [15, 2.5.1/Remark 7]. Then for f ∈ S

‖ENf ‖B1
1,∞

= ‖ENf ‖
(b−1∞,q )∗ = sup

g∈S
‖g‖

b
−1∞,q

≤1

∣∣〈ENf, g〉∣∣. (58)

Now, for each g ∈ S, since f = ∑∞
j=0 Lj�jf in S, we have

|〈ENf, g〉| = |〈f,ENg〉| ≤
∞∑
j=0

‖�jf ‖1‖Lj (ENg)‖∞

� ‖f ‖b1
1,∞

‖ENg‖B−1
∞,1

≤ ‖f ‖b1
1,∞

‖EN‖
b−1∞,q→B−1

∞,1
‖g‖

b−1∞,q .

Inserting this into (58) we arrive at

‖ENf ‖B1
1,∞

≤ ‖EN‖
b−1∞,q→B−1

∞,1
‖f ‖b1

1,∞

and hence (57).
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8 Density and Approximation

In this section we show two results regarding approximation by linear combinations
of Haar functions. The main results in Sect. 8.1 are relevant to the formulation of
Theorems 3 and 4 which rule out the case s = 1. We shall also obtain a positive
result about approximation for the spaces b1/p

p,∞.

8.1 The Case s = 1

We shall show that no strongly admissible enumeration of the Haar system can form
a Schauder basis on B1

p,q(R
d) if d

d+1 ≤ p < 1 and q > 0. Moreover if in addition

0 < q ≤ p we shall show that the Haar system is not dense in B1
p,q(R

d). It seems
plausible that this last assertion would continue to hold for all 0 < q ≤ ∞, but we
do not have a proof in this generality.

Let us start with an auxiliary result. It is well-known that

‖f ‖Bsp,∞(Rd ) ≈ ‖f ‖p +
d∑
j=1

sup
|h|≤1

‖�2
hej
f ‖p

|h|s ,

for all p ≤ 1 and d(1/p − 1) < s < 2, see [17, 2.6.1]. Below we show that a
partial lower bound actually holds for all 0 < s < 2, which allows to incorporate
the endpoint s = d(1/p − 1) = 1 (i.e., p = d/(d + 1)) to our later results.

Proposition 31 Let 0 < s < 2 and 0 < p ≤ 1. Then

‖g‖p +
d∑
j=1

sup
|h|≤1

‖�2
hej
g‖p

|h|s � ‖g‖Bsp,∞ (59)

holds for any function g ∈ L1(Rd) .

Proof Let ψ̂0 ∈ C∞
c (R

d ) supported in {|ξ | < 3/8} and with ψ̂0(ξ) = 1 if |ξ | ≤ 1/4,
and let ψ̂k(ξ) = ψ̂0(2−kξ) − ψ̂0(2−k+1ξ) if k ≥ 1. Consider a standard dyadic
frequency decomposition g = ∑∞

k=0 gk , with gk = ψk ∗ g, which converges in L1

and also a.e. Since

( ∞∑
k=0

‖gk‖pp
)1/p

� ‖g‖Bsp,∞
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we also have ‖g‖p � ‖g‖Bsp,∞ . In addition, for each 0 < |h| ≤ 1, using the trivial

estimate ‖�2
hej
gk‖pp ≤ 4‖gk‖pp, we see that

‖�2
hej

∑
2k≥|h|−1 gk‖p
|h|s ≤

(
4

∑
2k≥|h|−1

(2k|h|)−sp‖gk‖pp2ksp
)1/p

� sup
2k |h|≥1

2ks‖gk‖p.

Let ϕ ∈ S be such that ϕ̂(ξ) = 1 if |ξ | ≤ 1. For every 0 < v < 1, we let
Kvej = �2

vej
ϕ, so that

K̂vej (ξ) = (e2πi〈vej ,ξ 〉 − 1)2ϕ̂(ξ).

Then Kvej is a Schwartz function and we have the estimate

|Kvej (x)| ≤ CNv2(1 + |x|)−2N,

for a large N > d . Hence, for each k ≥ 0 such that 2k|h| < 1, we have

|�2
hej
gk(x)| = 2kd |K2khej (2

k·) ∗ gk(x)|

≤ CN(2k|h|)2
∫

2kd(1 + 2k|y|)−2N |gk(x − y)|dy

� CN(2k|h|)2 sup
y∈Rd

(1 + 2k|y|)−N |gk(x − y)|.

Choosing N > d/p we can apply the Peetre maximal function estimate to obtain

‖�2
hej

∑
2k<|h|−1 gk‖p
|h|s ≤

( ∑
2k<|h|−1

(2k|h|)−sp‖�2
hej
gk‖pp2ksp

)1/p

�
( ∑

2k<|h|−1

(2k|h|)(2−s)p‖gk‖pp2ksp
)1/p

� sup
k≥0

2ks‖gk‖p.

Combining the two estimates yields the result. 
�
Remark 32 The appropriate analogue for Bsp,q (R

d)-quasinorms for q <∞, i.e.

‖g‖p +
d∑
j=1

( ∫ 1

−1

‖�2
hej
g‖qp

|h|sq
dh

|h|
)1/q

� ‖g‖Bsp,q

remains valid (when 0 < s < 2) but is not relevant in this section.
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The following proposition is a modification of our argument in [5, Proposition
4.2]. It shows the necessity of the condition s < 1 in part (ii) of Theorem 3 and part
(iii) of Theorem 4.

Proposition 33 There exists a Schwartz function f supported in ( 1
16 ,

15
16 )

d such that
for all 0 < p ≤ 1 it holds

lim inf
N→∞ ‖ENf − f ‖B1

p,∞ > 0. (60)

Proof Let η ∈ C∞
c (R

d ) be supported in ( 1
16 ,

15
16 )

d with η(x) = 1 if x ∈ (1/8, 7/8)d .
Let f (x) = x1 η(x). From (59) we have

∥∥ENf − f ∥∥
B1
p,∞

� sup
0<h≤1

∥∥�2
he1

ENf −�2
he1
f
∥∥
p

h
,

Clearly, since f is a Schwartz function,

‖�2
he1
f
∥∥
p
� |h|2, 0 < h ≤ 1.

So, by an appropriate triangle inequality, it suffices to show that

∥∥�2
2−N−2e1

ENf
∥∥
p

2−N−2
≥ c > 0, (61)

for large N . We now recall a calculation in [5, Prop 4.2]. Let N > 10 and let
h ∈ (0, 1/4). An explicit calculation shows that for x ∈ (1/4, 3/4)d

ENf (x) =
∑

2N−2≤k<3·2N−2

k+1/2
2N

1[ k
2N
, k+1

2N
)×[0,1)d−1(x).

Then, under the additional assumption 0 < h < 2−N−1,

�he1ENf (x) = 2−N−1
∑

2N−2≤k≤3·2N−2

1[ k
2N

−h, k
2N
)×[0,1)d−1(x),

and

�2
he1

ENf (x) =
2−N−1

∑
2N−2<k<3·2N−2

(
1[ k

2N
−2h, k

2N
−h)×[0,1)d−1(x)− 1[ k

2N
−h, k

2N
)×[0,1)d−1(x)

)
.
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Therefore,

‖�2
he1

ENf ‖Lp([0,1]d) � 2N(1/p−1) h1/p,

and in particular

‖�2
2−N−2e1

ENf ‖Lp([0,1]d) � 2−N,

which implies (61). 
�
Finally, we conclude with the non-density result mentioned above.

Corollary 34 Let d
d+1 ≤ p < 1, 0 < q ≤ p. Then spanHd is not dense in

B1
p,q(R

d ).

Proof By Proposition 33 and B1
p,q ↪→ B1

p,∞ we have, for some f ∈ C∞
c ,

lim inf
N→∞ ‖ENf − f ‖B1

p,q
= c > 0, (62)

By Theorem 8 the operators EN are uniformly bounded on B1
p,q . For h ∈ spanHd

we have ENh = h for N ≥ N0(h), with sufficiently large N0(h). Hence

‖ENf −f ‖B1
p,q

� ‖EN [f −h]‖B1
p,q

+‖f −h‖B1
p,q

� ‖f −h‖B1
p,q
, for N ≥ N0(h),

and the density of spanHd in Bsp,q would yield a contradiction to (62). 
�
Remark 35 When d/(d + 1) ≤ p < 1, it follows from Theorem 8.iv (or vi), and
from the results in Sect. 9 below, that each strongly admissible enumeration U of
Hd is a basic sequence for B1

p,p(R
d ), that is, U is a Schauder basis for the subspace

spanHd
B1
p,p .

It may be of interest to identify this subspace. By Oswald’s result in [8], it contains
the class B1

p,p,(1)(R
d) defined by first order differences.

8.2 An Approximation Result for b
1/p
p,∞ when 1<p<∞

In the limiting case s = 1/p, recall that Hd is contained in B1/p
p,q only if q = ∞.

We show an approximation result in this case when 1 < p < ∞. Recall that Bsp,∞
is not separable, and that bsp,∞ denotes the closure of S in Bsp,∞. Recall also, from

Proposition 25, that b1/p
p,∞ ∩ spanHd = {0}. However taking closures one obtains
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Proposition 36 Let 1 < p ≤ ∞. Then

b
1/p
p,∞(Rd ) � span(Hd )

B
1/p
p,∞
. (63)

Proof Let 1 < p <∞. In view of [16, 2.5.12], we may use the equivalent norm

‖f ‖
B

1/p
p,∞

= ‖f ‖p + sup
h�=0

‖�hf ‖p
|h|1/p .

By dimensional considerations it is clear that the characteristic function of any
dyadic cube I of side length 2−k can be written as a unique linear combination
of Haar functions of frequency at most 2k−1 supported in the dyadic unit cube
containing I . It therefore suffices to show that for every f ∈ C1

c (R
d ) we have

‖f − fN‖
B

1/p
p,∞

→ 0, where we choose

fN =
∑
I∈DN

f (cI )1I ,

and cI denotes the center of I . Let I = I(f ) be the family of I ∈ DN which
intersect the support of f . Clearly for f ∈ C1

c we have

‖f − fN‖p ≤ √
d2−N2−Nd/p‖f ′‖∞(#I(f ))1/p �f 2−N (64)

so that ‖f − fN‖p → 0 for N → ∞. For the main term it suffices to show that

sup
h�=0

‖�h(f − fN)‖p
|h|1/p � 2−N(1− 1

p ), (65)

and recall that we are assuming p > 1.
For j > N we define the sets

UN,j =
{
(y1, . . . , yd) ∈ R

d : min
1≤i≤d dist(yi, 2−N

Z) ≤ 2−j−1
}
. (66)

Assume that 2−j−2 ≤ |h|∞ < 2−j−1, for some j > N . If I ∈ DN then

x ∈ I \ UN,j implies x + h ∈ I,

and thus �hfN(x) = 0. So we have

‖�h(f − fN )‖pp = AN(h)+ BN(h)
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where

AN(h) =
∫
UN,j

|�h[fN − f ](x)|pdx,

BN (h) =
∫
U�
N,j

|f (x + h)− f (x)|p dx .

In the second term we use |�hf (x)| ≤ |h| ∫ 1
0 |∇f (x+sh)|ds to obtainBN(h) ≤

‖∇f ‖pp |h|p and thus

sup
|h|<2−N−2

BN(h)/|h| �f 2−N(p−1).

For the term AN(h) we use that ‖f − fN‖∞ ≤ Cf 2−N , and also that f is
compactly supported, and obtain the estimate

AN(h) �
∑
I∈DN

∫
I∩UN,j

|f (x + h)− fN(x + h)|p + |f (x)− fN(x)|p dx

�f 2−Np2N2−j ,

since |I ∩ UN,j | ≈ 2−j2−(d−1)N . Hence sup|h|≈2−j AN(h)/|h| �f 2−N(p−1).
Putting the two estimates together we get

sup
|h|∞≤2−N−2

‖�h(f − fN)‖p
|h|1/p �f 2−N(1− 1

p ).

Finally, if |h| � 2−N we use (64) to have

sup
|h|∞≥2−N

‖�h(f − fN)‖p
|h|1/p � 2‖f − fN‖p

2−N/p �f 2−N(1− 1
p ).

This shows (65) and therefore ‖f − fN‖
B

1/p
p,∞

→ 0 for p > 1, completing the proof

of the inclusion (63) when p <∞. The case p = ∞ is immediate since for f ∈ C1
c

‖f − fN‖B0∞,∞ � ‖f − fN‖∞ � 2−N

by an elementary consideration. Finally, since b1/p
p,∞(Rd ) is closed in B1/p

p,∞(Rd )
Proposition 25 tells us that the inclusion (63) is proper. 
�
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Remark 37 When 0 < p ≤ 1, the same proof gives a version of (65), namely

sup
h�=0

‖�h(f − fN)‖p
|h|s � 2−N(1−s), if s < 1.

This can be used similarly to show that Hd is dense in the space bsp,∞ when d(1/p−
1) < s < 1 and d/(d + 1) < p ≤ 1.

Remark 38 Since B1/p
p,∞ is not separable, not every function f ∈ B

1/p
p,∞ can be

approximated by Haar expansions in the norm topology. However, (local) weak∗
convergence does hold, with norm-uniformly bounded partial sums. More precisely,
if 1 < p ≤ ∞ and χ ∈ C∞

c (R
d), then

(
f − SUR f

)
χ

w∗−→ 0, and sup
R≥1

∥∥χ SUR f
∥∥
B

1/p
p,∞

� ‖f ‖
B

1/p
p,∞

for all f ∈ B1/p
p,∞ and any strongly admissible enumeration. This is a consequence of

the duality relationB1/p
p,∞ = (B−1/p′

p′,1 )∗ and the (local) norm convergence of SUR g →
g in the B−1/p′

p′,1 norm, when g ∈ B−1/p′
p′,1 , see Theorem 4. We thank the referee for

raising the question of weak* convergence.

9 Partial Sums and Localization

9.1 Partial Sums and Strongly Admissible Enumerations

We shall use a partition of unity to make statements on the structure of the partial
sum operators SUR associated with a strongly admissible enumeration U.

Let ς ∈ C∞
c be supported in a 10−2 neighborhood of [0, 1)d and so that

∑
ν∈Zd

ς(· − ν) ≡ 1. (67)

We shall denote ςν = ς(· − ν), ν ∈ Z
d .

In the sequel we will use the notation from Definition 2 and below. It is
convenient to denote E−1(g) ≡ 0 and T−1[g, a] = ∑

μ∈Zd aμ〈g, h0
0,μ〉h0

0,μ.

Lemma 39 Let U be a strongly admissible enumeration of Hd . Then, for every
R ∈ N and ν ∈ Z

d there is an integer Nν = Nν(R) ≥ −1 and sequences aκ,ν , 0 ≤
κ ≤ b, whose terms belong to {0, 1}, such that for all locally integrable functions g
we have

SUR [gςν] = ENν [gςν] +
b∑
κ=0

TNν+κ [gςν, aκ,ν]. (68)
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Proof We write

SUR [gςν] =
R∑
n=1

u∗
n(gςν)un =

R∑
n=1

2k(n)d〈gςν, hε(n)k(n),μ(n)
〉hε(n)
k(n),μ(n)

. (69)

Note that if u∗
n(gςν) �= 0 then necessarily un is supported in I∗∗

ν . Let

Kν = max
{
k(n) : supp(hε(n)k(n),μ(n)) ⊂ I∗∗

ν , n = 1, . . . , R
}
.

If Kν ≤ b the asserted formula holds with Nν = −1. We therefore may assume
Kν > b.

We let n∗
ν ∈ [1, R] such that k(n∗

ν) = Kν . Now if hε
′
k′,μ′ is any other Haar

function supported in I∗∗
ν there is a unique n′ ∈ N such that hε

′
k′,μ′ = h

ε(n′)
k(n′),μ(n′).

If in addition k′ ≤ Kν − b (in other words if for un′ = h
ε(n′)
k(n′),μ(n′) we have that

| supp(un′)| ≥ | supp(un∗
ν
)|2b) then by the admissibility condition we must have

n′ ≤ n∗
ν , in particular n′ ≤ R. That means that all Haar functions with frequency

2k and k ≤ Kν − b which are supported in I∗∗
ν arise in the expansion (69).

All other Haar functions that arise in this expansion have frequencies 2k with
Kν − b + 1 ≤ k ≤ Kν . This establishes the assertion with Nν = Kν − b + 1.
The functions aκ,ν defined on Z

d ×ϒ take values in {0, 1}. 
�
Remark 40 Formula (68) can be extended to all g ∈ Bsp,q , when the indices
(s, p, q) are as in Theorems 8 and 9. In that case, one must interpret

SUR (g) =
∞∑
j=0

SUR
(
Lj�jg);

see Remarks 19 and 24.

Proposition 41 Suppose that

sup
N≥0

‖EN‖Bsp,q→Bsp,q
+ sup

N≥−1
‖a‖∞≤1

‖TN [·, a]‖Bsp,q→Bsp,q
<∞. (70)

Then, for every strongly admissible enumerationU and every cubeQ it holds

sup
R∈N

Op
(
SUR ,B

s
p,q ,Q

)
<∞. (71)

Moreover,U is a local basic sequence of Bsp,q (R
d), that is

lim
R→∞

∥∥χ · (SUR f − f )∥∥
Bsp,q

= 0, (72)

for all χ ∈ C∞
c (R

d) and all f ∈ spanHd
Bsp,q .
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Proof Using Lemma 39, the bound in (71) follows from (70). We now show the

last assertion. Let χ ∈ C∞
c (R

d) and f ∈ spanHd
Bsp,q . Suppose that suppχ ⊂

(−N,N)d , and pick any χ̃ ∈ C∞
c such that χ̃ ≡ 1 in [−N,N]d and supp χ̃

contained in Q := (−2N, 2N)d . Observe that

u∗
n(g) = u∗

n(χ̃ g), if g ∈ Bsp,q and suppun ⊂ [−N,N]d , (73)

so we also have

χ · SUR [g] = χ · SUR [χ̃g], ∀ g ∈ Bsp,q . (74)

Given ε > 0, let h ∈ spanHd be such that ‖f − h‖Bsp,q < ε/(1 + A), with A the

constant in (71). Let R0 = R0(h) be such that SUR [h] = h for R ≥ R0. Then, for all
such R we have∥∥χ · (SR[f ] − f )∥∥

Bsp,q
= ∥∥χ · (SR[f − h] + h− f )∥∥

Bsp,q

�
∥∥χ · SR[χ̃(f − h)]∥∥

Bsp,q
+ ∥∥χ · (h− f )∥∥

Bsp,q

� (A+ 1)
∥∥f − h∥∥

Bsp,q
< ε,

where in the second line we have used (74) with g = f − h. 
�

9.2 Bourdaud Localizations of Besov Spaces

In the unbounded setting of R
d , the Bsp,q -norms do not satisfy “localization

properties” when p �= q; see e.g. the discussion in [10, p. 66]. At the endpoint cases
considered here, this creates a difficulty when trying to derive ‘global’ Schauder
basis properties from the local ones in the previous subsection. This difficulty is not
present in the case of Fsp,q spaces; see [5, 6].

To handle this problem one may consider the class of �p-local Besov spaces
introduced by G. Bourdaud [2]

(Bsp,q)�p =
{
f ∈ S′ : ‖f ‖(Bsp,q )�p =

[ ∑
ν∈Zd

‖ς(· − ν) · f ‖pBsp,q
]1/p

<∞
}

(75)

where ς ∈ C∞
c (R

d) with
∑
ν∈Zd ς(·−ν) ≡ 1 as in (67). In [2] (see also [17, 2.4.7])

it is shown that this definition does not depend on the particular choice of ς , and
that (Bsp,q)�p = Bsp,q if and only if p = q . Moreover one has the embeddings

Bsp,q ↪→ (Bsp,q)�p if 0 < q ≤ p, (76)

(Bsp,q )�p ↪→ Bsp,q if p ≤ q ≤ ∞. (77)

Using this notation we can prove the following (Fig. 4).
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Fig. 4 The left caption shows the region in which strongly admissible enumerations form a
Schauder basis of the Bourdaud localization (Bsp,q )�p ; here always q < ∞. The right caption
shows the corresponding region for the basic sequence property

Theorem 42 Let s ∈ R and 0 < p, q ≤ ∞. Suppose that (70) holds. Then,
every strongly admissible enumeration U of Hd is a basic sequence of

(
Bsp,q

)
�p
.

Moreover, U is a Schauder basis of
(
Bsp,q

)
�p

in each of the cases (i) to (iv) in
Theorem 4.

Proof For the first assertion it suffices to show that the operator norms of SR ≡ SUR
in (Bsp,q)�p are uniformly bounded in R. To do so we use the assumption (70),
together with Lemma 39.

Observe first that ςν ′SR(f ςν) = 0 whenever |ν − ν′|∞ ≥ 3. Hence

∥∥SRf ∥∥(Bsp,q )�p =
(∑
ν ′

∥∥ςν ′SR
(∑
ν

ςνf
)∥∥p
Bsp,q

) 1
p

�
(∑
ν ′

∑
ν : |ν−ν ′|∞≤2

∥∥∥ςν ′SR(f ςν)
∥∥∥p
Bsp,q

)1/p

�
(∑
ν

∥∥SR(f ςν)∥∥pBsp,q
)1/p

,

using in the last step that ςν ′ is a uniform multiplier in Bsp,q ; see [17, 4.2.2]. Then
Lemma 39 and (70) give

∥∥SRf ∥∥(Bsp,q )�p �
(∑
ν

∥∥ENν (f ςν)∥∥pBsp,q + ∥∥ b∑
κ=0

TNν [f ςν, aκ,ν]
∥∥p
Bsp,q

)1/p

�b
(∑
ν

∥∥f ςν∥∥pBsp,q
)1/p = ‖f ‖(Bsp,q )�p .
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This shows the first part. Also, the Schauder basis property will hold if and only if
spanHd is dense in (Bsp,q)�p .

We now show that density holds in the range of Theorem 4. Since p < ∞, for
each f ∈ (Bsp,q)�p and ε > 0 there is some g ∈ Bsp,q with compact support such
that ‖f − g‖(Bsp,q )�p < ε. Moreover, in the asserted range spanHd is dense in Bsp,q ,

so if suppg ⊂ (−N,N)d = Q, then by Proposition 41 we may find a sufficiently
largeR such that ‖g−SRg‖Bsp,q < ε/|Q|1/p. Since also supp(SRg) ⊂ Qwe deduce
that

‖g − SRg‖(Bsp,q )�p � |Q|1/p‖g − SRg‖Bsp,q < ε,

which completes the proof. 
�
Finally, we gather as a corollary the positive Schauder results in the original scale

of Bsp,q spaces.

Corollary 43 Every strongly admissible enumerationU ofHd is a Schauder basis
of Bsp,q(R

d) in each of the cases (i), (ii), (iii) in Theorem 3.

Proof When q = p the result is a consequence of the identity Bsp,p = (Bsp,p)�p

and the previous theorem. This covers the case (iii) in Theorem 3. For the other
cases, in which (1/p, s) lies in the interior of the pentagon P, one proceeds by
real interpolation as follows. Pick two numbers s0, s1 such that s0 < s < s1 and
(1/p, si) ∈ P, i = 0, 1. Then, for some θ ∈ (0, 1) we have

Bsp,q = (
Bs0p,p, B

s1
p,p

)
θ,q
, 0 < q ≤ ∞.

Then the uniform boundedness of SUR on Bsp,q follows by interpolation from the
diagonal cases. 
�

9.3 Error Estimates for Compactly Supported Functions

Here we include a technical result related to localization which will be used in the
proof of Theorem 46 below.

Let f be supported in a dyadic cube Q with sidelength �(Q) ≥ 1. Since the
function �jf does not have compact support, the terms LkENLj�jf (x) will
contribute for x far away from the cube. We give a crude estimate which will suffice
for our later application.
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Let ζ ∈ C∞
c (R

d ) be supported on (−2, 2)d and such that ζ ≡ 1 on [− 3
2 ,

3
2 ]d . If

yQ is the center ofQ, we define

ζQ(y) = ζ ((y − yQ)/�(Q)
)
.

Clearly ζQf = f for every distribution f supported in Q. Moreover, this property
continues to hold with ζQ replaced by ζ̃Q, where ζ̃ (x) = ζ(2x). For n ≥ 1 we let

ζQ,n(y) = ζ (2−n(y − yQ)/�(Q)
) − ζ (2−n+1(y − yQ)/�(Q)

)
.

Note that ζQ,n has support in
{ 3

4 · 2n�(Q) < |y − yQ|∞ < 2n+1�(Q)
}
, and that∑

n≥1 ζQ,n ≡ 1.

Lemma 44 Let s ≤ 1, 0 < p ≤ 1 and 0 < q ≤ ∞. Then, for everyM1 > 1 there
exists a constant CM1 > 0 such that, if f ∈ Bsp,q(Rd ) is supported in a cubeQ with
size |Q| ≥ 1, then

‖LkENLj [ζQ,n�jf ]‖p ≤ CM1 2−k/p2−jM12−nM1‖f ‖Bsp,q , (78)

for all n ≥ 1, k ≥ 0, j ≥ N and N ≥ 1.
The same holds if EN is replaced by TN [·, a] with ‖a‖∞ ≤ 1.

Proof Let φj (x) = 2jdφ(2j x) be the convolution kernel of �j , with φ ∈ S. Let

Fj,n(x) := ζQ,n(x)�jf (x) = ζQ,n(x)
〈
φj (x − ·)ζ̃Q(·), f

〉

where we have used f = f ζ̃Q for the second equation and the pairing 〈·, ·〉 is in the
sense of tempered distributions.

Pick a large γ ∈ 2N such that Bsp,q ⊂ B
−γ
2,2 (e.g., γ > d( 1

p
− 1

2 ) − s). Then by
duality

|Fj,n(x)| � |ζQ,n(x)|
∥∥(I −�)γ/2(φj (x − ·)ζ̃Q(·)

)∥∥
2 ‖f ‖

B
−γ
2,2

�M2 |Q|1/2 2j (d+γ ) (1 + 2j+n�(Q))−M2 ‖f ‖Bsp,q .
(79)

Observe that Fj,n, and hence LkENLj [Fj,n], are all supported in a set of diameter
C2n�(Q). Then, if k ≤ N we have

‖LkENLj (Fj,n)‖p � (2nd |Q|)1/p‖LkENLj (Fj,n)‖∞

� (2nd |Q|)1/p‖Fj,n‖∞.

Inserting the bound (79) into this expression, with a sufficiently largeM2, and using
that k ≤ N ≤ j , one easily obtains (78).



Basis Properties of the Haar System in Limiting Besov Spaces 405

Assume now that k > N . We may use Proposition 12.i to obtain

∥∥LkENLj (Fj,n)∥∥p � 2− k
p 2j (

d
p−d) 2N(d−

d−1
p ) ‖MjFj,n‖p.

By the support properties of Fj,n we have

‖MjFj,n‖p � (2nd |Q|)1/p ‖Fj,n‖∞,

so again, using (79) with a sufficiently large M2, and the assumption N ≤ j , one
easily derives (78). 
�

10 The Case s = d( 1
p

− 1) when q > p

In this section we restrict to the cases q > p in the line s = d/p − d . We shall see
that the individual operators EN are not bounded, and hence positive results are not
expected in this range.

Theorem 45 Let 0 < p ≤ 1. If q > p then the operators EN are unbounded on
B
d/p−d
p,q (Rd).

We shall actually prove something stronger, namely optimal estimates for the
local version of the operator norms Op(EN,Bsp,q ,Q) defined in (10). This may be
of interest in the context of Besov spaces in bounded domains; see Remark 6. We
remark that Oswald [8] also proved some lower bounds in a local setting which grow
with N . The following theorem provides optimal growth rates.

Theorem 46

(i) If 0 < p ≤ 1 and p ≤ q ≤ ∞, then there is a constant c1 = c1(p, q) > 0 so
that

Op
(
EN,B

d/p−d
p,q ,Q

) ≥ c1 (2
Nd |Q|) 1

p− 1
q .

(ii) If in addition d
d+1 ≤ p ≤ q ≤ 1, then there is a constant c2 = c2(p, q), such

that for any dyadic cubeQ with side length ≥ 1 and any N > 10

c1 ≤ Op
(
EN,B

d/p−d
p,q ,Q

)
(2Nd |Q|) 1

p− 1
q

≤ c2 . (80)

Remark 47 From [16, 2.11.3] it is known that, when 0 < p ≤ 1 and 1 < q <∞, it
holds

(
B
d/p−d
p,q

)∗ = B0
∞,q ′ .
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As q ′ < ∞, this space does not contain the dual functionals u∗
n. In particular, the

restriction in q in part (ii) of Theorem 46 is natural, since for q > 1 and Q0 =
(0, 1)d we have

Op
(
E0, B

d/p−d
p,q ,Q0

) = ‖1Q0‖Bd/p−d
p,q

‖1Q0‖(Bd/p−d
p,q )∗ = ∞;

see also [8, Thm 2.ii.a].

10.1 Proof of Lower Bounds in Theorem 46

We fix 0 < p ≤ 1 and choose an positive integerM > d/p − d .
Let η ∈ C∞

c (R) be an odd function, supported on (−1/2, 1/2), and such that∫ 1/2
0 η(t)dt = 1 and

∫ 1/2
0 tnη(t)dt = 0 for n = 1, . . . ,M . Let further

gl(x1, . . . , xd) = 2ld
d∏
i=1

η(2lxi), (81)

so that
∫
gl(x)PM(x)dx = 0 whenever PM is a polynomial of degree ≤ M . By the

properties of η, if l ≥ N we have

EN(gl)(x) = 2Nd
d∏
i=1

(
1[0,2−N)(xi)− 1[−2−N,0)(xi)

) =: hN(x). (82)

Notice that hN is not itself a Haar function, but up to a factor (−2)d , it is a translate
of a Haar function with Haar frequency 2N−1. Moreover, we also have

EN [gl(· − ν)] = hN(· − ν), if ν ∈ 2−N
Z
d, l ≥ N.

Let {zm}∞m=1 be an enumeration of Zd , and define

fN(x) =
∞∑
m=1

amgN+m(x − 2−N+5zm). (83)

Observe that the summands have disjoint supports. Also

ENfN =
∞∑
m=1

amhN(· − 2−N+5zm). (84)
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We claim that

‖fN‖
B
d/p−d
p,q

�
( ∞∑
m=1

|am|q
)1/q

(85)

and

‖ENfN‖
B
d/p−d
p,q

�
( ∞∑
m=1

|am|p
)1/p

. (86)

This clearly implies that EN cannot be a bounded operator on Bd/p−d
p,q (Rd ) unless

q ≤ p.
We first show (86). To do so we construct specific functions!n such that

‖g‖
B
d/p−d
p,q

≥ ‖g‖
B
d/p−d
p,∞

� sup
n≥1

2n(
d
p−d)‖!n ∗ f ‖p. (87)

Let ψ ∈ C∞
c (R) be supported in (−1/2, 1/2), with

∫
ψ(t)t ldt = 0, l = 0, . . . ,M ,

and such that, for some ε > 0,

ψ ∗ (1[0, 1
2 )

− 1[− 1
2 ,0)
)(t) ≥ c > 0 when t ∈ [ 1

2 ,
1
2 + ε]. (88)

We then define

!n(x) = 2nd
d∏
i=1

ψ(2nxi), (89)

which has enough vanishing moments to guarantee the validity of (87); see [17,
2.5.3]. In particular,

‖ENfN‖
B
d( 1
p−1)

p,q

� 2N(
d
p−d)‖!N+1 ∗ (ENfN)‖p.

Next, using (88) one shows that, for x ∈ 2−N+5zm + 2−N−1[ 1
2 ,

1
2 + ε]d ,

!N+1 ∗ hN(x − 2−N+5zm) ≥ 2Ndcd,
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and therefore

∥∥!N+1 ∗ hN(· − 2−N+5zm)
∥∥
p
� 2N(d−

d
p ). (90)

Also the functions!N+1 ∗ hN(· − 2−N+5zm) have disjoint supports so that

∥∥!N+1 ∗ ENfN
∥∥
p

=
( ∞∑
m=1

|am|p∥∥!N+1 ∗ hN(· − 2−N+5zm)
∥∥p
p

)1/p

�
(∑
m

|am|p
)1/p

2−Nd( 1
p−1)

and (86) follows.
To prove (85) we examine Ljgl with l = N + m and use the cancellation of

the convolution kernel βj of Lj when j ≥ l, and the cancellation of gl for j < l.
Here cancellation refers to M vanishing moments. As a consequence we obtain the
estimate

|Ljgl(x)| �
{

2ld1[−1,1]d (2lx)2−M|l−j | for j ≥ l,
2jd1[−1,1]d (2j x)2−M|l−j | for j ≤ l; (91)

see a similar argument in the proof of [5, Lemma 2.2]. From here one easily obtains

2jd(
1
p−1)‖Ljgl‖p �

{
2−(M−d( 1

p−1))|l−j | if j ≥ l
2−M|l−j | if j ≤ l

}
≤ 2−δ|l−j |, (92)

if we set δ = M − d( 1
p

− 1) > 0. This leads to

2jd(
1
p
−1)‖LjfN‖p ≤ 2jd(

1
p
−1)

( ∞∑
m=1

|am|p ‖LjgN+m(· − 2−N+5zm)‖pp
)1/p

�
( ∞∑
m=1

|am|p2−|N+m−j | δp)1/p
,

and consequently,

(∑
j≥0

[
2jd(

1
p−1)‖LjfN‖p

]q)1/q
�
(∑
j≥0

( ∞∑
m=1

|am|p 2−|N+m−j | δp)q/p)1/q
.
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Since q ≥ p we can apply the triangle inequality in �q/p to bound the previous
expression, by

(∑
j≥0

(∑
n∈Z

|an+j−N |p2−|n|δp)q/p)1/q

�
(∑
j≥0

∑
n∈Z

|an+j−N |q2−|n|q δ2
)1/q

�
( ∞∑
m=1

|am|q
)1/q

.

This proves (85).
Finally, to establish the lower bound in Theorem 46, we simply chose

am =
{

1 if 2−N+5zm ∈ Q
0 if 2−N+5zm /∈ Q.

Since {zm} enumerates Zd and #(2−N+5
Z
d ∩Q) ≈ 2Nd |Q| we obtain

‖fN‖
B
d( 1
p−1)

p,q

� (2Nd |Q|)1/q

from (85), and

‖ENfN‖
B
d( 1
p−1)

p,q

� (2Nd |Q|)1/p

from (86). This establishes the desired lower bound for all q ≥ p. �

10.2 Proof of Upper Bounds in Theorem 46 (ii)

In what follows let Q be a dyadic cube of side length ≥ 1. We assume d
d+1 ≤ p ≤

q ≤ 1.
We use the global estimates (18), (19) and examine the two expressions on the

right hand side of (19) corresponding to the cases j ≤ N and j ≥ N . The terms for
j ≤ N cause no problem. Namely, by Propositions 16 and 17 we have (for p ≤ q)

(∑
k=0

2k(
d
p
−d)r∥∥∥ ∑

j≤N
LkE

⊥
NLj�jf

∥∥∥r
p

)1/r
� ‖f ‖

B
d/p−d
p,∞

if d
d+1 < p ≤ 1,
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and in the endpoint q ≥ p = d
d+1 (when d/p − d = 1) we have

(∑
k=0

2kr
∥∥∥ ∑
j≤N

LkE
⊥
NLj�jf

∥∥∥r
p

)1/r

�
( N∑
j=0

2jp‖�jf ‖pp
)1/p

� N
1
p− 1

q ‖f ‖B1
p,q
, p = d

d+1

where we have applied Hölder’s inequality. This global bound is far better than what
is need for the conclusion and this part satisfies the target upper bound in (80).

Hence it suffices to prove, for f supported inQ, the following bound

( ∞∑
k=0

2kd(
1
p
−1)r

∥∥∥ ∑
j≥N+1

LkENLj�jf

∥∥∥r
p

)1/r

� (2Nd |Q|) 1
p− 1

q

( ∞∑
j=0

2jd(
1
p−1)q‖�jf ‖qp

)1/q
, (93)

for any r > 0. Notice that Lemma 44 reduces matters to show the following
inequalities.

( ∑
k≥N+1

2kd(
1
p
−1)r

∥∥∥ ∑
j≥N+1

LkENLj [ζQ�jf ]
∥∥∥r
p

)1/r

� (2Nd |Q|) 1
p− 1

q

( ∞∑
j=0

2jd(
1
p−1)q‖�jf ‖qp

)1/q
(94)

and

(∑
k≤N

2kd(
1
p
−1)r

∥∥∥ ∑
j≥N+1

LkENLj [ζQ�jf ]
∥∥∥r
p

)1/r

� (2Nd |Q|) 1
p− 1

q

( ∞∑
j=0

2jd(
1
p−1)q‖�jf ‖qp

)1/q
. (95)

We first prove (94). Instead of using Proposition 15 directly we shall use a
modification of its proof in [5, Proposition 2.1(i)]; we first recall some notation
from that paper.

We let DN be the collection of dyadic cubes of sidelength 2−N . For j > N

we define UN,j as in (66), that is a 2−j−1-neighborhood of the set ∪I∈DN ∂I . For
I ∈ DN and l > N we denote by Dl[∂I ] the set of all J ∈ Dl such that J̄ ∩ ∂I �= ∅.
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Likewise, DN(I) denotes the collection of cubes I ′ ∈ DN with Ī ∩ Ī ′ �= ∅, that is
the collection of neighboring cubes of I .

We use the following result taken from [5, Lemma 2.3].

Lemma 48

(i) Let k > N ≥ 1 andG be locally integrable. Then

Lk(ENG)(x) = 0, for all x ∈ U�
N,k = R

d \ UN,k . (96)

(ii) Let j > N ≥ 1, and F locally integrable.

∣∣EN(LjF )∣∣ � 2(N−j)d ∑
I∈DN

∑
J∈Dj+1[∂I ]

‖F‖L∞(J ) 1I . (97)

Proof (of (94)) Observe that Fj := ζQ�jf and the functions LkENLj [Fj ] are
all supported in a fixed C-dilate of Q (with say C = 10). By Lemma 48.i,
LkEN [LjFj ](x) = 0 if x ∈ U�

N,k . We derive a pointwise estimate if x ∈ UN,k ∩ I
for some I ∈ DN . From (97) and the fact that suppβk(x − ·) is contained in the
union of all I ′ ∈ DN(I) we have

|LkEN [LjFj ](x)| ≤
∫

|βk(x − y)| ∣∣EN(LjFj )(y)∣∣ dy
� 2(N−j)d ∑

I ′∈DN (I )

∑
J∈Dj+1[∂I ′]

‖Fj‖L∞(J ).

LetQ∗ be the above C-dilate ofQ. Then using |UN,k ∩ I | ≈ 2−N(d−1)−k we have

∥∥∥ ∑
j≥N+1

LkEN
[
LjFj

]∥∥∥
p

�
( ∑
I∈DN
I∩Q∗ �=∅

|UN,k ∩ I | ∣∣2Nd ∑
j≥N+1

2−jd ∑
I ′∈DN (I )

∑
J∈Dj+1[∂I ′]

‖Fj‖L∞(J )
∣∣p)1/p

� 2Nd2−(N(d−1)+k)/p( ∑
I∈DN
I∩Q∗�=∅

∣∣ ∑
j≥N+1

2−jd ∑
J∈Dj+1[∂I ]

‖�jf ‖L∞(J )
∣∣p)1/p

.
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The I -sum in the last display contains ≈ |Q|2Nd terms. Let p ≤ q ≤ 1. Using
Hölder’s inequality in this sum we see that

∥∥∥ ∑
j>N

LkEN
[
LjFj

]∥∥∥
p
� (2Nd |Q|) 1

p
− 1
q

× 2Nd2−(N(d−1)+k)/p( ∑
I∈DN

∣∣∣ ∑
j>N

2−jd ∑
J∈Dj+1[∂I ]

‖�jf ‖L∞(J )
∣∣∣q
)1/q

. (98)

Consider the maximal function

Mj g(x) = sup
|h|∞≤2−j+1

|g(x + h)|.

Then ‖Mj�jf ‖p � cp‖�jf ‖p for all p > 0. Moreover, as in [5, (22)], it holds

sup
x∈J

Mj g(x) �
[

−
∫
J ∗

|Mj g(x + h)|p dh
] 1
p
,

where J ∗ is a C′-dilate of the cube J ∈ Dj+1. Therefore,

( ∑
I∈DN

∣∣∣ ∑
j>N

2−jd ∑
J∈Dj+1[∂I ]

‖�jf ‖L∞(J )
∣∣∣q
)1/q

�
( ∑
I∈DN

∣∣∣ ∑
j>N

2−jd ∑
J∈Dj+1[∂I ]

2jd/p‖Mj [�jf ]‖Lp(J ∗)
∣∣∣q
)1/q

.

Using the embeddings �p ↪→ �1 (for the J -sum) and �q ↪→ �1 (for the j -sum),
and in the second step �p/q ↪→ �1 (for the I -sum), the above quantity is further
estimated by

( ∑
I∈DN

∑
j>N

2jd(
1
p
−1)q

( ∑
J∈Dj+1[∂I ]

‖Mj [�jf ]‖pLp(J ∗)

)q/p)1/q

�
( ∑
j>N

2jd(
1
p−1)q

( ∑
I∈DN

∑
J∈Dj+1[∂I ]

‖Mj [�jf ]‖pLp(J ∗)

)q/p)1/q

�
( ∑
j>N

2jd(
1
p−1)q‖Mj [�jf ]‖qp

)1/q
�
( ∑
j>N

2jd(
1
p−1)q‖�jf ‖qp

)1/q
.
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Inserting this estimate into (98) we see that

( ∑
k>N

2kd(
1
p−1)r

∥∥∥ ∑
j>N

LkENLj [ζQ�jf ]
∥∥∥r
p

)1/r

� (2Nd |Q|) 1
p− 1

q

(∑
k>N

2(N−k)(d− d−1
p )r

)1/r( ∑
j>N

2jd(
1
p−1)q‖�jf ‖qp

)1/q
,

and since the k-sum is O(1) in the larger range p > d−1
d

we obtain (94) for d
d+1 ≤

p ≤ q ≤ 1. 
�
Proof (of (95)) This case is simpler and can be obtained from the individual
bounds of ‖LkENLj [Fj ]‖p in Proposition 12. Recall that Fj = ζQ�jf and
LkENLj [Fj ] are supported in a C-dilate ofQ.

Let k ≤ N . Applying Hölder’s inequality, the q-triangle inequality and Proposi-
tion 12.i we now obtain

2ks
∥∥∥ ∑
j>N

LkENLj [Fj ]
∥∥∥
p
� 2ks |Q| 1

p− 1
q

[ ∑
j>N

∥∥LkENLj [Fj ]∥∥qq
] 1
q

� |Q| 1
p
− 1
q 2k(s+d+1− d

q
)2−N( ∑

j>N

2j (
d
q
−d)q‖�jf ‖qq

)1/q
.

We now use the extension of Young’s inequality

‖�jf ‖q ≤ 2j (
d
p− d

q )‖�jf ‖p; (99)

see e.g. [16, 2.7.1/3]. As a result we obtain

2kd(
1
p
−1)

∥∥∥ ∑
j>N

LkENLj [ζQ�jf ]
∥∥∥
p

� 2(k−N)(
d
p− d

q+1)
(2Nd |Q|) 1

p− 1
q

( ∑
j>N

2j (
d
p−d)q‖�jf ‖qp

)1/q
.

Finally, we may sum over k ≤ N using that p ≤ q , and therefore obtain (95). With
this assertion, the proof of Theorem 46 is now complete. 
�
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11 A Strongly Admissible Enumeration

We give explicit examples of strongly admissible enumerations for Hd . We define
the family of cubes

Q5 =
{∏d

i=1[10κi − 5, 10κi + 5) : κ ∈ Z
d
}
.

For � = 0, 1, 2, . . . , let Q5(�) be a strictly increasing collection of finite families
of cubes from Q5 such that for each cube in Q5(�) all its neighboring cubes in Q5
belong to Q5(�+ 1), and such that Q5 = ∪�Q5(�).

For example, we may take Q5(�) to be family of all Q ∈ Q5 such that Q ⊂
[−10�− 5, 10�+ 5)d .

Let A0 = [−5, 5)d , and for � ≥ 1 let A� be the union of cubes in Q5 which
belong to Q5(�) \Q5(�− 1). For � ≥ 0, let Hd (�, 0) be the family of characteristic
functions of dyadic unit cubes contained in A�. For k ≥ 1, � ≥ 0, let H (�, k) be the
family of Haar functions of mean value 0 and Haar frequency 2k−1 with the property
that the interior of their support is contained in A�. Clearly, Hd = ∪�,k≥0H (�, k).

Let N(�, k) = #Hd (�, k). We then have N(0, 0) = 10d and

N(�, k) = N(�, 0)2(k−1)d(2d − 1).

In the specific example above the sets A�, � ≥ 1, are corridors of width 10, of
the form [−10� − 5, 10� + 5)d \ [−10� + 5, 10� − 5)d and we have N(�, 0) =
10d((2�+ 1)d − (2�− 1)d).

We now define an admissible enumeration U associated with this collection. Let
P(m) = ∑m

i=0N(m− i, i), for m = 0, 1, 2, . . . , and let

R(m) =
m∑
j=0

P(j), (100)

so that R(m + 1) − R(m) = P(m + 1). First, for n = 1, . . . , R(0) we enumerate
the functions in H (0, 0). Next, for n = R(m)+ 1, . . . , R(m+ 1) we enumerate the
functions in ∪m+1

i=0 H (m+ 1 − i, i) as follows: when

R(m)+ 1 ≤ n ≤ R(m)+N(m+ 1, 0)

we enumerate the functions in Hd (m+1, 0); subsequently, for each ν = 1, . . . ,m+
1, when

R(m)+
ν−1∑
i=0

N(m+ 1 − i, i)+ 1 ≤ n ≤ R(m)+
ν∑
i=0

N(m+ 1 − i, i)

we enumerate the functions in Hd (m+ 1 − ν, ν).
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That is, the functions in H (�′, k′) occur earlier than those in H (�, k) if �′+k′ <
�+ k. Moreover, H (�+ 1, k− 1) also occurs earlier than H (�, k). Now, if un and
un′ are both supported in I∗∗, the five-fold dilate of a fixed unit cube I , then their
supports must be contained in cubes from A(�) ∪ A(� + 1), for some smallest
� ≥ 0. Moreover, if | suppun′ | ≥ 2d | suppun|, that is, k(n′) ≤ k(n) − 1, then the
above observations imply that un′ must occur before un. Thus, the enumeration we
just constructed for Hd is strongly admissible with b = 1.

In the next section it will be convenient to notice that, for the enumeration above,
we have

SR(m)f = Em−�f, if supp(f ) ⊂ A� and � ≤ m. (101)

In particular we have SR(m)f = Emf if f is supported in (−5, 5)d .

12 Failure of Convergence for Strongly Admissible
Enumerations

In this section we prove the remaining negative results for the Schauder basis
property, as stated in Theorem 3; namely the cases

(a) s = d
p

− d , d
d+1 ≤ p ≤ 1 and 0 < q < p

(b) s = 1
p

− 1, 1 < p <∞ and 0 < q ≤ 1.

We remark that in these cases the operators EN are uniformly bounded, by
Theorem 8 (iii) and (vi), and local positive results hold by Theorem 42. We disprove
the possibility that the admissible enumerations in Sect. 11 may be global Schauder
bases in Bsp,q(R

d). It suffices to show that the corresponding partial sum operators
SR are not uniformly bounded.

12.1 The Case 0 < p ≤ 1

Proposition 49 Let 0 < q < p ≤ 1. Then, for the strongly admissible
enumerations defined in Sect. 11 we have

sup
R∈N

sup
{
‖SRf ‖

B
d( 1
p−1)

p,q

: ‖f ‖
B
d( 1
p−1)

p,q

≤ 1
}

= ∞. (102)

Proof We shall use a similar notation as in Sect. 10.1. Consider functions gl as
defined in (81). Fix j � m, and for � ≤ m pick z� ∈ Z

d so that the threefold dilate
of the cube z� + [0, 1)d is contained in A�. Define

fm,j (x) =
m∑
�=1

gj (x − z�). (103)
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Note that the summands gj (· − z�) have disjoint supports in A�. By (101)

SR(m)fm,j =
m∑
�=1

Em−�[gj (· − z�)] =
m∑
�=1

hm−�(· − z�) ,

where hN was defined in (82).
Let !N be defined as in (89), so that by (90) we have

‖!N+1 ∗ hN‖p � 2−Nd( 1
p−1)

.

Then

‖SR(m)fm,j‖
B
d( 1
p−1)

p,q

≥
( ∞∑
N=1

2N(
d
p−d)q‖!N+1 ∗ SR(m)fm,j‖qp

)1/q

=
( ∞∑
N=1

2N(
d
p
−d)q( m∑

�=1

∥∥!N+1 ∗ hm−�(· − z�)
∥∥p
p

)q/p)1/q

≥
( m−1∑
N=1

2N(
d
p−d)q∥∥!N+1 ∗ hN

∥∥q
p

)1/q
� m1/q.

Similarly, using the inequality in (92), that is

2kd(
1
p
−1)‖Lkgj‖p � 2−|j−k|δ,

for some δ > 0, we may conclude that

‖fm,j ‖
B
d( 1
p−1)

p,q

�
( ∞∑
k=0

2kd(
1
p

−1)q‖Lk(fm,j )‖qp
) 1
q

=
( ∞∑
k=0

2kd(
1
p−1)q

( m∑
�=1

‖Lkgj (· − z�)‖pp
) q
p
) 1
q

�
( ∞∑
k=0

2−|j−k|δq) 1
q
m1/p � m1/p.

Hence, the left hand side in (102) is � m1/q−1/p which implies the assertion if
q < p. 
�
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12.2 The Case 1 < p < ∞

We shall deduce this case from the previous one. First of all notice that Proposi-
tion 49 remains to be valid when 1 < p < ∞. Indeed, the condition on p did not
play any role in the proof. In particular, if the dimension d = 1 this implies

sup
R∈N

∥∥SRf ‖
B

1
p−1
p,q →B

1
p−1
p,q

= ∞, when 0 < q ≤ 1 < p. (104)

To establish the same result for d ≥ 2, we tensorize the previous example. Consider

Fm,j (x1, x
′) = fm,j (x1) χ(x

′),

where fm,j is the 1-dimensional function in (103), and χ ∈ C∞
c ((−2, 2)d−1) with

χ ≡ 1 in [−1, 1]d−1. We claim that, for s = 1/p − 1 and 0 < q ≤ 1 < p, we have

‖Fm,j‖Bsp,q (Rd ) � m
1/p (105)

and

‖SR(m,d)(Fm,j )‖Bsp,q (Rd ) � ‖SR(m,1)(fm,j )‖Bsp,q (R) � m1/q . (106)

Here R(m, d) are the numbers in (100), where we stress the dependence on the
dimension. Notice that in either case they verify (101).

To justify these inequalities, we construct a function ! ∈ C∞
c (R

d) as in (38),
that is

!(x) = �M [φ0 ⊗ ϕ0](x) = θ(x1)ϕ0(x
′)+ φ0(x1)ϑ(x

′), (107)

for suitable φ0, ϕ0, θ , ϑ as in the paragraph preceding (38). We let

!0(x) = φ0(x1)ϕ0(x
′), and !k(x) = 2kd!(2kx), k ≥ 1.

These functions meet the required hypothesis to have

∥∥g∥∥
Bsp,q (R

d )
≈

( ∞∑
k=0

2ksq
∥∥!k ∗ g∥∥q

Lp(Rd )

) 1
q
.

Moreover, if we define, for k ≥ 1,

φk(x1) = 2kθ(2kx1) and ϕk(x
′) = 2(d−1)kϑ(2kx ′),
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then the convolutions with φk (respectively ϕk), k = 0, 1, 2, . . ., can be used to
characterize the norms of Bsp,q in R (respectively in R

d−1). Using this notation
in (107) we can now write

!k = φk ⊗ ϕ0,k + φ0,k ⊗ ϕk, (108)

with φ0,k(x1) = 2kφ0(2kx1) and likewise for ϕ0,k.
We now prove (106). First, using (101) one easily sees that

SR(m,d)(Fm,j ) = (SR(m,1)fm,j )⊗ (E(d−1)
m [χ]).

Moreover, we claim that

!k ∗ (SR(m,d)Fm,j )(x1, x
′) = φk ∗ (SR(m,1)fm,j )(x1), x ′ ∈ ( 1

4 ,
3
4 )
d−1. (109)

Indeed, this is a direct consequence of (108) and

ϕ0,k ∗ (E(d−1)
m χ)(x ′) =

∫
ϕ0,k = 1 and ϕk ∗ (E(d−1)

m χ)(x ′) =
∫
ϕk = 0.

Then (109) implies the first inequality in (106), and from the 1-dimensional result
one obtains the second inequality.

We now prove (105). If k ≥ 1 we can write

!k ∗ Fm,j = (φk ∗ fm,j )⊗ (ϕ0,k ∗ χ)+ (φ0,k ∗ fm,j )⊗ (ϕk ∗ χ)
= Ak + Bk

(110)

(a similar formula holds for k = 0). Then

‖Ak‖p � ‖φk ∗ fm,j‖p and ‖Bk‖p ≤ ‖φ0,k ∗ fm,j‖p ‖ϕk ∗ χ‖p. (111)

From the previous calculation in one dimension we have

‖φk ∗ fm,j‖p � 2−|k−j |δ2k(1− 1
p )m1/p.

We estimate the term

‖φ0,k ∗ fm,j‖p =
( m∑
�=1

‖φ0,k ∗ gj‖pp
) 1
p = m 1

p ‖φ0,k ∗ gj‖p.

Now, if k ≥ j then

‖φ0,k ∗ gj‖p ≤ ‖φ0,k‖1 ‖gj‖p � 2(1− 1
p )j ≤ 2k(1− 1

p ).
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On the other hand, if k < j then

‖φ0,k ∗ gj‖p ≤ ‖φ0,k‖p ‖gj‖1 � 2k(1− 1
p ).

Thus,

‖Bk‖p � m1/p 2k(1− 1
p
) ‖ϕk ∗ χ‖p,

which can be inserted into (111), and overall will imply

‖Fm,j ‖
B

1
p−1
p,q

� ‖fm,j ‖
B

1
p−1
p,q

+ m
1
p ‖χ‖B0

p,q
� m

1
p .

This completes the proof of (105), and hence of (104) for all d > 1.

13 Failure of Unconditionality when s = d/p − d

Theorem 3 states that strongly admissible enumerations of Hd form a Schauder
basis of Bd/p−d

p,p when d
d+1 < p ≤ 1. We show that the stronger conclusion of

unconditionality fails. The argument will also apply to the Triebel-Lizorkin spaces
F
d/p−d
p,q and therefore we cover this case at the same time.

Theorem 50 For every N ≥ 1, there is a collection A(N) of Haar functions, all
supported in [0, 1]d , with #(A(N)) ≤ 2dN , and such that the orthogonal projection
operators PA(N) satisfy the estimates

‖PA(N)‖
B
d( 1
p−1)

p,q →B
d( 1
p−1)

p,q

� N1/q,

‖PA(N)‖
F
d( 1
p−1)

p,q →F
d( 1
p−1)

p,q

� N1/p.

We shall use the following well-known identity.

Lemma 51 For N = 1, 2, . . . , it holds

2Nd1IN,0 = 1I0,0 +
N−1∑
k=0

2kd
∑
ε∈ϒ

hεk,0 . (112)

Proof The formula follows easily computing the Haar coefficients of the function
on the left hand side of (112). 
�



420 G. Garrigós, A. Seeger and T. Ullrich

Let FN(x) = 2Nd1[0,2−N)d (x), and let GN be its odd extension GN(x) =
FN(x)− FN(−x). Consider the finite dimensional subspace

A(N) = span
(
{1[0,1)d } ∪

N−1⋃
k=0

{hεk,0 : ε ∈ ϒ}
)
, (113)

which has dimension dimA(N) = (2d − 1)N + 1. Let PA(N) be the orthogonal
projection onto A(N). Then, by Lemma 51, FN ∈ A(N) and

PA(N)
(
GN

) = FN.

The failure of unconditionality follows now from

Proposition 52 Let d−1
d
< p <∞, q > 0. Then, for large N ,

‖GN‖
B

d
p−d
p,q

� 1 , (114a)

‖GN‖
F

d
p−d
p,q

� 1 , (114b)

and

‖PA(N)GN‖
B

d
p−d
p,q

� N1/q , (115a)

‖PA(N)GN‖
F

d
p −d
p,q

� N1/p . (115b)

Proof Since ‖ψ0 ∗ GN‖p � 1 for any ψ0 ∈ S, we only need to estimate the
terms involving ψk ∗ GN , with k ≥ 1, in the Bsp,q or Fsp,q quasi-norms. Assume

that ψk(x) = 2kdψ(2kx), where ψ ∈ C∞
c ((−1, 1)d) is such that ψ(x) ≥ 1 for

x ∈ (−1/2,−1/8)d , and ψ has sufficient vanishing moments (to characterize the
involved B and F norms). For k ≥ 1, we analyzeψk∗GN . Note, thatGN is supported
on [−2−N, 2−N ]d . Since

∫
GN(x)dx = 0 we have

|ψk ∗GN(x)| � 2kd2k−N1[−2−k+1,2−k+1]d , for k ≤ N;

see (91). Hence

2k(
d
p
−d)‖ψk ∗GN‖p � 2k−N, k ≤ N. (116)
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For k > N let DN be the boundary of IN ∪ −IN . Then ψk ∗GN is supported in a
C2−k neighborhood Nk,N of DN and ψk ∗ GN = O(2Nd) on Nk,N . The measure
of Nk,N is O(2−N(d−1)−k) and therefore we obtain

2k(
d
p
−d)‖ψk ∗GN‖p � 2−(k−N)(d− d−1

p
)
, k ≥ N.

Since p > d−1
d

we can sum the estimates and obtain (114a).
Similarly

∥∥∥
( N∑
k=1

|ψk ∗GN |q2k(
d
p−d)q)1/q∥∥∥

p

�
∥∥∥
( N∑
k=1

|2kd2k−N1|x|�2−k |q2k(
d
p
−d)q)1/q∥∥∥

p
� 1

and

∥∥∥
( ∞∑
k=N+1

|ψk ∗GN |q2k(
d
p−d)q)1/q∥∥∥

p

� 2Nd
∥∥∥
( ∞∑
k=N+1

2k(
d
p−d)q

1Nk,N

)1/q∥∥∥
p

� 2Nd
( ∑
N≤l<∞

meas(Nl,N )
( ∑
N≤k≤l

2k(
d
p−d)q)p/q)1/p

� 2Nd
( ∑
N≤l<∞

2−l−N(d−1)
( ∑
N≤k≤l

2k(
d
p
−d)q)p/q)1/p

� 1.

Observe that the last inequality requires a slightly different argument in each of
the cases d−1

d
< p < 1, p = 1 and p > 1; we leave details to the reader. This

proves (114b).
We now include the lower bound for PA(N)GN = FN ≡ 2Nd1IN,0 . Let

�k =
(

− 3/8

2k
,−1/8

2k

)d
.

Then, for 4 ≤ k ≤ N − 4,

ψk ∗ FN(x) =
∫

2kdψ(2k(x − y))2Nd1IN,0 (y)dy ≥ 2kd, for x ∈ �k,
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due to 2k(x − [0, 2−N ]d ) ⊂ (−1/2,−1/8)d and the assumptions on ψ . Hence

2k(
d
p−d)‖ψk ∗ FN‖p � 1, 4 ≤ k ≤ N − 4,

which implies (115a). Also

‖FN‖
F

d
p−d
p,q

�
(N−4∑
k=4

∫
�k

2k(
d
p
−d)p2kdp

)1/p
� N1/p

and (115b) follows. 
�

14 Failure of Unconditionality when s = 1/p − 1, 1 < p < ∞

In dimension d = 1 the failure of unconditionality of H in B
1
p−1
p,q (R) is already

contained in Proposition 52. As happened in Sect. 12.2, the argument for d ≥ 2
requires a slight variation of the above.

We consider the finite dimensional space

A(N) := span
{
h⊗ 1[0,1]d−1 : h ∈ A(1)(N)

}
,

where A(1)(N) is the subspace defined in (113) (when d = 1). Note that
dimA(N) = dimA(1)(N) ≈ N . We now have

Theorem 53 Let 1 < p <∞. Then

‖PA(N)‖
B

1
p−1
p,q →B

1
p−1
p,q

� N1/q .

In particular,Hd is not unconditional in B
1
p
−1

p,q (R
d ) for any q > 0.

Proof We keep the notation FN and GN for the 1-dimensional functions in
Proposition 52. We fix χ ∈ C∞

c ((−1, 2)d−1) with χ ≡ 1 in [0, 1]d−1, and define

gN(x) = GN(x1)χ(x
′) and fN(x) = FN(x1)1[0,1]d−1(x ′).

Observe that fN ∈ A(N) and

PA(N)(gN) = fN,
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by our choice of χ . So, it suffices to show that, for large N ,

‖gN‖
B

1
p−1
p,q

� 1 and ‖fN‖
B

1
p−1
p,q

� N1/q . (117)

The first assertion is proved as in Sect. 12.2; namely, one constructs functions!k as
in (108) and observes that

!k ∗ gN = (φk ∗GN)⊗ (ϕ0,k ∗ χ)+ (φ0,k ∗GN)⊗ (ϕk ∗ χ)
= Ak + Bk.

A similar proof as the one following (111) gives

‖Ak‖p � ‖φk ∗GN‖p and ‖Bk‖p � 2k(1− 1
p
) ‖ϕk ∗ χ‖p.

From here and the 1-dimensional results in (114a) it follows that

‖gN‖
B

1
p −1
p,q (Rd )

� ‖GN‖
B

1
p−1
p,q (R)

+ ‖χ‖B0
p,q (R

d−1) � 1.

Likewise, to prove the second assertion in (117) one uses

!k ∗ fN(x1, x
′) = φk ∗ FN(x1), x ′ ∈ ( 1

4 ,
3
4 )
d−1.

This identity, as before, follows from (108) and the facts

ϕ0,k ∗ 1[0,1]d−1(x ′) =
∫
ϕ0,k = 1 and ϕk ∗ 1[0,1]d−1(x ′) =

∫
ϕk = 0,

because the supports of ϕ0,k(x− ·) and ϕk(x− ·) are contained in [0, 1]d−1 for such
values of x ′. Thus,

‖fN‖
B

1
p−1
p,q (Rd)

� ‖FN‖
B

1
p−1
p,q (R)

� N1/q .

This establishes (117) and completes the proof of Theorem 53. 
�
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Obstacle Problems Generated
by the Estimates of Square Function

Irina Holmes and Alexander Volberg

Abstract In this note we give the formula for the Bellman function associated with
the problem considered by B. Davis (Duke Math J 43:697–704, 1976) in 1976. In
this article the estimates of the type ‖Sf ‖p ≤ Cp‖f ‖p, p ≥ 2, were considered
for the dyadic square function operator S, and Davis found the sharp values of
constants Cp. However, along with the sharp constants one can consider a more
subtle characteristic of the above estimate. This quantity is called the Bellman
function of the problem. It has never been proved that the confluent hypergeometric
function from Davis’ paper (second page) gives us this Bellman function. Here we
fill out this gap by finding the exact Bellman function of the unweightedLp estimate
for the dyadic square function operator S. We cast the proofs in the language of
obstacle problems. For the sake of comparison, we also find the Bellman function
of weak (1, 1) estimate of S. This formula was suggested by Bollobas (Math Proc
Camb Phil Soc 87:377–382, 1980) and proved by Osekowski (Statist Probab Lett
79(13):1536–1538, 2009), so it is not new, but we like to emphasize the common
approach to those two Bellman function descriptions.

Keywords Obstacle problems · Square function · Bellman function · Sharp
constants
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In this note we find the exact Bellman function for the unweighted estimate of the
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for its estimates from above and from below in Lp were found by Davis [16] and
by Wang [30, 31] for various values of p’s. However, some values of p’s are still
enigmatic even now.

Another strange thing is that the Bellman function for the problem was not
exactly found. Notice that the dyadic problem has a Brownian motion counterpart
(one can think that the discrete martingale problem has a close relative—a con-
tinuous martingale problem). In that continuous problem the part of dyadic square
function is played by stopping time of Brownian motion.

Davis in [16] built the exact Bellman function for the continuous problem. In
fact, this is how he found the sharp constants mentioned above. But the exact
Bellman function for the dyadic problem was not constructed. The difference is
not so simple: one should derive a certain finite difference inequality of elementary
but quite complicated nature from its infinitesimal counterpart. This is what we are
doing here. As a result we construct the exact Bellman function for Lp-estimate of
dyadic square function.

In fact, the goal of this note is twofold: (1) to construct the exact Bellman function
for Lp-estimate of dyadic square function as this has been done in [16] for stopping
time of Brownian motion, (2) to present a small “theory” of reducing “all possible
estimates” for dyadic square function to a class of obstacle problems for finite
difference analogs of one special PDE.

This second aim is completely fulfilled and it allows us to write the Bellman
equation and obstacle problem corresponding to “any” estimate of the square
function. But notice that to write a PDE (in our case in its discrete form) is not
the same as to solve it. However, in Davis case we solve it too.

Recall that hJ denotes the normalized in L2 Haar function supported on interval
J . Let now g be a test function on an interval I , then

g = 〈g〉I 1I +
∑
J∈D(I )

�J g

with �J g = (g, hJ )hJ . The square function of g is the following aggregate:

Sg(x)
def=

( ∑
J∈D(I )
x∈J

(�J g)
2(x)

)1/2
.

Marcinkiewicz–Paley inequalities [20] relate the norms of g − 〈g〉I and Sg,
claiming that for certain situations these norms can be equivalent.

LetW(t) be the standard Brownian motion starting at zero, and T be any stopping
time. Below ‖f ‖α stands for Lα norm.

D. Burkholder [14], P. Millar [21], A. A. Novikov [23], D. Burkholder and R.
Gundy [15], B. Davis [16], found the following norm estimates

cα‖T 1/2‖α ≤ ‖W(T )‖α, 1 < α <∞, ‖T 1/2‖α <∞; (1)

‖W(T )‖α ≤ Cα‖T 1/2‖α, 0 < α <∞. (2)
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Davis [16] found the best possible values of constants above.
It was explained in [16] that the same sharp estimates (1) and (2) hold withW(T )

replaced by an integrable function g on [0, 1], and T 1/2 replaced by the dyadic
square function of g.

More precisely, Davis proved that

cα‖Sg‖α ≤ ‖g‖α, 2 ≤ α <∞; (3)

‖g‖α ≤ Cα‖Sg‖α, 0 < α ≤ 2. (4)

with the same constants as above, and these constants are sharp in those ranges of
α. Inequality (4) with the same sharp constant as in (2) but for the range α ≥ 3
was proved by G. Wang [31]. In the range α ∈ (2, 3) the sharp constant in (4) is
not known to the best of our knowledge. The same can be said about (3) in the
range α ∈ (1, 2). Notice also that Wang’s results are proved for square functions
of conditionally symmetric martingales. So Wang’s setting is more general than the
dyadic setting presented here. For the weighted estimates see [3].

Our reasoning here first follows the original proof by B. Davis of estimates
(1) and (3) based on the construction of a corresponding Bellman function. Davis
considers two problems: (1) the continuous one, where stopping time serves as the
replacement of the square function operator, (2) and a discrete one, concerning the
dyadic square function operator S itself.

For the continuous problem he defines the Bellman function (on page 699 of [16]
it is called v(t, x)). But he seems to be leaving the finding of the Bellman function
for the estimate of S outside of the scope of his paper.

We just fill out this small gap in the present note. This is done by Theorem 8, the
main part is Sect. 2.3.

But first we wish to cast the proofs in the language of obstacle problems. To
prepare the ground we start with explanation what are obstacle problems related to
square function estimates. The idea of using a specially designed function to find
sharp constants is due to Burkholder [4–13] and Davis [16]. The reader can find
various examples of this approach in [22, 25, 26], and [29].

1.1 Obstacle Problems Related to Square Function Estimates

We will always work with functions on some interval I , and T def= T(I) is the class
of test functions. We say that f ∈ T if f is constant on each dyadic interval from
DN(I) for some finiteN . By DN(I) we denote the collection of dyadic subintervals
of I of size 2−N |I |.

The main players will be an “arbitrary” functionO : R × R+ → R (an obstacle)
and a function U : R × R+ → R, U ≥ O , satisfying the following inequality

2U(p, q) ≥ U(p + a,
√
a2 + q2)+ U(p − a,

√
a2 + q2) . (5)
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We will call this the main inequality, functions U satisfying the main inequality
will be precisely Bellman functions of various estimates concerning square function
operator.

Of course the existence ofU majorizingO and satisfying (5) is not at all ensured.
Notice that (5) is invariant under taking infimum.
The reader may ask what is the future meaning of letters p, q, a in (5). Letter

p is a “locum tenens” for the average of test function f : 〈f 〉I . Letter q is a locum
tenens for a local version of square function of f , and a will serve as locum tenens
for�

I
f .

Definition 1 We call the smallest U satisfying the main inequality and majorizing
O the heat envelope ofO .

We would like to find the heat envelope of some specific O .

Theorem 2 Let U satisfy main inequality (5). Then for any f ∈ T(I)

〈U(f,
√
q2 + (Sf )2)〉I ≤ U(〈f 〉I , q) . (6)

We denote by 〈f 〉I := 1
|I |

∫
I f , the average of f over the interval I . Here is a

corollary relating the main inequality with square function estimates.

Corollary 3 Let U satisfy main inequality (5). Then for any f ∈ T(I)

〈U(f, Sf )〉I ≤ U(〈f 〉I , 0) . (7)

Before proving Theorem 2, we wish to answer the question, when, givenO , one
can find a finite valued function majorizingO and satisfying the main inequality.

Theorem 4 Let

U(p, q) def= sup
f∈T(I )
〈f 〉
I

=p

〈O(f,
√
q2 + S2f )〉

I
. (8)

If this function is finite valued, then it satisfies the main inequality.

Now we wish to formulate results that can be considered as converse to
Theorem 2. They concern the obstacle problem for (5).

As was already mentioned, by this we understand finding U satisfying (5) and
majorizing a given function (obstacle) O : R × R+ → R. It turns out that one can
give “simple” conditions necessary and sufficient for the solvability of the obstacle
problem.

Theorem 5 Let an obstacle function O , and a function F : R → R satisfying
F(p) ≥ O(p, 0) be given. A finite valued function U satisfying

• main inequality (5)
• U ≥ O
• U(p, 0) ≤ F(p)
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exists if and only if

〈O(f, Sf )〉I ≤ F(〈f 〉I ) , ∀f ∈ T . (9)

It will be especially important to use this result with one special F : F = 0.

Theorem 6 Given an obstacle function O , to find U satisfying main inequality (5)
and such that U ≥ O and U(p, 0) ≤ 0, it is necessary and sufficient to have

〈O(f, Sf )〉I ≤ 0, ∀f ∈ T . (10)

Proof (of Theorem 2) Below by Ek we denote the expectation with respect to σ -
algebra generated by dyadic intervals of family Dk . We first prove Theorem 2. Let
f ∈ T, and let N be such that f is constant on each J ∈ DN(I). Let us consider
two siblings �+, �− ∈ DN(I) with the same father � ∈ DN−1(I).

Denote p
def= 〈f 〉

�
and let 〈f 〉

�+ = p+a, then 〈f 〉
�− = p−a, and f (x) = p±a

for all x ∈ �± correspondingly. Notice that for all x ∈ �, |�
�
f (x)| = |a|, and put

q1
def= √

S2f (x)− a2, where x ∈ �± (the value Sf (x) is the same for all x ∈ �). By
the main inequality we have

∫
�+
U(f (x),

√
q2 + S2f (x)) dx +

∫
�−
U(f (x),

√
q2 + S2f (x)) dx

= |�|
(

1
2U(p + a,

√
q2 + a2 + q2

1 )+ 1
2U(p − a,

√
q2 + a2 + q2

1 )

)

≤ |�|U(p, q) =
∫
�

U(f1(x),

√
q2 + S2f1(x)) dx,

where f1
def= EN−1f . We can continue now by recursion. We denote fk

def= EN−kf ,
k = 1 . . .N . So fN(x) = E0f = 〈f 〉

I
1
I
. Notice that SfN = 0 identically, and after

repeating the above recursion N + 1 times we come to

∫
I

U(f (x),

√
q2 + S2f (x)) dx ≤ |I |U(〈f 〉

I
, q), (11)

which is the claim of the theorem. 
�
Proof (of Theorem 4) It is clear by its definition and by rescaling, that U does not
depend on the interval I , where test functions are defined. Therefore, given the data
(p + a,√a2 + q2), we can find a function f+ optimizing U(p + a,√a2 + q2) up
to ε, and we can think as well that it lives on I+. Similarly, given the data (p −
a,
√
a2 + q2), we can find a function f− optimizing U(p − a,√a2 + q2) up to ε,

and we can think as well that it lives on I−.
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Concatenate functions f± on I± to the following function:

f (x) =
{
f+(x), x ∈ I+
f−(x), x ∈ I−

Since 〈f 〉I = p, we have

U(p, q) ≥ 〈O(f,
√
q2 + S2f )〉

I

= 1
2 〈O(f,

√
q2 + S2f )〉I+ + 1

2 〈O(f,
√
q2 + S2f )〉I−

= 1
2 〈O(f+,

√
q2 + a2 + S2f+)〉I+ + 1

2 〈O(f−,
√
q2 + a2 + S2f+)〉I−

≥ 1
2 U(p + a,

√
a2 + q2)− ε + 1

2 U(p − a,
√
a2 + q2)− ε .

As ε is an arbitrary positive number we are done. 
�
Now we prove Theorem 5.

Proof First we prove the “if” part. We are given an obstacle O and a function F
such that F(p) ≥ O(p, 0). We defined

U(p, q) = sup
f∈T(I )
〈f 〉
I

=p

〈O(f,
√
q2 + S2f )〉

I
.

It is obvious that U(p, q) ≥ O(p, q), one just plugs the constant function f = p1
I
.

It is also clear that U(p, 0) ≤ F(p). Indeed,

U(p, 0) = sup
f∈T(I )
〈f 〉I =p

〈O(f, Sf )〉I ≤ F(〈f 〉I ) = F(p)

by assumption (9). Hence U(p, 0) is finite valued.
The fact that function U defined as above satisfies the main inequality (5) follows

from Theorem 4. Then by (5) it is finite valued.
Now we prove the “only if” part. We need to prove that

〈O(f, Sf )〉
I

≤ F(〈f 〉
I
)

if there exits a majorant U of O satisfying the main inequality and satisfying
U(p, 0) ≤ F(p). This is easy:

〈O(f, Sf )〉I ≤ 〈U(f, Sf )〉I ≤ U(〈f 〉I , 0) ≤ F(〈f 〉I ),

where the second inequality follows from Corollary 3. 
�
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The following theorem sums up the results of this section.

Theorem 7 There exists a finite valued function U majorizing O and satisfying
the main inequality if and only if U from (8) is finite valued. Moreover, if U is
finite valued, then the infimum of functions U majorizingO and satisfying the main
inequality is equal to U.

Proof We already saw in Theorem 4 that U from (8) (if finite valued) is one of those
functions U that majorizeO and satisfy the main inequality.

On the other hand, for any function U that majorize O and satisfy the main
inequality we know from Theorem 2 that for any test function f and any non-
negative q the following holds

U(〈f 〉I , q) ≥ 〈U(f,
√
q2 + S2f )〉I ≥ 〈O(f,

√
q2 + S2f )〉I .

Take now the supremum over test functions in the right hand side. By definition we
obtain U(〈f 〉

I
, q). Theorem is proved. 
�

We will consider in detail examples 1, 2, and 3 below.

Example 1 Davis function that gives the proof of (3) for α ≥ 2. Here the obstacle
function will be

O0(p, q) = cαα |q|α − |p|α, (12)

where the best value of cα was found by Davis [16].

Example 2 Bollobás function. Here the obstacle function will be

O1(p, q) = 1q≥1 − C|p|, (13)

where the best value of C was suggested by B. Bollobás [2]. This was verified by
A. Osȩkowski [24], see also [19].

Example 3 Bollobás function. Here the obstacle function will be

O2(p, q) = 1p2+q2≥1 − C|p|, (14)

where the best value of C was suggested by B. Bollobas [2] and also verified by
A. Osȩkowski [24], see also [19].

Example 4 Bellman function associated with the Chang–Wilson–Wolff theorem.

O3(p, q; λ) = 1[λ,∞)(p)1[0,1](q) . (15)

The function U is not fully known in the case. It is “almost” found in [22].
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2 Davis Obstacle Problem

In this section we want to find the minimal value cα for which there exists a function
U : R2 → R that solves the problem with the obstacle function of Example 0, i. e.,

U(p, q)
def= sup{〈cαα

(
q2 + (Sf )2)α/2 − |f |α〉

I
: 〈f 〉

I
= p} . (16)

In other words, we want to find the heat envelope of O0. Let α ≥ 2 and let β =
α
α−1 ≤ 2 be the conjugate exponent of α. Let

Nα(x)
def= 1F1

(
−α

2
,

1

2
,
x2

2

)

=
∞∑
m=0

(−2x2)m

(2m)!
α

2

(α
2

− 1
)

· · ·
(α

2
−m+ 1

)

= 1 − α

2
x2 + α

12

(α
2

− 1
)
x4 . . .

(17)

be the confluent hypergeometric function. Nα(x) satisfies the Hermite differential
equation

N ′′
α(x)− xN ′

α(x)+ αNα(x) = 0 for x ∈ R (18)

with initial conditions Nα(0) = 1 and N ′
α(0) = 0. Let cα be the smallest positive

zero of Nα .
Set

uα(x)
def=

⎧⎪⎨
⎪⎩

− αcα−1
α

N ′
α(cα)

Nα(x), 0 ≤ |x| ≤ cα;

cαα − |x|α, cα ≤ |x|.
(19)

Clearly uα(x) is C1(R)∩C2(R\{cα}) smooth even concave function. The concavity
follows from Lemma 9 on the page 434 and the fact that N ′

α(cα) < 0. Finally we
define

U(p, q)
def=

⎧⎨
⎩

|q|αuα
( |p|

|q|
)
, q �= 0,

−|p|α, q = 0.
(20)

In this section we are going to prove the following result.

Theorem 8 Function U from (16) is equal to U written above in (20).
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For the first time the function U(p, q) appeared in [16]. Later it was also used
in [30, 31] in the form ũ(p, t) = U(p,√t), t ≥ 0. Since we want to prove that

U = U ,

at first we will verify the following properties:

U(p, q) ≥ |q|αcαα − |p|α, (p, q) ∈ R
2, (21)

2U(p, q) ≥ U(p + a,
√
a2 + q2)+ U(p − a,

√
a2 + q2), (p, q, a) ∈ R

3.

(22)

When these two properties get proved, Theorem 7 ensures that

U ≤ U . (23)

This inequality is the most difficult part of Theorem 8.
We called (21) the obstacle condition, and (22) the main inequality. The

infinitesimal form of (22) is

1

q
Uq + Upp ≤ 0 , (24)

which follows from the main inequality by expanding it into Taylor’s series with
respect to a near the origin and comparing the second order terms.

First we check (24). On domain p/q ∈ (−cα, cα), q > 0, this follows from (20)
and the first line of (19). Moreover, on this domain we have equality Uq/q+Upp =
0, which easily follows from (18). On the complementary domain, where |p| ≥ cαq ,
we have

1

q
Uq + Upp = α(cααqα−2 − (α − 1)|p|α−2)

= αqα−2cα−2
α

(
c2
α − (α − 1)

( |p|
cαq

)α−2
)
< 0,

because α ≥ 2 and, as we will see below in Lemma 9, cα ≤ 1.
Inequality (24) guarantees that

Xt = U(W(t),√t) is a supermartingale for t ≥ 0.

In fact, using Itô’s formula, we get

dX(t) = 1

2
√
t

∂U

∂q
dt + 1

2

∂2U

∂p2 dt +
∂U

∂p
dW(t),

and therefore (24) implies that dX(t)− ∂U
∂p
dW(t) ≤ 0, soX(t) is a supermartingale.
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Finally, the supermartingale property gives us the second inequality below

E(T
α
2 cαα − |BT |α) (21)≤ EU(BT ,

√
T ) ≤ U(0, 0) = 0,

which yields (3).
Now we are going to prove that U(p, q) is the minimal function with proper-

ties (21) and (22).
The next step is to go from infinitesimal version (24) to finite difference

inequality (22). For that we need several lemmas.

Lemma 9 The minimal positive root cα of Nα has the following properties.

(1) The estimate 0 < cα ≤ 1 is valid for α ≥ 2.
(2) cα is decreasing in α > 0.
(3) N ′

α(t) ≤ 0, N ′′
α (t) ≤ 0 on [0, cα] for α > 0.

Proof Consider Gα(t)
def= e−t2/4Nα(t). Notice that the zeros of Gα and Nα are the

same. It follows from (18) that

G′
α +

(
α + 1

2
− t2

4

)
Gα = 0, Gα(0) = 1 and G′

α(0) = 0. (25)

Besides we know that the solution is even. Consider the critical case α = 2. In this
case G2(t) = e−t2/4(1 − t2) and the smallest positive zero is s2 = 1. Therefore
it follows from the Sturm comparison principle that 0 < cα < 1 for α > 2 (see
below). Moreover, the same principle applied toGα1 andGα2 with α1 > α2 implies
that Gα1 has a zero inside the interval (−sα2, sα2). Thus we conclude that cα is
decreasing in α.

To verify that N ′
α,N

′′
α ≤ 0 on [0, cα], first we claim that

Nα2 ≥ Nα1 on [0, sα1]

for α1 > α2 > 0. Indeed the proof works in the same way as the proof of Sturm’s
comparison principle. For the convenience of the reader we decided to include
the argument. As before, consider Gαj = e−t2/4Nαj . It is enough to show that
Gα2 ≥ Gα1 on [0, sα1]. It follows from (25) that G′′

α2
(0) > G′′

α1
(0). Therefore,

using the Taylor series expansion at the point 0, we see that the claim is true at
some neighborhood of zero, say [0, ε) with ε sufficiently small. Next we assume
the contrary, i.e., that there is a point a ∈ [ε, sα1] such that Gα2 ≥ Gα1 on [0, a],
Gα2(a) = Gα1(a) and G′

α2
(a) < G′

α1
(a) (notice that the case G′

α2
(a) = G′

α1
(a),

by the uniqueness theorem for ordinary differential equations, would imply that
Gα2 = Gα1 everywhere, which is impossible). Consider the Wronskian

W = G′
α1
Gα2 −Gα1G

′
α2
.
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We haveW(0) = 0 andW(a) = Gα1(a)(G
′
α1
(a)−G′

α2
(a)) ≥ 0. On the other hand,

we have

W ′ = (α2 − α1)Gα1Gα2 < 0 on [0, a),

which is a clear contradiction, and this proves the claim.
It follows from (17) that

N ′′
α = −αNα−2, (26)

and inequalities Nα−2 ≥ Nα ≥ 0 on [0, cα] imply that

N ′′
α ≤ 0 on [0, cα] .

Since N ′
α(0) = 0, and N ′′

α ≤ 0 on [0, cα], we must have N ′
α ≤ 0 on [0, cα]. 
�

Lemma 10 For any p ∈ R, the function

t �→ U(p,
√
t) is convex for t ≥ 0 . (27)

Proof Without loss of generality, assume that p ≥ 0. We recall that U(p,
√
t) =

tα/2uα(p/
√
t). Since α ≥ 2, the only interesting case to consider is when p/

√
t <

cα (otherwise tα/2 is convex). In this case we have U(p,
√
t) = καt

α/2Nα(p/
√
t),

where κα is a positive constant. In particular, by (18) we have U(p,
√
t)t +

1
2U(p,

√
t)pp = 0. Using (26), we obtain

U(p,
√
t)t = −U(p,

√
t)pp

2
= −κα

2
t
α
2 −1N ′′

α (p/
√
t) = ακα

2
t
α−2

2 Nα−2(p/
√
t).

Therefore, it would be enough to show that for any γ ≥ 0, the function x−γ Nγ (x)
is decreasing for x ∈ (0, sγ+2). Differentiating, and using (18) again, we obtain

d

dx

(
Nγ (x)

xγ

)
= N ′′

γ (x)

xγ+1 ,

which is nonpositive by Lemma 9. 
�
The next lemma, together with Lemma 10 and (24), implies that U(p, q)

satisfies (22).

Lemma 11 (Barthe–Maurey [1]) Let J be a convex subset of R, and let

V (p, q) : J × R+ → R
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be such that

Vpp + Vq

q
≤ 0 for all (p, q) ∈ J × R+; (28)

t �→ V (p,
√
t) is convex for each fixed p ∈ J. (29)

Then for all (p, q, a) with p ± a ∈ J and q ≥ 0, we have

2V (p, q) ≥ V (p + a,
√
a2 + q2)+ V (p − a,

√
a2 + q2). (30)

The lemma says that the global finite difference inequality (30) is in fact implied by
its infinitesimal form (28) under the extra condition (29).

Proof The argument is borrowed from [1].
Without loss of generality assume a ≥ 0. Consider the process

Xt = V (p +W(t),
√
q2 + t), t ≥ 0.

Here W(t) is the standard Brownian motion starting at zero. It follows from Itô’s
formula together with (28) thatXt is a supermartingale. Indeed, by Itô’s formula we
have

Xt = X0 +
∫ t

0
Vp dW(t) + 1

2

∫ t

0

(
Vpp + Vq√

q2 + t

)
dt

and notice that the drift term is negative. Let τ be the stopping time such thatW(τ)
hits a or −a, i. e.

τ = inf{t ≥ 0 : W(t) /∈ (−a, a)}.

The supermartingale property of Xt and concavity (29) yield the following chain
of inequalities:

V (p, q) = X0 ≥ EXτ = EV (p +W(τ),
√
q2 + τ )

= P(W(τ) = −a)E(V (p − a,
√
q2 + τ )|W(τ) = −a)

+ P(W(τ) = a)E(V (p + a,
√
q2 + τ )|W(τ) = a)

= 1
2

(
E(V (p − a,

√
q2 + τ )|W(τ) = −a)

+ E(V (p + a,
√
q2 + τ )|W(τ) = a)

)
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≥ 1
2

(
V
(
p − a,

√
q2 + E(τ |W(τ) = −a))

+ V (p + a,
√
q2 + E(τ |W(τ) = a)))

= 1
2

(
V
(
p − a,

√
q2 + a2

) + V (p + a,
√
q2 + a2

))
.

Notice that we have used P(W(τ) = a) = P(W(τ) = −a) = 1/2, E(τ |W(τ) =
a) = E(τ |W(τ) = −a) = a2, and the fact that the map t �→ V (p,

√
t) is convex

together with Jensen’s inequality. 
�

2.1 Majorization of the Obstacle Function

We have finished the proof of inequality (22). Now we are going to check (21) from
page 433. Let

κα = − αcα−1
α

N ′
α(cα)

.

Function καNα in the first line of (19) is equal to function g
def= cαα − xα at

x = cα . To prove that καNα ≥ g on [0, cα], thus, it is enough to prove καN ′
α ≤ g′

on this interval. At point cα these derivatives coincide by the choice of κα. Notice
that κα > 0 and thatN ′

α and g′ are negative. Therefore, to check that −καN ′
α ≥ −g′

it is enough to show that function −N ′
α/x

α−1 is decreasing on [0, cα], i. e.

(−N ′
α

xα−1

)′ ≤ 0 . (31)

But

( N ′
α

xα−1

)′ = xN ′′
α − (α − 1)N ′

α

xα
= N ′′′

α

xα
,

where the last equality follows from (18).
On the other hand, from (17) it follows that N ′′′

α = −αN ′
α−2. This expression is

positive by Lemma 9. Hence (31) is proved. This proves that

uα ≥ cαα − |x|α, x ∈ [−cα, cα].

We conclude that the function U from page 432 majorizes the obstacle:

U(p, q) ≥ cαα |q|α − |p|α . (32)
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2.2 Why Constant cα is Sharp?

The example, which show that the value cα given on page 432 cannot be replaced
by larger value is based on results of A. Novikov [23] and L. Shepp [27]. Introduce
the following stopping time

Ta
def= inf{t > 0 : |W(t)| = a√t + 1}, a > 0.

It was proved in [27] that ET α/2a < ∞ if a < cα and that Etα/2cα = ∞, α > 0. This

gives us that Etα/2a → ∞, when a → cα−. From here we get

lim
a→cα−

E(Ta + 1)α/2

ET
α/2
a

= 1 .

By definition of Ta we have |W(Ta)| = a√Ta + 1, and hence

lim
a→cα−

E|W(Ta)|α
ET

α/2
a

→ cαα .

Now it follows immediately that the best constant in (1) cannot be larger than cα
defined on page 432. Davis in [16] extended this estimate for the case of dyadic
square function estimate (3).

2.3 Why U from Page 432 is the Smallest Function
Satisfying (21) and (22)?

We know that on {(p, q) : q ≥ 0, |p|α ≤ cααqα}

|q|αcαα − |p|α ≤ U(p, q) ≤ U(p, q) . (33)

Indeed, we proved that U satisfies the main inequality and that it majorizes the
obstacle |q|αcαα − |p|α. We also proved that U is the smallest such function (this is
true for any obstacle whatsoever). Hence, (33) is verified.

But now we want to demonstrate that the Bellman function is already found:
U = U . To do that we need to work a little bit more.

By definition on page 432 U is homogeneous of degree α. We introduce b(p)
def=

U(p, 1), b(p)
def= U(p, 1). Thus we need to prove that

b(p) = b(p), p ∈ [−cα, cα]. (34)
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One can easily rewrite (22) in terms of b: for all x± τ ∈ [−cα, cα] the following
holds:

2b(x) ≥ (1 + τ 2)α/2
(

b
( x + τ√

1 + τ 2

)
+ b

( x − τ√
1 + τ 2

))
. (35)

Since by constructionU(p, q) = 0 if |q|αcαα−|p|α = 0 we conclude that b(±cα) =
b(±cα) = 0.

Combining (22) with a simple observation that U by definition increases in q , we
can conclude that function U is concave in p for every fixed q , b is concave.

Let us recall that for any concave function f the following holds (see e.g. [17]):

f (x + h) = f (x)+ f ′(x)h+ 1

2
f ′′(x)h2 + o(h2), h→ 0, for a.e. x . (36)

Then (36) and inequality (35) implies that b′′−xb′+αb ≤ 0 a.e. But function b is
concave. In particular, it is everywhere defined and continuous, and its derivative b′
is also its distributional derivative, and it is everywhere defined decreasing function.

Let (b)′′ denote the distributional derivative of decreasing function b′. Thus it
is a non-positive measure. We denote its singular part by symbol σs . Hence, in the
sense of distributions

(b)′′ − xb′ dx + αb dx = (
b′′ − xb′ + αb

)
dx + dσs ≤ 0 . (37)

Lemma 12 Let α > 0. Let even non-negative concave function v defined on
[−cα, cα] satisfy v(±cα) = 0. Let v satisfy v′′ − xv′ + αv ≤ 0 on (−cα, cα)
pointwise and in the sense of distributions. Assume also that v have finite derivative
at cα: v′(cα) > −∞. Then v′′ − xv′ + αv = 0 on (−cα, cα) pointwisely and in the
sense of distributions. Also v = cu for some constant c.
Proof Let u

def= uα from (19). It is C2 function and u′′ −xu′+αu = 0 on [−cα, cα].
Denote

g
def= v′′ − xv′ + αv .

Function v is concave, so its second derivative is defined a.e., and we assumed that
g ≤ 0.

Consider everywhere defined function

w
def= v′u− u′v .

Its derivative is defined almost everywhere, and let us first calculate it a.e.:

w′ = v′′u− u′′v = (g + xv′ − αv)u− (xu′ − αu)v = gu+ xw .



440 I. Holmes and A. Volberg

Also in distributional sense

(w)′ = (v)′′u− u′′v dx = (gu+ xw) dx + u dσs .

Hence,

d

dx
e−x2/2w = gue−x2/2, for almost every x , (38)

and

(
e−x2/2w

)′ = gue−x2/2 dx + ue−x2/2 dσs, in distribution sense . (39)

Measure σs is non-positive, therefore, these two inequalities (38), (39) mean that for
any two points 0 < a < b < 1 we have

e−b2/2w(b)− e−a2/2w(a) ≤
∫ b

a

gue−x2/2 dx,

moreover, the inequality is strict, if σs(a, b) �= 0.
Let us tend b to 1. Looking at the definition w = v′u − u′v and using the

assumptions of lemma, we conclude that e−b2/2w(b)→ 0. Hence,

e−a2/2w(a) ≥
∫ 1

a

(−g)ue−x2/2 dx . (40)

Again the inequality is strict if σs(a, 1) �= 0.
Now let us tend a → 0. By smoothness and evenness u′(a) → 0. But u(a) > 0

and v′(a) ≤ 0 for a. e. a > 0. Therefore,

lim sup
a→0+

e−a2/2w(a) ≤ 0 .

Combining this with (40) we conclude that

∫ 1

a

(−g)ue−x2/2 dx ≤ 0

with the strict inequality if σs(0, 1) �= 0. The strict inequality of course leads to
contradiction (recall that −g ≥ 0, u > 0), so we conclude that σs is a zero measure
on (0, 1). But also even a non-strict inequality implies that g = 0 a.e.
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We conclude from (38), (39) that e−x2/2w(x) is constant on (0, 1). But we
already saw that this function tends to 0 when x tends to 1. Thus, identically on
(0, 1)

u′v − v′u = w = 0 .

This means that v/u = const . Lemma is proved. 
�
Now it is easy to prove (34): b = b. Choose v = b, the assumptions on ordinary

differential inequality is easy to verify, see (37). Of course this function vanishes at
±cα. Also by the definition of b it is clear (see (19), (20)) that

b′(cα) = −αcα−1
α > −∞ .

We are left to see that the same is true for b′(cα).
Recall that b(·) = U(·, 1), b(·) = U(·, 1), then by (33) we definitely know that

cαα − |x|α ≤ b(x) ≤ b(x), x ∈ [−cα, cα] .
The functions on the left and on the right vanish at cα and have the same derivative
−αcα−1

α at Cα . Hence, b is in fact differentiable at cα (the left derivative exists), and
its (left) derivative satisfies

b′(cα) = b′(cα) = −αcα−1
α > −∞ .

But now Lemma 12 says that b = const · b. Since we have the above relationship
on derivatives, the constant has to be 1. We proved (34). This gives

U = U,
where U was defined in (19), (20). We found the Bellman function U for
Burkholder–Gundy–Davis inequality, and we completely solved the obstacle prob-
lem with the obstacle O(p, q) = cααqα − |p|α , α ≥ 2.

2.4 When Obstacle Coincides with its Heat Envelope

The next corollary immediately follows from the previous proposition, and it
describes one possibility when the heat envelope coincides with its obstacle

Corollary 13 Let O(p, q) be C2(R × [0,∞)) obstacle such that

Opp + Oq

q
≤ 0 and

t �→ O(p,
√
t) is convex.

Then the heat envelope U of O satisfies U(p, q) = O(p, q).
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The next proposition says that if O satisfies “backward heat equation” then
the convexity assumption t �→ O(p,

√
t) is necessary and sufficient for main

inequality (5).

Proposition 14 Let O(p, q) ∈ C4(R × [0,∞)) be such that

Opp + Oq

q
= 0

for all (p, q) ∈ R × (0,∞). Then the following conditions are equivalent
(i) The map t �→ O(p,

√
t) is convex for t ≥ 0.

(ii) 2O(p, q) ≥ O(p+ a,√q2 + a2)+O(p− a,√q2 + a2) for all p, a ∈ R and
all q ≥ 0.

Proof The implication (i) ⇒ (ii) follows from Lemma 11. It remains to show the
implication (ii)⇒ (i). By Taylor’s formula as a → 0 we have

O(p + a,
√
q2 + a2)+O(p − a,

√
q2 + a2)

= 2O(p, q)+
(
Opp + Oq

q

)
a2 +

(
Opppp + 6

Oppq

q
+ 3

Oqq

q2
− 3

Oq

q3

)
a4

12
+ o(a4)

Since Opp + Oq
q

= 0 we see that

Opppp + 6
Oppq

q
+ 3

Oqq

q2 − 3
Oq

q3 = 2

(
Oq

q3 − Oqq

q2

)
.

Therefore,

0 ≥ O(p + a,
√
q2 + a2)+O(p − a,

√
q2 + a2)− 2O(p, q) =

=
(
Oq

q
−Oqq

)
a4

6q2
+ o(a4).

Thus we obtain that Oq
q

− Oqq ≤ 0. On the other hand the latter inequality is

equivalent to the fact that t → O(p,
√
t) is convex. 
�

3 Bollobás Function

This part of the present article is taken from [19]. We put it here because the solution
of the obstacle problem(s) in this section and the solution of the obstacle problem
in the previous section have so much in common, and at the same time, they have
essential differences. So we include the current section for the sake of comparison.



Obstacle Problems Generated by the Estimates of Square Function 443

The classical Littlewood–Khintchine inequality states that

( n∑
k=1

a2
k

)1/2 ≤ L
∫ 1

0

∣∣ n∑
k=1

akrk(t)dt
∣∣, (41)

where {rk(t)} are Rademacher functions. It was one of Littlewood’s problems to
find the best value for constant L. The problem was solved by S. Szarek [28], see
also [18]. The sharp constant is L = √

2.
B. Bollobás [2] considered the following related problem, which we formulate in

the form convenient for us. The problem of Bollobás was: what is the best value for
the constant B for the following inequality

λ
∣∣{t ∈ (0, 1) : Sf (t) ≥ λ}∣∣ ≤ C‖f ‖1 ? (42)

Consider xn
def= ∑n

k=1 akrk(t). If we denote λ
def= (∑n

k=1 a
2
k

)1/2 = Sxn(x)

(obviously Sxn is a constant function), we get

( n∑
k=1

a2
k

)1/2= λ∣∣{t ∈ (0, 1) : Sxn(t) ≥ λ}∣∣

≤ C
∫ 1

0

∣∣ n∑
k=1

akrk(t)
∣∣dt .

(43)

This says that
√

2 = L ≤ B. On the other hand, D. Burkholder in [14] proved
that B ≤ 3. B. Bollobás in [2] conjectured the best value of B, and in 2009 A.
Osȩkowski [24] proved this conjecture. We will give a slightly different proof by
solving the obstacle problem and finding the heat envelopes of two obstacles:

O1(p, q) = 1q≥1 − C1|p|, (44)

O2(p, q) = 1p2+q2≥1 − C2|p|. (45)

We are interested in the smallest possible values of C1 and C2 such that these
functions have (finite) heat envelopes. The reader will see, in particular, that
C1 = C2 = C and that the heat envelopes of these two functions coincide—see
Theorem 19.

Define the following Bellman function:

B(x, λ) def= inf{〈|ϕ|〉
J
: 〈ϕ〉

J
= x; S2

J ϕ ≥ λ a. e. on J }. (46)

Some of the obvious properties of B are:

• Domain: �B
def= {(x, λ) : x ∈ R; λ > 0};

• B is increasing in λ and even in x;
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• Homogeneity: B(tx, t2λ) = |t|B(x, λ);
• Range/Obstacle Condition: |x| ≤ B(x, λ) ≤ max{|x|,√λ};
• Main Inequality:

2B(x, λ) ≤ B(x − a, λ− a2)+ B(x + a, λ− a2), ∀ |a| < √
λ. (47)

Remark how this is going in the direction opposite to (5)—this is because the
function B above is defined as an infimum and not the usual supremum. This
function will mirror many of the properties of a supremum function, so convexity
now becomes concavity.

• B is convex in x, and so it is easy to see that B is minimal at x = 0:

B(0, λ) ≤ B(x, λ), ∀ x, (48)

therefore we can use that B is increasing in λ and also use the minimality at x = 0
to obtain from (47) that B is non-decreasing in x for x ≥ 0, and non-increasing
in x for x ≤ 0;

• Greatest Subsolution: If B(x, λ) is any continuous non-negative function on �B
which satisfies the main inequality (47) and the range condition B(x,

√
λ) ≤

max{|x|,√λ}, then B ≤ B.

3.1 Bellman Induction

Theorem 15 If B is any subsolution as defined above, then B ≤ B.

Proof We must prove that B(x, λ) ≤ 〈|ϕ|〉J for any function ϕ on J with 〈ϕ〉J = x,
|J | = |{x ∈ J : S2

J ϕ(x) ≥ λ}|. As before, we may assume that there is some dyadic
level N ≥ 0 below which the Haar coefficients of ϕ are zero.

If λ ≤ (�J ϕ)
2, then by the range/obstacle condition above

B(x, λ) ≤ max{|x|,√λ} ≤ max{|x|, |�
J
ϕ|} ≤ 〈|ϕ|〉

J
,

and we are done. Otherwise, put λJ± = λ− (�J ϕ)
2 > 0, xJ± = 〈ϕ〉J± . Then by the

main inequality:

|J |B(x, λ) ≤ |J−|B(xJ−, λJ−)+ |J+|B(xJ+, λJ+).

If λJ− ≤ (�J−ϕ)
2, it follows as before that |J−|B(xJ−, λJ−) ≤ ∫

J− |ϕ|, and
otherwise we iterate further on J−.

Continuing this way down to the last level N and putting λI
def= λ− (�I(1)ϕ)2 −

. . .− (�
J
ϕ)2 for every I ∈ DN(J ), where I (1) denotes the dyadic father of I , the
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previous iterations have covered all cases where λI ≤ 0, and we have (with xI I )

|J |B(x, λ) ≤
∑

I∈DN (J )
λI≤0

∫
I

|ϕ| +
∑

I∈DN (J )
λI >0

|I |B(xI , λI ). (49)

Now note that for all I ∈ DN(J ) we must have λI ≤ (�I ϕ)
2 just because

S2
J ϕ(x) ≥ λ everywhere on J , so we use the range/obstacle condition as before

to obtain B(xI , λI ) ≤ max{|xI |, |�Iϕ|} ≤ 〈|ϕ|〉J . Finally, (49) becomes:

|J |B(x, λ) ≤
∑

I∈DN(J )

∫
I

|ϕ| =
∫
J

|ϕ|.

Thus the proof of the claim

B ≤ B

is complete. 
�

3.2 Finding the Candidate for B(x, λ)

We introduce

b(τ )
def= B(τ, 1) .

Using homogeneity, we write

√
λb(τ ) = √

λB
(
x√
λ
, 1

)
= B(x, λ) , where τ = x√

λ
.

Then b : R → [0,∞), b is even in τ , and from (48):

b(0) ≤ b(τ ), ∀ τ. (50)

Moreover, b satisfies

b(τ ) = |τ |, ∀ |τ | ≥ 1 . (51)

We are looking for a candidate B for B. We will assume now that B is smooth.
We will find the candidate under this assumption, and later we will prove that thus
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found function is indeed B. Using again Taylor’s formula, the infinitesimal version
of (47) is

Bxx − 2Bλ ≥ 0. (52)

In terms of b, this becomes

b′′(τ )+ τb′(τ )− b(τ ) ≥ 0. (53)

Since b is even, we focus next only on τ ≥ 0.
Let symbol
 denote the following function:


(τ)
def=

∫ τ

0
e−y2/2 dy .

Put

!(τ) = τ
(τ)+ e−τ 2/2, ∀ τ ≥ 0.

The general solution of the differential equation

z′′(τ )+ τz′(τ )− z(τ ) = 0, τ ≥ 0

is

z(τ ) = C!(τ)+Dτ .

Note that

! ′(τ ) = 
(τ), ! ′′(τ ) = e−τ 2/2 . (54)

Since b(τ ) = τ for τ ≥ 1, see (51), a reasonable candidate for our function b is one
already proposed by B. Bollobas [2]:

b(τ)
def=

{
!(τ)
!(1) , 0 ≤ τ < 1

τ, τ ≥ 1.
(55)

In other words, a candidate for B is

B(y, λ) =
⎧⎨
⎩

√
λ
!
( |y|√

λ

)
!(1) ,

√
λ ≥ |y|,

|y|, √
λ ≤ |y| .

(56)
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Our first goal will be to go from differential inequality (52) to its finite difference
version (5).

Lemma 16 The function B defined in (56) satisfies the finite difference main
inequality (the analog of (47)):

2B(y, λ) ≤ B(y − a, λ− a2)+ B(y + a, λ− a2) . (57)

We already saw in Lemma 11 that under some extra assumptions of convexity one
can derive the finite difference inequalities from their differential form (infinitesimal
form). Unfortunately, this approach will not work for function B defined in (56).
This function exactly misses the extra property (29) of Lemma 11. In fact, we deal
now with convexity paradigm rather than concavity conditions of Lemma 11, so the
right analog of property (29) for B in the above formula would be

λ→ B(y, λ) is a concave function for every fixed y .

But it is obvious that our candidate B does not have this property. This is why
the proof of Lemma 16 requires direct calculations. This requires splitting the proof
into several cases. One of them was considered in [2], but other cases were only
mentioned there.

Proof (of Lemma 16) By symmetry we can think that x ≥ 0. Case (1) will be when
both points x ± t, λ− t2) lie in Π (i. e. they lie over parabola λ = x2).

Case (1). We follow [2]. Put

X(x, τ )
def= x + τ
(1 − τ 2)1/2

, τ ∈ [0, x], x ∈ [0, 1) . (58)

In our case (57) can be rewritten as (τ
def= a/

√
λ, x = y/√λ):

2!(x) ≤ !(X(x, τ ))+!(X(x,−τ )), (59)

which is correct for τ = 0. Let us check that

∂

∂τ
(!(X(x, τ ))+!(X(x,−τ ))) ≥ 0 . (60)

Using (54), we get the equality

∂

∂τ
(!(X(x, τ ))+ !(X(x,−τ ))) = 1

1 − τ 2 (
(X(x, τ ))−
(X(x,−τ )))
xτ

1 − τ 2 (
(X(x, τ ))+
(X(x,−τ )))−
τ

(1 − τ 2)1/2
(X(x, τ ))
(X(x, τ ))

+X(x,−τ ))
(X(x,−τ )))− τ

(1 − τ 2)1/2
(e−X(x,τ )2/2 + e−X(x,−τ )2/2) .
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After plugging (58) this simplifies to

∂

∂τ
(!(X(x, τ ))+!(X(x,−τ ))) = (
(X(x, τ ))−
(X(x,−τ )))

− τ

(1 − τ 2)1/2
(e−X(x,τ )2/2 + e−X(x,−τ )2/2) .

But τ
(1−τ 2)1/2

= 1
2 (X(x, τ ) − X(x,−τ )), so to prove (60) one needs to check the

following inequality.

−
∫ X(x,τ )

X(x,−τ )
e−s2/2ds ≥ 1

2 (e
−X(x,τ )2/2 + e−X(x,−τ )2/2) . (61)

This inequality holds because in our case (1) we have X(x,−τ )
∈ [−1, 1],X(x, τ ) ∈ [−1, 1], and function s → e−s2/2 is concave on the interval
[−1, 1]. (It is easy that for every concave function on an interval, its average over
the interval is at least its average over the ends of the interval.)

Case (2). Now suppose that the left point (x − t, λ − t2) lies on parabola. By
homogeneity we can always think that λ = 1. We continue to consider by symmetry
x ≥ 0 only. If (x − t, 1 − t2) is such that (x − t)2 = 1 − t2 then we need to show
that

2
!(x)

!(1)
≤ 2t (62)

Clearly 0 ≤ t ≤ 1, 0 ≤ x ≤ t . From (x− t)2 = 1− t2 we obtain that t−√
1 − t2 def=

x(t) ≥ 0, so t ≥ 1√
2
, and the inequality (62) simplifies to

x(t) ≤ !−1(!(1)t),
1√
2

≤ t ≤ 1.

The left hand side is convex and the right hand side is concave. Since at t = 1 and
t = 1√

2
the inequality holds then it holds on the whole interval [1/√2, 1].

So we proved that if the left point already leftΠ (and then automatically the right
point also already left it), the desired inequality holds.

Case (3). It remains to show that if the right point already leftΠ but the left point
is inΠ , then (57) still holds. Again by homogeneity we can always think that λ = 1.
Then the required inequality amounts to

2!(x) ≤
√

1 − t2!
(
t − x√
1 − t2

)
+!(1)(x + t)
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where either
√

1 − t2 − t ≤ x ≤ t ≤ 1 or
√

1 − t2 − t ≤ t ≤ x ≤ 1. It is the same
as to show

!

(
t − x√
1 − t2

)
+
(
t − ( 2!(x)

!(1) − x)√
1 − t2

)
!(1) ≥ 0 (63)

for all 0 ≤ x ≤ 1 if
√

2−x2−x
2 < t <

x+
√

2−x2

2 . The left inequality says that the
right point already crossed parabola ∂Π and the right inequality says that the left
point is still insideΠ .

Let as show that the derivative in t of the left hand side of (63) is nonnegative.
If this is the case then we are done. ! is increasing (see (54)), and since xt ≤ 1

therefore t �→ !

(
t−x√
1−t2

)
is increasing as a composition of two increasing

functions. By the same logic, to check the monotonicity of the map t �→ t−( 2!(x)
!(1) −x)√
1−t2

it is enough to verify that t ( 2!(x)
!(1) − x) ≤ 1. The latter inequality follows from the

following two simple inequalities

!(x) ≥ !(1)x, 0 ≤ x ≤ 1 (64)(
x + √

2 − x2

2

)(
2!(x)

!(1)
− x

)
≤ 1, 0 ≤ x ≤ 1 (65)

Indeed, to verify (64) notice that

d

dx

!(x)

x
= x
(x)−!(x)

x2 = −e
− x2

2

x2 < 0, (66)

therefore !(x)
x

≥ !(1) when 0 ≤ x ≤ 1.
To verify (65) it is enough to show that

!(x)

!(1)x
≤ 1

x2 + x√2 − x2
+ 1

2

If x = 1 we have equality. Taking derivative of the mapping

x → !(x)

!(1)x
− 1

x2 + x√2 − x2
− 1

2

we obtain

2

x2

⎛
⎜⎝− e− x2

2

2!(1)
+

x + 1−x2√
2−x2

(x + √
2 − x2)2

⎞
⎟⎠ ≥ 0
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To prove the last inequality it is the same as to show that

√
2 − x2 + x(2 − x2)

x
√

2 − x2 + 1 − x2
≤ !(1)e x

2
2 .

For the exponential function we use the estimate e
x2
2 ≥ 1+ x2

2 . We estimate
√

2 − x2

from above in the numerator by
√

2(1 − x2

4 ), and we estimate
√

2 − x2 from below

in the denominator by (1 − √
2)(x − 1)+ 1 (as x → √

2 − x2 is concave). Thus it
would be enough to prove that

√
2(1 − x2

4 )+ x(2 − x2)√
2x(1 − x)+ 1

≤ !(1)
(

1 + x2

2

)
, 0 ≤ x ≤ 1

If we further use the estimates !(1) > 29
28 , and 41

29 <
√

2 < 17
12 (for denominator

and numerator correspondingly), then the last inequality would follow from

29

240
· 246x4 − 486x3 + 233x2 − 12x − 8

29 + 41x − 41x2
≤ 0

The denominator has the positive sign. The negativity of 246x4 − 486x3 + 233x2 −
12x − 8 ≤ 0 for 0 ≤ x ≤ 1 follows from the Sturm’s algorithm, which shows that
the polynomial does not have roots on [0, 1]. Since at point x = 0 it is negative
therefore it is negative on the whole interval. 
�

3.3 Finding B

Since it is easy to verify that B satisfies the range condition B(x, λ) ≤
max{|f |,√λ}, we have then that B is a subsolution of (57), and so, by Theorem 15

B ≤ B .

Now we want to prove the opposite inequality

B ≤ B . (67)

Lemma 17 Let even functions b and b defined on [−1, 1] satisfy b(1) = b(1) = 1,
and b′′ +xb′ −b = 0, b ∈ C2, b being a convex function such that b′′ +xb′ −b ≥ 0
on (−1, 1) in the sense of distributions. Then b ≤ b.
Proof If b were inC2 as well, then this would be very easy. In fact, consider a(x)

def=
b(x)− b(x). At end points it is zero, and a′′ + xa′ − a ≥ 0. Assume that function a
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is strictly positive somewhere, then it should have a maximum, where it is positive.
Let it be x0. Then a(x0) > 0, a′(x0) = 0. So a′′(x0) ≥ a(x0) > 0. Then x0 cannot
be maximum, so we come to a contradiction.

If b is not C2, we still consider a(x)
def= b(x)− b(x), which is still a continuous

function on [−1, 1] equal to 0 at the endpoints. If it is positive somewhere, it should
have a positive maximum, let s0 be a point of maximum.

Since b is assumed to be convex, function a′ is of bounded variation, and as
such it is the sum of f and g, where f is a continuous function and g is a jump
function. Notice that (1) all jumps are positive, as they came only from b, and (b) g
is continuous everywhere except the countable set of jump points.

As a′ is a function of bounded variation it has one-sided limits at any interior
point. Let a′(s0±) be right and left limits correspondingly. Since all the jumps are
positive we have

a′(s0+) ≥ a(s0−).

But s0 is a point of maximum of a, so a′(s0−) ≥ 0, a′(s0+) ≤ 0. All together may
happen only if a′(s0+) = a′(s0−) = 0. But this means that s0 is not a jump point.

By continuity at s0, a′ is small near s0, but a(s0) > 0, so we can choose a small
neighborhood of s0, where |sa′(s)| < 1

2a(s).
Since a′′ + sa′ − a ≥ 0, in this neighborhood of s0 we have

a′′ ≥ a − sa′ > 1
2a ≥ 0

in the sense of distributions. But a convex function cannot have maximum strictly
inside an interval. We come to a contradiction.

Lemma is proved. 
�
We found the Bellman function B, the formula is given in the following theorem.

Theorem 18

B(x, λ) =
⎧⎨
⎩

√
λ
!
( |x|√

λ

)
!(1) , x2 ≤ λ,

|x|, x2 ≥ λ .
(68)

Let us introduce an obstacle function defined on R
2.

O(x, λ)
def=

{
|x|, x2 ≥ λ
∞, x2 < λ .

(69)

Theorem 19 Function B is the largest function satisfying the finite difference
inequality such that it is majorized by the obstacle functionO(x, λ):

B(x, λ) ≤ O(x, λ) . (70)
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Moreover,

B(x, λ) = max

(√
λ
!( x√

λ
)

!(1)
, |x|

)
. (71)
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Of Commutators and Jacobians

Tuomas P. Hytönen

Dedicated to Professor Fulvio Ricci

Abstract I discuss the prescribed Jacobian equation Ju = det ∇u = f for an
unknown vector-function u, and the connection of this problem to the boundedness
of commutators of multiplication operators with singular integrals in general, and
with the Beurling operator in particular. A conjecture of T. Iwaniec regarding the
solvability for general datum f ∈ Lp(Rd) remains open, but recent partial results in
this direction will be presented. These are based on a complete characterisation of
the Lp-to-Lq boundedness of commutators, where the regime of exponents p > q ,
unexplored until recently, plays a key role. These results have been proved in general
dimension d ≥ 2 elsewhere, but I will here present a simplified approach to the
important special case d = 2, using a framework suggested by S. Lindberg.

Keywords Commutator · Beurling transform · Jacobian determinant

1 The Prescribed Jacobian Problem

Given a vector-valued function u = (uj )
d
j=1 ∈ Ẇ 1,pd (Rd)d in the homogeneous

Sobolev space

Ẇ 1,pd(Rd) = {v ∈ L1
loc(R

d) : ∂iv ∈ Lpd(Rd ) ∀i},

it is clear that its Jacobian determinant—a linear combination of d-fold products of
the various ∂iuj—satisfies Ju := det ∇u := det(∂iuj )di,j=1 ∈ Lp(Rd).
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Our starting point is the reverse question: Given f ∈ Lp(Rd ), is there u ∈
Ẇ 1,pd(Rd)d such that Ju = f ? This is a nonlinear PDE, known as the “prescribed
Jacobian equation”. It has been mostly studied for smooth functions f on bounded
domains � [4, 12], in which case there are signifcant geometric applications (e.g.
[1]). In the global Lp case that we discuss, there is:

Conjecture 1 ([6]) For p ∈ (1,∞), there exists a continuous E : Lp(Rd) →
Ẇ 1,pd(Rd)d such that J ◦E = I .

As suggested in [6], such an E could be interpreted as a “fundamental solution
of the Jacobian equation”.

The case p = 1 had already been addressed a little earlier. In this case, a simple
integration by parts confirms that

u ∈ Ẇ 1,d (Rd)d ⇒
∫
Ju = 0 ⇒ J (Ẇ 1,d (Rd )d) � L1(Rd).

A somewhat more careful argument yields:

Theorem 2 ([3]) For u ∈ Ẇ 1,d (Rd )d , d ≥ 2, we have

‖Ju‖H 1(Rd ) � ‖u‖d
Ẇ 1,d (Rd)d

where H 1(Rd) denotes the Hardy space.

Again in the reverse direction, [3] asked: Given f ∈ H 1(Rd), is there u ∈
Ẇ 1,d (Rd)d such that Ju = f ? As a partial positive evidence, they proved:

Theorem 3 ([3]) For every f ∈ H 1(Rd ), there are ui ∈ Ẇ 1,d(Rd)d and αi ≥ 0
such that

f =
∞∑
i=1

αiJ (u
i), ‖ui‖Ẇ 1,d (Rd )d ≤ 1,

∞∑
i=1

αi � ‖f ‖H 1(Rd ).

What about the (perhaps more usual) non-homogeneous Sobolev space

W 1,p(Rd) := {v ∈ Lp(Rd ) : ∇v ∈ Lp(Rd )d},
� Ẇ 1,p(Rd) := {v ∈ L1

loc(R
d ) : ∇v ∈ Lp(Rd )d}.

Given f ∈ Lp(Rd) (resp. H 1(Rd) if p = 1), could we even hope to find u ∈
W 1,pd(Rd)d with Ju = f ? It was only fairly recently that this was shown to fail,
and in fact quite miserably:

Theorem 4 ([10]) The set

{ ∞∑
i=1

αiJ (u
i) : ‖ui‖W 1,pd (Rd )d ≤ 1,

∞∑
i=1

|αi | <∞
}
,
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which obviously contains the image JW 1,pd (Rd)d , has first category in Lp(Rd) if
p ∈ (1,∞) resp. in H 1(Rd ) if p = 1.

Very roughly speaking, the reason for this negative result is the incompatibility
of scaling in W 1,pd(Rd )d on the one hand, and in Lp(Rd ) if p ∈ (1,∞) resp. in
H 1(Rd ) if p = 1 on the other hand, but the precise argument is more delicate.

2 Functional Analysis Behind the Results

Both the existence (in Theorem 3) and the non-existence (in Theorem 4) of the
representation f = ∑

αiJ (u
i) are based on the following functional analytic

lemma from [3] and its elaboration from [10]:

Lemma 5 ([3]) Let V ⊂ X be a symmetric bounded subset of a Banach space X.
Then the following are equivalent:

1. Every x ∈ X can be written as x = ∑∞
k=1 αkvk , where vk ∈ V , αk ≥ 0 and∑∞

k=1 αk <∞.
2. V is norming for X∗, i.e., ‖λ‖X∗ � supv∈V |〈λ, v〉| ∀λ ∈ X∗.

Lemma 6 ([10]) (1) either holds for all x ∈ X, or in a subset of first category.
For the mentioned theorems, these lemmas are applied with the symmetric set

V = J (B), whereB = unit ball of Ẇ 1,pd(Rd )d orW 1,pd(Rd)d , which is a bounded
subset of the Banach space X = Lp(Rd) or X = H 1(Rd). Via the equivalent
condition (2), the well-known dual spaces X∗ = Lp′

(Rd) or X∗ = BMO(Rd ) enter
the considerations.

In order to obtain Theorem 3, [3] proved that

Proposition 7 ([3]) Let d ≥ 2. For every b ∈ BMO(Rd ), we have

‖b‖BMO(Rd ) � sup
{∣∣∣
∫
bJ (u)

∣∣∣ : ‖∇u‖d ≤ 1
}
.

The analogous result for p ∈ (1,∞) read as follows:

Theorem 8 ([5]) Let d ≥ 2 and p ∈ (1,∞). For every f ∈ Lp(Rd ), there are
ui ∈ Ẇ 1,dp(Rd)d and αi ≥ 0 such that

f =
∞∑
i=1

αiJ (u
i), ‖ui‖Ẇ 1,dp(Rd )d ≤ 1,

∞∑
i=1

αi � ‖f ‖Lp(Rd ).

Proposition 9 ([5]) Let d ≥ 2 and p ∈ (1,∞). For every b ∈ Lp′
(Rd ), we have

‖b‖Lp′
(Rd ) � sup

{∣∣∣
∫
bJ (u)

∣∣∣ : ‖∇u‖dp ≤ 1
}
.
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3 Complex Reformulation and Connection to Commutators
for d = 2

The various results formulated above are valid, as stated, in all dimensions d ≥ 2,
and their proofs in this generality can be found in the quoted references. We now
restrict ourselves to dimension d = 2 in order to discuss an alternative complex-
variable approach that is available in this situation, as suggested by Lindberg [10].

For u = (u1, u2) ∈ Ẇ 1,2p(R2;R2), let us denote

h := u1 + iu2 ∈ Ẇ 1,2p(C;C), ∂ := 1

2
(∂1 − i∂2), ∂̄ := 1

2
(∂1 + i∂2).

Then, after some algebra, we find that

Ju = det

(
∂1u1 ∂2u1

∂1u2 ∂2u2

)
= |∂h|2 − |∂̄h|2 =: |S(v)|2 − |v|2,

where v := ∂̄h ∈ L2p(C) is in isomorphic correspondence with h ∈ Ẇ 1,2p(C;C),
and S is the (Ahlfors–)Beurling (or 2D Hilbert) transform

Sv(z) = − 1

π
p.v.

∫
C

v(y) dy1 dy2

(z− y)2 ,

which satisfied the fundamental relation S ◦ ∂̄ = ∂ and maps S : Lp(C) → Lp(C)

bijectively and isometrically for p = 2 and isomorphically for all p ∈ (1,∞).
Let us now see how Propositions 7 and 9 are connected to commutators when

d = 2. By the reformulations just discussed, we have

sup
{∣∣∣
∫
bJ (u)

∣∣∣ : ‖u‖Ẇ 1,2p(R2;R2) ≤ 1
}
� sup

{∣∣∣
∫
b(|Sv|2−|v|2)

∣∣∣ : ‖v‖L2p(C) ≤ 1
}

denoting v = ∂̄(u1 + iu2). We claim that the right side can be further written as

� sup
{∣∣∣
∫
b(SvSw − vw)

∣∣∣ : ‖v‖L2p(C) , ‖w‖L2p(C) ≤ 1
}
. (1)

In fact, “≤” is obvious, while “�” follows from the elementary polarisation identity

ab̄ = 1

4

∑
ε=±1,±i

ε|a + εb|2, a, b ∈ C,
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applied pointwise to both (a, b) = (Sv, Sw) and (a, b) = (v,w), which implies
that

SvSw − vw = 1

4

∑
ε=±1,±i

ε|Sv − εSw|2 − 1

4

∑
ε=±1,±i

ε|v − εw|2

= 1

4

∑
ε=±1,±i

ε
(
|S(v − εw)|2 − |v − εw|2

)
,

where ‖v − εw‖2p ≤ ‖v‖2p + ‖w‖2p ≤ 2 if ‖v‖2p, ‖w‖2p ≤ 1.
Denoting g := Sw, we have g = Sw and hence S∗g = S∗Sw = w, where

we denoted by S∗ the conjugate-linear adjoint of S and used the fact that S∗S is
the identity. With this substitution, g ∈ L2p(C) and w ∈ L2p(C) are in isomorphic
correspondence, and we have

(1) � sup
{∣∣∣
∫
b(Sv · g − vS∗g)

∣∣∣ : ‖v‖L2p(C) , ‖g‖L2p(C) ≤ 1
}

Finally, using the duality
∫
φS∗ψ = ∫

Sφ · ψ with φ = bv and ψ = g, we have

∫
b(Sv · g − vS∗g) =

∫
(b · Sv · g − S(bv) · g) =

∫
g · [b, S]v, (2)

where we finally introduced the commutator

[b, S]v = bSv − S(bv).

Now the supremum of (the absolute value of) (2) over ‖g‖2p ≤ 1 is the dual
norm ‖[b, S]v‖(2p)′ , and the supremum of this over ‖v‖2p ≤ 1 is the operator norm

‖[b, S]‖
L2p(C)→L(2p)

′
(C)
.

Summarising the discussion, we have proved:

Lemma 10 Let p ∈ [1,∞). Then

sup
{∣∣∣
∫
bJ (u)

∣∣∣ : ‖u‖Ẇ 1,2p(R2;R2) ≤ 1
}
� ‖[b, S]‖

L2p(C)→L(2p)
′
(C)
.

Thus Propositions 7 and 9, for d = 2, are reduced to understanding the norm
of the Beurling commutator [b, S] : L2p(C) → L(2p)

′
(C). When p = 1, we have

2p = (2p)′ = 2, and we are talking about L2-boundedness of commutators, which
is a well-studied topic since the pioneering work of [2]. When p ∈ (1,∞), we have
2p > 2 > (2p)′, and we are talking about the boundedness of commutators between
differentLp spaces. This, too, has been well studied in the case that the target space
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exponent is larger (cf. [7]), but we are now precisely in the complementary regime.
In this case, the result was only achieved very recently.

4 The Commutator Theorem

Complementing various classical results starting with [2], the following result was
recently completed in [5]:

Theorem 11 Let T = S with d = 2, or more generally, let T be any “uniformly
non-degenerate” Calderón–Zygmund operator on R

d , d ≥ 1. Let 1 < p, q < ∞
and b ∈ L1

loc(R
d). Then

[b, T ] : Lp(Rd )→ Lq(Rd) boundedly

if and only if

1. p = q and b ∈ BMO [2], or
2. p < q ≤ p∗, where 1

p∗ := ( 1
p

− 1
d
)+, and b ∈ C0,α with α = d( 1

p
− 1
q
), or

3. q > p∗ and b is constant (this and the previous case are due to [7]), or
4. p > q and b = a + c, where c is constant and a ∈ Lr for 1

r
= 1
q

− 1
p
[5].

Aside from the new regime of exponents p > q , another novelty of [5] (also
when p ≤ q) is the validity of the “only if” implication under the fairly general
“uniform non-degeneracy” assumption on T . Recall that [2] proved this direction
only for the Riesz transfroms, and [7, 11] for “smooth enough” kernels, which has
been gradually relaxed in subsequent contributions.

The usual Calderón–Zygmund size condition requires the upper bound

|K(x, y)| ≤ cK

|x − y|d .

on the kernel K of T . “Uniform non-degeneracy” means that we have a matching
lower bound essentially over all positions and length-scales, more precisely: For
every y ∈ R

d and r > 0, there is x such that |x − y| � r and

|K(x, y)| ≥ c0

|x − y|d .

This is manifestly the case for the Beurling operator, whose kernel K(x, y) =
−π−1/(x − y)2 satisfies both bounds with an equality.
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More generally, Theorem 11 holds for both

1. two-variable kernels K(x, y) (with very little continuity), and
2. rough homogeneous kernels

K(x, y) = K(x − y) = �((x − y)/|x − y|)
|x − y|d

as soon as� is not identically zero; this was conjectured by Lerner et al. [9], who
came very close for p = q .

We refer the reader to [5] for the proof of Theorem 11 in the stated generality;
below we give a much simpler argument in the particular case of the Beurling
operator T = S, which is relevant for the two-dimensional Jacobian problem, as
discussed above.

Indeed, for d = 2, Theorems 3 and 8 are direct corollaries of Theorem 11 (via
the earlier discussion). For d > 2, they are not direct consequences of Theorem 11
itself, but they can nevertheless be proved by adapting the ideas of the proof of
Theorem 11; see again [5] for details.

5 The Classical Implications

We begin with a brief discussion of the “if” implications in Theorem 11:

1. The case p = q and b ∈ BMO is the only non-trivial “if” statement in
Theorem 11. There are many excellent discussions of this bound (including two
entirely different proofs already in [2]), so we skip it here.

2. If p < q and b ∈ C0,α, we only need the size bound |K(x, y)| � |x − y|−d to
see that

|[b, T ]f (x)| =
∣∣∣
∫
(b(x)− b(y))K(x, y)f (y) dy

∣∣∣

≤
∫

|b(x)− b(y)||K(x, y)||f(y)| dy

�
∫

|x − y|α|x − y|−d |f (y)| dy.

This is a fractional integral with well-known Lp → Lq bounds!
3. If b = c = constant, then [b, T ] = 0 is trivially bounded.
4. If p > q and b ∈ Lr , we use the boundedness of T : Lp → Lp and T : Lq →
Lq together with Hölder’s inequality

‖bf ‖q ≤ ‖b‖r‖f ‖p, 1

q
= 1

r
+ 1

p

to see that both bT and T b individually are Lp → Lq bounded.
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We then turn to the “only if” part, starting with the beautiful classical argument
of [2] for p = q . Given a function b ∈ L1

loc(C) and a ball (disc) B = B(z, r) ⊂ C,
we can pick an auxiliary function σ with |σ(x)| = 1B(x) so that

∫
B

|b(x)− 〈b〉B | dx =
∫
B

(b(x)− 〈b〉B)σ(x) dx,

= 1

|B|
∫
B

∫
B

(b(x)− b(y))σ (x) dx dy

=
∫
B

∫
B

b(x)− b(y)
(x − y)2

(x − z)2 − 2(x − z)(y − z)+ (y − z)2
πr2 σ(x) dx dy

=
3∑
i=1

∫
gi(x)

( ∫ b(x)− b(y)
(x − y)2 fi(y) dy

)
dx =

3∑
i=1

∫
gi [b, S]fi,

for suitable functions fi, gi with |fi(x)|+|gi(x)| � 1B(x), whose explicit formulae
can be easily deduced from above. Thus

∫
B

|b − 〈b〉B | ≤
3∑
i=1

‖[b, S]‖Lp→Lp‖fi‖p‖gi‖p′ � ‖[b, S]‖Lp→Lp |B|1/p|B|1/p′
.

Dividing by |B|1/p|B|1/p′ = |B| and taking the supremum over all B proves that
‖b‖BMO � ‖[b, S]‖Lp→Lp .

With a simple modification of the previous display observed by Janson [7], we
also find that

∫
B

|b − 〈b〉B | ≤
3∑
i=1

‖[b, S]‖Lp→Lq‖fi‖p‖gi‖q ′ � ‖[b, S]‖Lp→Lq |B|1/p|B|1/q ′
,

where

|B|1/p+1/q ′ = |B|(1/p−1/q)+1
� |B| · rd(1/p−1/q)

B = |B| · rαB.

Thus
 
B

|b − 〈b〉B | � rαB,

which a well-known characterisation of b ∈ C0,α . For α > 1, this space has nothing
but the constant functions, completing the sketch of the proof of all the classical
“only if” statements of Theorem 11.
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6 The New Case p > q

We finally discuss the proof of the “only if” implication of Theorem 11 in the case
p > q that was only recently discovered in [5]. The above estimate

∫
B

|b − 〈b〉B | � |B|1/p+1/q ′ = |B|(1/p−1/q)+1 = |B|−1/r+1 = |B|1/r ′

is still true but seems to be useless in this range. How do we even check that a given
function is in Lr + constants?

A convenient tool is as follows:

Lemma 12 ([5], Lemma 3.6) If we have the following bound uniformly for cubes
Q ⊂ R

d :

‖b − 〈b〉Q‖Lr(Q) ≤ C,
then there is a constant c (= limQ→R

d 〈b〉Q) such that

‖b − c‖Lr(Rd ) ≤ C.

To estimate the local Lr norm, the following result is useful. Depending on
one’s background, one may like to call it an iterated Calderón–Zygmund or atomic
decomposition; one can also view it as a toy version of an influential formula of [8],
featuring merely measurable functions in place L1(Q0), the median of b in place
of the mean 〈b〉Q0 , etc. “Sparse bounds” of this type have been extensively used in
the last few years; the version below is very elementary compared to several recent
highlights, but quite sufficient for the present purposes.

Lemma 13 Given a cubeQ0 ⊂ R
d and b ∈ L1(Q0), there is a sparse collection S

of the family D(Q0) of dyadic subcubes ofQ0 such that

1Q0(x)|b(x)− 〈b〉Q0 | �
∑
Q∈S

1Q(x)
 
Q

|b − 〈b〉Q|.

A collection of cubes S is called sparse (or almost disjoint) if there are pairwise
disjoint major subsets E(Q) ⊂ Q for eachQ ∈ S, meaning that

E(Q) ∩ E(Q′) = ∅ (∀Q �= Q′), |E(Q)| ≥ 1

2
|Q|.

For Lp estimates, sparse is almost as good as disjoint; namely,

∥∥∥ ∑
Q∈S

λQ1Q
∥∥∥
p
�

( ∑
Q∈S

λ
p
Q|Q|

)1/p
, ∀λQ ≥ 0, (3)

where equality would hold for a disjoint collection.
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With these tools at hand, we are ready to prove that [b, S] : Lp → Lq for
1 < q < p <∞ only if b = a+c, where a ∈ Lr with 1

r
= 1
q
− 1
p

and c is constant.

For any cubeQ0 ⊂ R
d , we estimate

‖b − 〈b〉Q0‖Lr(Q0) �
∥∥∥ ∑
Q∈S

1Q

 
Q

|b − 〈b〉Q|
∥∥∥
Lr(Q0)

(by Lemma 13)

�

( ∑
Q∈S

|Q|
[  
Q

|b − 〈b〉Q|
]r)1/r

(by (3))

=
∑
Q∈S

|Q|λQ
 
Q

|b − 〈b〉Q| =
∑
Q∈S

λQ

∫
Q

|b − 〈b〉Q|,

with a suitable dualising sequence λQ such that

∑
Q∈S

|Q|λr ′Q = 1. (4)

By the same considerations as in Sect. 5 in the case of just one ball B, for each of
the cubesQ ∈ S above we find functions f iQ, giQ with

|f iQ| + |giQ| � 1Q (5)

such that

∫
Q

|b − 〈b〉Q| =
3∑
i=1

∫
giQ[b, S]f iQ.

Summarising the discussion so far, we have

‖b − 〈b〉Q0‖Lr (Q0) �
3∑
i=1

∑
Q∈S

λQ

∫
giQ[b, S]f iQ, (6)

where the coefficient λQ and the functions f iQ, g
i
Q satisfy (4) and (5).

We now enter independent random signs εQ on some probability space, and
denote by E the expectation. (For the Jacobian theorem in d > 2: we need to
use random dth roots of unity at the analogous step, see [5].) With the basic
orthogonality E(εQεQ′) = δQ,Q′ and Hölder’s inequality after observing that

1

r
= 1

q
− 1

p
⇒ 1

r ′
= 1

q ′ + 1

p
⇒ 1 = r ′

q ′ + r ′

p
,
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we have

RHS(6) =
3∑
i=1

E

∫ ( ∑
Q∈S

εQλ
r ′/q ′
Q giQ

)
[b, S]

( ∑
Q′∈S

εQ′λr
′/p
Q′ f iQ′

)

� ‖[b, S]‖Lp→Lq

∥∥∥ ∑
Q∈S

λ
r ′/q ′
Q 1Q

∥∥∥
q ′

∥∥∥ ∑
Q∈S

λ
r ′/p
Q 1Q

∥∥∥
p

(by (5))

� ‖[b, S]‖Lp→Lq

( ∑
Q∈S

λr
′
Q|Q|

)1/q ′( ∑
Q∈S

λr
′
Q|Q|

)1/p
(by (3))

= ‖[b, S]‖Lp→Lq (by (4)).

This shows that

‖b − 〈b〉Q0‖Lr(Q0) � ‖[b, S]‖Lp→Lq

for every cubeQ0, and hence

‖b − c‖Lr(C) � ‖[b, S]‖Lp→Lq

for some constant c by Lemma 12. If we a priori know that b ∈ Lr(C) (as in
Proposition 9), then necessarily c = 0, and we obtain the desired quantitative bound
for ‖b‖Lr(C).
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On Regularity and Irregularity
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Integral Operators
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Abstract We survey recent work and announce new results concerning two
singular integral operators whose kernels are holomorphic functions of the output
variable, specifically the Cauchy–Leray integral and the Cauchy–Szegő projection
associated to various classes of bounded domains in C

n with n ≥ 2.

Keywords Hardy space · Cauchy integral · Diederich-Fornæss worm domain

1 Introduction

This is a review of recent and forthcoming work concerning a menagerie of singular
integral operators in several complex variables whose kernels are holomorphic func-
tions of the output variable. (All proofs have appeared or will appear elsewhere.) Our
family of operators consists of the Cauchy–Szegő Projection, namely the orthogonal
projection of L2(bD,μ) onto the holomorphic Hardy space H2(bD,μ), as well as
various higher-dimension analogs of the Cauchy integral for a planar curve that are
collectively known as Cauchy–Fantappiè integrals and include the Cauchy–Leray
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integral as a particularly relevant example. We will henceforth denote such operators
S and C, respectively. HereD is a bounded domain in complex Euclidean space C

n

with n ≥ 2; bD is the topological boundary ofD, while μ is an appropriate measure
supported on bD, and we will pay particular attention to two such measures, namely
induced Lebesgue measure �, and the Leray–Levi measure λ.

To be precise, we are interested in the Lp-regularity problem for C and for S,
that is:

Determine regularity and geometric conditions on the ambient domain D that
grant that

• C : Lp(bD, λ) → Lp(bD, λ) is bounded for all p ∈ (1,∞).
• S : Lp(bD,�) → Lp(bD,�) is bounded for p in an interval of maximal size

about p0 = 2.

In complex dimension 1 (that is, for D � C) these problems are well understood;
see [42] and references therein. Here we focus on dimension n ≥ 2.

We point out that the Cauchy–Leray integral is a Calderón–Zygmund operator,
thus Lp-regularity for p = 2 is equivalent to regularity in Lp for 1 < p < ∞.
On the other hand, the Cauchy–Szegő projection is automatically bounded in
L2(bD,μ) but L2-regularity does not guarantee Lp-regularity for p �= 2: indeed,
establishing Lp-regularity of S for p �= 2 is, in general, a very difficult problem.
The main difficulty stems from the fact that the Schwartz kernel for S (that is the
Cauchy–Szegő kernel ) is almost never explicitly available, even in the favorable
setting when D is smooth and strongly pseudoconvex, so direct estimates cannot
be performed and one has to rely on other methods, such as asymptotic formulas
analogous to those obtained by C. Fefferman [22] (for the Bergman kernel) and
Boutet de Monvel–Sjöstrand [10], or a paradigm discovered by N. Kerzman and E.
M. Stein [29] that relates S to a certain Cauchy–Fantappiè integral associated to D
(the Kerzman–Stein identity).

About 30 years later, a surge of interest in singular integral operators in a variety
of “non-smooth” settings led us to a new examination of these problems from the
following point of view:

to what extent is the Lp-boundedness of the aforementioned operators reliant
upon the boundary regularity and (natural to this context) upon the amount of
convexity of the ambient domainD?

Stripping away the smoothness assumptions brings to the fore the geometric
interplay between the operators and the domains on which they act: it soon became
apparent that new ideas and techniques were needed, even to deal with rather tame
singularities such as the class C2,α. The following results were proved in [48]
and [45].
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(I) S: Lp(bD,�) → Lp(bD,�) is bounded for 1 < p <∞ if

(i.) D � C
n is strongly pseudoconvex, and

(ii.) bD is of class C2.

(II) C: Lp(bD, λ) → Lp(bD, λ) is bounded for 1 < p <∞ if

(i.) D � C
n is strongly C-linearly convex, and

(ii.) bD is of class C1,1.

The purpose of this note is to summarize the main points in the proof of (I) and (II),
and to announce new results that will appear in forthcoming papers [46] and [50]
pertaining the optimality of the assumptions made in (I) and (II). Related results in
the extensive literature can be found in e.g., [3, 5, 7, 8, 12, 14, 16, 18, 20, 21, 23–
25, 27, 28, 30–36, 39–41, 43, 44, 52, 55, 56, 58–60, 63, 66, 70–73, 76].

2 The Lp-Regularity of the Cauchy–Leray Integral

Here we take as our model the seminal one-dimensional theory of Calderòn [11],
Coifman et al. [17], and David [19] for the Cauchy integral of a planar curve, and
in particular its key theorem on the Lipschitz case. As is well known, the initial
result was the classical theorem of M. Riesz for the Cauchy integral on the unit
disc (i.e. the Hilbert transform on the circle); the standard proofs which developed
from this then allowed an extension to a corresponding result where the disc is
replaced by a domain D ⊂ C whose boundary is relatively smooth, i.e. of class
C1,α, for α > 0. However, going beyond that to the limiting case of regularity,
namely C1 and other variants “near C1”, required further ideas. The techniques
introduced in this connection led to significant developments in harmonic analysis
such as the “T (1) theorem” and various aspects of multilinear analysis and analytic
capacity, [15, 54, 74, 75]. The importance of those advances suggests the following
fundamental question: what might be the corresponding results for the Cauchy
integral in several variables. However, in the context of higher dimension geometric
obstructions arise (pseudoconvexity or, equivalently, lack of conformal mapping)
which in the one-dimensional setting are irrelevant. As a consequence, there is
no canonical notion of holomorphic Cauchy kernel: all such kernels must be
domain-specific. Indeed, the only kernel that can be deemed “canonical”1 is the
Bochner–Martinelli kernel [38], but such kernel is nowhere holomorphic and thus of
no use in the applications described below. One is therefore charged with the further
task of constructing a holomorphic kernel that is fitted to the specific geometry of the
domain and, after that, with supplying proof of regularity of the resulting singular
integral operator. As in the one-dimensional setting, this theory was first conceived
within the context of smooth ambient domains; if the domain is not sufficiently
smooth (of class C2,α or better) the original kernel constructions by Henkin and

1“Canonical” in the sense that it is the restriction to bD of a universal kernel defined in C
n ×C

n \
{z = w}.
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Ramirez, [26] and [67], and the “osculation by the Heisenberg group” technique in
Kerzman–Stein [29] are no longer applicable. In [45] it is shown that the T (1)-
theorem technique for a space of homogeneous type fitted to the geometry and
regularity of the ambient domain can be applied to prove Lp(bD,μ)-regularity,
for 1 < p <∞ of the Cauchy–Leray integral :

Cf (z) = 1

(2πi)n

∫

w∈bD
f (w)

Ω(z,w) ∧ (dwΩ(z,w))n−1

〈Ω(z,w),w − z〉n , z ∈ D (1)

whenever D ⊂ C
n is a bounded, strongly C-linearly convex domain whose

boundary satisfies the minimal regularity condition given by the class C1,1 (that is,
the domain admits a defining function ρ of class C1,1). Here the generating 1-form
Ω(z,w) is the complex gradient of the domain’s defining function (and we should
point out that the definition of C is independent of the choice of defining function
ρ). More precisely: Ω(z,w) = j∗∂ρ(w), where j∗ denotes the pull-back under the
inclusion map j : bD ↪→ C

n. The boundary measure μ belongs to a family that
includes induced Lebesgue measure �, as well as the Leray–Levi measure

dλ(w) := (2πi)−2nj∗ (∂ρ ∧ (∂∂ρ)n−1
)
(w) , w ∈ bD. (2)

We remark that under our assumptions (classC1,1) the factor ∂∂ρ in the definition of
the Leray–Levi measure λ, as well as the factor dwΩ(z,w) in the Schwartz kernel
for C, are only in L∞(Cn) and therefore may be undefined on bD because the latter
is a zero-measure subset of Cn, however it turns out that the tangential component
of each of ∂∂ρ(w) and dwΩ(z,w), namely j∗∂∂ρ(w) and j∗dwΩ(z,w), are in fact
meaningful, leading to a kernel that is well-defined even in our singular context.

3 Counter-Examples to the Lp-Theory
for the Cauchy–Leray Integral

In [46] we construct two examples that establish the optimality of the assumptions
made on the ambient domain for the Cauchy–Leray integral C. Both examples are
real ellipsoids of the form

Dr,q :=
{
(z1, z2) ∈ C

2
∣∣∣∣ |Re z1|r + |Im z1|q + |z2|2 < 1

}
. (3)

For the first example, (r, q) = (2, 4); in this case the domain is smooth, strongly
pseudoconvex and strictly convex, but it is not strongly C-linearly convex. In the
second example, (r, q) = (m, 2) for any 1 < m < 2; this domain is strongly
C-linearly convex but is only of class C1,m−1 (and no better). In both cases we
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show that the associated Cauchy–Leray integral C is well-defined on a dense subset
of Lp(bDr,q, μ) but does not extend to a bounded operator: Lp(bDr,q, μ) �→
Lp(bDr,q, μ) for any 1 < p < ∞. Specifically, we prove that there is a function
f ∈ C1(bDr,q) supported in a proper subset of bDr,q such that

(i.) Cf (z) can be defined as an absolutely convergent integral whenever z ∈
bDr,q is at positive distance from the support of f .

(ii.) The inequality: ‖C(f )‖Lp(S, dμ) ≤ Ap‖f ‖Lp(bDr,q , dμ) (with Ap inde-
pendent of S) fails whenever S ⊂ Dr,q is disjoint from the support of
f .

Here μ is a boundary measure that belongs to a family that includes induced-
Lebesgue measure� and the Leray–Levi measure λ, as well as Fefferman’s measure
μF , see [22]; for the first example (the smooth domain D2,4) all such measures are
mutually absolutely continuous. For the second example (the non-smooth domain
Dm,2) these measures are essentially different, yet the counter-example holds in all
cases.

The main tool for proving(i.) and (ii.) is a scaling and limiting process that
transfers the problem to specific, unbounded smooth domains, namely { 2 Im z2 >

(Re z1)
2} in the first case, and { 2 Im z2 > |Re z1|m} in the second. On the

unbounded domains, explicit computations are carried out to prove failure of the
Lp-boundedness of the transported operator.

There is also the matter of showing that the Cauchy–Leray integral forDr,q maps
Lp into the holomorphic Hardy space Hp: this question is addressed in [47] where
it is shown that

(iii.) Cf (z), for z ∈ bDr,q as in item (i.) above, arises as “boundary value”
of a function F holomorphic in Dr,q .

The proof of (iii.) requires three different approaches, each tailored to the
particular type of singularity displayed by the example under consideration: in
dealing with the non-smooth domain Dm,2 one has to distinguish the case when
1 < m ≤ 3/2 from the case 3/2 < m < 2: in the second case, a global
integration by parts gives that Cf (z) is the restriction to bDm,2 of a holomorphic
F ∈ C1(Dm,2). On the other hand, when 1 < m ≤ 3/2 such method is no
longer viable but we show nonetheless, that Cf extends to a holomorphic F that
is continuous everywhere on Dm,2 except for a 0-measure subset of the boundary
(namely the sphere {|Re z1|2 + |z2|2 = 1}).

Finally, the lack of strong C-linear convexity in the first example (the domain
D2,4) prevents us from carrying a global integration by parts: instead, one shows
that Cf extends to a holomorphicF ∈ C(D2,4) by using a local integration by parts
which depends on the location of the coordinate patch with respect to the “flat”
part of the boundary. It should be noted that an earlier result in Barrett–Lanzani [6]
already gave an example with irregularity in L2(bD,μ), however the less explicit
and more complex nature of the construction did not provide insight for Lp(bD,μ)
when p �= 2.
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4 The Lp-Regularity of the Cauchy–Szegő Projection

4.1 Discussion of the Problem

We recall that the Cauchy–Szegő projection S is the unique, orthogonal (equiv-
alently, selfadjoint) projection operator of L2(bD,�) onto the Hardy space of
holomorphic functions; here � is the induced Lebesgue measure on bD. As
mentioned earlier, one must come to terms with the fact that, in general, orthogonal
projections are not Calderón–Zygmund operators, thus Lp-regularity for p �= 2
does not follow fromL2-regularity; also, one may haveLp-regularity only for p in a
proper sub-interval of (1,∞), see e.g. [42]. (By contrast, for a Calderón–Zygmund
operator boundedness in L2 implies boundedness in Lp for 1 < p <∞.) Regularity
properties of the Cauchy–Szegő projection, in particular Lp-regularity, have been
the object of considerable interest for more than 40 years. When the boundary of
the domainD is sufficiently smooth, decisive results were obtained in the following
settings: (a), when D is strongly pseudoconvex [10, 64]; (b), when D ⊂ C

2 and its
boundary is of finite type [51, 62]; (c), when D ⊂ C

n is convex and its boundary
is of finite type [51, 53]; (d), when D ⊂ C

n is of finite type and its Levi form
is diagonalizable [13]. Related results include [1, 2, 4, 9, 37, 61, 65, 68, 69, 77].
The main difference when dealing with the situation when D has lower (in fact
minimal) regularity than the setting of the more regular domains treated in (a)–(d),
is that in each of those cases known formulas for the Cauchy–Szegő kernel, or at
least size estimates, played a decisive role. In our general situation such estimates
are unavailable and one must proceed by a different analysis that relies upon (i.),
the T (1)-theorem technique of [45] and (ii.), a new, tricky variant of the original
Kerzman–Stein paradigm [29] described below.

4.2 Lp-Regularity of the Cauchy–Szegő Projection

Strong C-linear convexity implies strong pseudoconvexity whenever the domain
enjoys enough regularity for the latter to be meaningful. In [48] some of the
techniques from [45] are adapted to study the Lp-regularity problem for the
Cauchy–Szegő projection of strongly Levi-pseudoconvex domains D � C

n with
minimal boundary regularity, namely the class C2 (which is the minimal regularity
for strong Levi-pseudoconvexity to hold), leading to the conclusion that Lp-
boundedness of S holds in the full range 1 < p < ∞. As mentioned above, in this
general setting a direct analysis of the Cauchy–Szegő kernel does not lead to the
desired result. Instead, our starting point is the original Kerzman–Stein paradigm
[29] for domains that are sufficiently smooth: this proceeded by constructing a
holomorphic Cauchy–Fantappiè integral C in the same spirit of (1) but for a different
choice of generating form Ω . The analysis of S begins with the representation:
C = S(I − A) on L2(bD,�), where I is the identity and A denotes the difference
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of C and its formal L2-adjoint, that is: A = C∗ − C. This identity follows from the
fact that, just like the Cauchy–Szegő projection, the Cauchy–Fantappiè integral C is
also a projection of L2(bD,�) onto the holomorphic Hardy space2 (albeit not the
orthogonal projection!). In particular, since A∗ = −A it follows that the operator
(I − A) is invertible in L2(bD,�) with bounded inverse, and we obtain:

S = C(I − A)−1 on L2(bD,�). (4)

Kerzman and Stein [29] proved that if the (strongly pseudoconvex) domain is
sufficiently smooth (e.g. of classC3) the singularities of C andC∗ cancel out and as a
result A is “small” in the sense that it is compact in L2(bD,�) (indeed smoothing);
from this it follows that the righthand side of the above identity is bounded in
Lp(bD,�) for all 1 < p < ∞ and therefore so is S, giving the solution to the
Lp-regularity problem for S in the full range 1 < p <∞.

If the domain is only of class C2 this argument is no longer applicable because
A in general fails to be compact on L2(bD,�), see [6]. Instead, in [48] we work
with a family of holomorphic Cauchy–Fantappiè integrals {Cε}ε whose kernels are
constructed via a first-order perturbation of the Cauchy–Leray kernel (1) that makes
use of a smooth approximation {τε}ε of certain second-order derivatives of the
defining function of the domain. As in the case of the Cauchy–Leray integral C, here
there are two boundary measures at play: the induced Lebesgue measure �, and the
Leray–Levi measure λ, see (2), which in this new context is absolutely continuous
with respect to � because of the relation

dλ(w) ≈ |ϕ(w)|d�(w) , w ∈ bD (5)

where ϕ(w) is the determinant of the Levi matrix. The operators {Cε}ε are then
seen to be bounded in Lp(bD, λ) and Lp(bD,�) for all 1 < p < ∞ by an
application of the T (1)-theorem. On the other hand, in defining the Cauchy–Szegő
projection it is imperative to specify the underlying measure for bD that arises in
the notion of orthogonality that is being used. Correspondingly, we now have two
distinct Cauchy–Szegő projections S� and Sλ but these, in our general setting, are
not directly related to one another. It turns out that the Leray–Levi measure λ has a
“mitigating” effect that leads to a new smallness argument for the differenceC†

ε−Cε
that occurs when the adjoint C†

ε is computed with respect to λ. While the {Cε}ε do
not approximateSλ (in fact the norms of theCε are in general unbounded as ε → 0),
we show that for each fixed 1 < p < ∞ (in fact for p < 2) there is ε = ε(p) such
that C†

ε − Cε splits as the sum Bε + Aε , where Bε : Lp(bD, λ) → C(bD), and
‖Aε‖Lp→Lp ≤ ε: this is the new, “tricky” variant of the original Kerzman–Stein
paradigm that was alluded to earlier, and it gives us the identity

Sλ = (SλBε + Cε)(I − Aε)−1 in L2(bD, λ). (6)

2It is failure of this property that renders the Bochner–Martinelli integral unsuitable for the analysis
of S.
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Then one proves that the righthand side is bounded on Lp(bD, λ) (here we also
use that p < 2 and that D is bounded) and we conclude that Sλ is bounded in
Lp(bD, λ) whenever 1 < p < 2; the result for p > 2 follows by duality. A similar
argument is needed to treat S� , but there is no direct way to show smallness for
C∗
ε − Cε when the adjoint C∗

ε is computed with respect to the induced Lebesgue
surface measure �. Instead, one recovers such smallness from the corresponding
result for C†

ε − Cε , by observing that Cε − C∗
ε = Cε − C†

ε + |ϕ|−1
[|ϕ|,C†

ε

]
, where

ϕ is as in (5), and by controlling the size of the operator norm of the commutator[|ϕ|,C†
ε

]
.

To complete the proof one also needs the requisite representation formulae and
density results for the holomorphic Hardy spaces of the domains that satisfy the
minimal boundary regularity conditions stated in (I) and (II): these are obtained in
[49].

5 A Counter-Example to the Lp-Theory
for the Cauchy–Szegő Projection

The forthcoming work [50] investigates a long-standing open question concerning
Lp-irregularity of the Cauchy–Szegő projection for the Diederich-Fornæss worm
domains:

Wk,h :=
{
(z1, z2) ∈ C

2 ,

∣∣∣z2 − ieih(|z1|)
∣∣∣2 < 1 − k(|z1|)

}
. (7)

Appropriate choices of the functions h and k produce domains that are smooth
and pseudoconvex but only weakly pseudoconvex along a 2-dim subset of their
topological boundary. (The nick-name “worm” is meant to illustrate winding caused
by the argument h(|z1|).)

Developed by Diederich and Fornæss in 1977 as examples of smooth, weakly
pseudoconvex domains with non-trivial Nebenhülle,3 the class (7) has since proved
to be a reliable source of counter-examples to a variety of phenomena in complex
function theory. Of special relevance here are the seminal paper [4] and the related
work [37] that prove irregularity of the Bergman projection4 for the worm domain
in the Sobolev- and Lebesgue-space scales, respectively, when the following choices
are made for h and k:

h(|z1|) := log|z1|2 ; k(z1) := φ(h(|z1|)) (8)

3The domain is pseudoconvex but cannot be “exhausted” by smooth pseudoconvex “super-
domains”.
4That is, the orthogonal projection of L2(D, dV ) onto the Bergman space A2(D) := ϑ(D) ∩
L2(D, dV ).
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with φ a smooth, non-negative even function chosen so that Wh,k is smooth,
bounded, connected and pseudoconvex, and moreover φ−1(0) = { |t| ≤ β − π/2 }
for fixed, given β > π/2.

In contrast with the situation for the Cauchy–Leray integral, the Cauchy–Szegő
and Bergman projections are always bounded in L2 (that is for p = 2) so in this
context “Lp-irregularity” should be interpreted as “failure of Lp-regularity in the
full range 1 < p <∞”.

The results described henceforth will appear in [50].

Theorem 1 (Main Result) For any p �= 2 there is β = β(p) > π/2 such that for
W = Wh,k with h, k as in (8), the Cauchy–Szegő projection associated to W is not
bounded: Lp(bW,�) → Lp(bW,�).

Here � is induced Lebesgue measure for bW . The strategy of proof is similar in
spirit to the original arguments [4] and [37] for the Bergman projection (which
also inspired the strategy of proof for the examples for the Cauchy–Leray integral
described in the previous section): one starts with a (biholomorphic) scaling of
the original domain W leading to a family of smooth domains {Wλ}λ; then a
limiting process transfers the Lp-regularity problem to a specific, unbounded
limiting domainW∞. On the latter, explicit computations are carried out that prove
failure of Lp-regularity of the relevant operator for W∞. The scaling and limiting
arguments then allow to percolate failure of Lp-regularity back to W via a suitable
transformation law under the scaling map.

When carrying out this scheme for the Cauchy–Szegő projection several new
obstacles arise that were nonexistent in the analysis of the Bergman projection and
of the Cauchy–Leray integral: here we focus on just one, namely the fact that the
limiting domain W∞ is unbounded and non-smooth (it is a Lipschitz domain), thus
for W∞ there is no canonical notion of holomorphic Hardy space nor of Cauchy–
Szegő projection (by contrast, the definition of the Bergman space A2(W∞, dV ) is
standard, and so is the associated Bergman projection). It is not hard to see that the
topological boundary of W∞ splits into three distinct parts: two of these, denoted
.

W∞ and
..

W∞ have full induced-Lebesgue measure, while the third part is the
distinguished boundary dbW∞. In [57] the authors prove irregularity of the Cauchy–
Szegő projection associated to dbW∞ (defined with respect to induced Lebesgue
measure for dbW∞). However the small size of the distinguished boundary (it is a
codimension-1 subset of the topological boundary) makes it impossible to percolate
the result for dbW∞ back to the Cauchy–Szegő projection for the full boundary
of the original worm W . Here we focus instead on the full-measured part of the

boundary denoted
.

W∞ because this particular piece of the boundary supports a
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natural notion of “quasi-product measure” μ∞ that captures the main features of
the full boundary ofW∞, as indicated by the following key observation:

Proposition 2 Suppose that F ∈ C0

(
∪
λ>0
Wλ

)
. Then

lim
λ→∞

∫

bWλ

F dμλ =
∫
.
W∞

F dμ∞ .

Here μλ is the transported induced Lebesgue measure for W via the scaling map.
(In fact a more sophisticated version of the above proposition is needed, one that is
valid for F in a larger function space that is dense in the Hardy space forW , but the
above already provides the required “supporting evidence”.)

It turns out that the quasi-product measure μ∞ leads to a meaningful notion of

Hardy space for
.

W∞ and furthermore, that the topological boundary of the original
(smooth) worm W also supports a “quasi-product” measure μ0 that is mutually
absolutely continuous with respect to induced Lebesgue measure � and enjoys a
certain stability under the scaling maps, leading us to the following result:

Theorem 3 Let S∞ denote the Cauchy–Szegő projection forH 2(
.

W∞, μ∞), and let
SbW denote the Cauchy–Szegő projection forH 2(bW,�). If SbW : Lp(bW,�)→
Lp(bW,�) is bounded, then S∞ : Lp( .

W∞, μ∞)→ Lp(
.

W∞, μ∞) is bounded and

‖S∞‖
Lp(

.
W∞, μ∞)� ≤ ‖SbW‖Lp(bW,�)� .

Finally, a direct examination shows that S∞ is unbounded on Lp(
.

W∞, μ∞),
giving us the proof of Theorem 1.
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guished boundary of model worm domains. Integr. Equ. Oper. Theory 89, 315–344 (2017)
58. Monguzzi, A., Peloso, M.: Regularity of the Cauchy–Szegő projection on model worm
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