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Abstract. For a given set of dilations E ⊂ [1, 2], Lebesgue space mapping

properties of the spherical maximal operator with dilations restricted to E
are studied when acting on radial functions. In higher dimensions, the type

set only depends on the upper Minkowski dimension of E, and in this case
complete endpoint results are obtained. In two dimensions we determine the

closure of the Lp → Lq type set for every given set E in terms of a dimensional

spectrum closely related to the upper Assouad spectrum of E.

1. Introduction

For d ≥ 2 and f ∈ L1
loc(Rd), define Atf(x) as the average of f over a sphere

of radius t centered at x ∈ Rd. Given a set of dilations E ⊂ [1, 2] the spherical
maximal operator ME is given by

MEf = sup
t∈E
|Atf(x)|.

Let Lprad ⊂ Lp denote the space of radial Lp functions f , that is f taking the form
f(x) = f0(|x|). In this paper we are interested in the radial type set of ME , that is

T rad
E = {( 1

p ,
1
q ) ∈ [0, 1]2 : ME : Lprad → Lq}.

With TE denoting the (full) type set of exponent pairs ( 1
p ,

1
q ) ∈ [0, 1]2 such that ME

is bounded Lp → Lq it is clear that TE ⊂ T rad
E . This inclusion is typically strict.

Bounds for spherical maximal functions have been studied extensively in the
literature, starting with the work of Stein [21] and Bourgain [3] in the q = p case
and of Schlag [15] and Schlag and Sogge [16] in the q > p case, whenever E = [1, 2];
see also the work of Leckband [9] and, more recently, by Nowak, Roncal and Szarek
[12] in the case of radial functions. The case of restricted sets of dilations E ⊂ [1, 2]
was first explored by Wainger and Wright and one of the authors [19], and continued
in [20], [18] in the q = p case. For the case q > p, two of the authors [13] described
the class of closed convex sets that may arise as TE for some E ⊂ [1, 2]. Moreover,
for large classes of sets E, the shape of TE was determined in [1], [13]. However, it
is currently not known how to determine TE for general subsets E ⊂ [1, 2].

In this paper we solve this problem for radial functions, by describing T rad
E for

all dilation sets E ⊂ [1, 2]. When d ≥ 3 we also settle all endpoint cases, and thus
determine T rad

E for all E ⊂ [1, 2].
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For d ≥ 3, the set T rad
E is a closed triangle depending on the upper Minkowski

dimension of E (Theorem 1.1). In the more interesting case d = 2, the shape

of T rad
E is not necessarily polygonal and we give a closed formula in terms of a

spectrum of dimensional quantities closely related to the upper Assouad spectrum
of E (Theorem 1.2).

The case d ≥ 3. We begin by describing the more elementary result on Lprad → Lq

boundedness for d ≥ 3. For 0 < δ < 1/2 let N(E, δ) denote the minimum number of
intervals of length δ required to cover E. Let β be the upper Minkowski dimension
of E, defined by

β = dimME = lim sup
δ→0

logN(E, δ)

log 1
δ

.

We denote by ∆β = 4(P1, P2, P3) the closed triangle with vertices

P1 = (0, 0), P2,β = ( d−1
d−1+β ,

d−1
d−1+β ), P rad

3,β := ( d(d−1)
d2−1+β ,

d−1
d2−1+β ).

Theorem 1.1. Let d ≥ 3 and E ⊂ [1, 2]. Then T rad
E = ∆β. More precisely:

(i) If β < 1 and sup0<δ<1 δ
βN(E, δ) <∞, then

T rad
E = ∆β .

(ii) If β < 1 and sup0<δ<1 δ
βN(E, δ) =∞, then

T rad
E = ∆β\[P2,β , P

rad
3,β ].

(iii) If β = 1, then

T rad
E = {( 1

p ,
1
q ) ∈ ∆1 : 1

p <
d−1
d or sup

δ∈(0,1/2)
δ(log 1

δ )
q
dN(E, δ) <∞}.

Remark. For β = 1, and the corresponding endpoint case pd = d
d−1 , the operator

ME maps Lprad to Lq if and only if q ≤ dpd and

sup
0<δ<1/2

(log(1/δ))1/dN(E, δ)1/q <∞.

Note that the displayed condition is dependent on q, in contrast to the case β < 1,
where the endpoint bounds for p = d−1+β

d−1 , q ≤ pd involve the q-independent

condition supδ<1 δ
βN(E, δ) <∞.

Figure 1 relates the result of Theorem 1.1 to the results for ME acting on general
(not necessarily radial) Lp functions, see [1], [13]. For parameters 0 ≤ β ≤ γ ≤ 1
let Q(β, γ) denote the closed quadrangle with vertices

P1 = (0, 0), P2,β = ( d−1
d−1+β ,

d−1
d−1+β ),

P3,β = ( d−β
d−β+1 ,

1
d−β+1 ), P4,γ = ( d(d−1)

d2+2γ−1 ,
d−1

d2+2γ−1 ).

If γ = dimqAE is the quasi-Assouad dimension of E (for definitions see below) then

Q(β, γ) ⊂ TE ⊂ Q(β, β); moreover it was shown in [13] that a closed convex set
W ⊂ [0, 1]2 takes the form W = TE for some E with dimME = β, dimqA(E) = γ if
and only if

Q(β, γ) ⊂ W ⊂ Q(β, β).

We note that the radial type set is strictly larger (here for d ≥ 3, β < 1): Q(β, β) $
T rad
E . This is expected for q > p, as the non-radial Knapp examples no longer apply

in the radial case.
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Figure 1. The triangle ∆β .

The case d = 2. We shall now describe our results for Lprad → Lq boundedness of
ME when d = 2. In order to formulate these we need to first recall some defini-
tions from fractal geometry beyond Minkowski dimension. The Assouad dimension
dimAE is defined as the infimum of all a > 0 such that there exists c ∈ (0,∞) such
that for all δ ∈ (0, 1) and all intervals J ⊂ [1, 2] with |J | ≥ δ,

N(E ∩ J, δ) ≤ c
(
|J|
δ

)a
. (1.1)

The upper Assouad spectrum of E is the function θ 7→ dimA,θ E defined for every
θ ∈ [0, 1) as the infinimum of all a > 0 such that there exists c > 0 such that (1.1)
holds for all δ ∈ (0, 1) and all intervals J ⊂ [1, 2] of length |J | ≥ δθ. The upper
Assouad spectrum (Fraser–Hare–Hare–Troscheit–Yu [5]) is a variant of the Assouad
spectrum (Fraser–Yu [7], [6]), which arises when |J | ≥ δθ is replaced by |J | = δθ

and is denoted dimA,θ E. We refer to Jonathan Fraser’s book [4] for an introduction

to Assouad-type dimensions. For θ = 0 we recover dimME = dimA,0E. The upper
Assouad spectrum extends to a continuous function on [0, 1] and the limit

dimqAE = lim
θ→1−

dimA,θ E

is called the quasi-Assouad dimension (Lü–Xi [11]). From the definitions one sees
that always dimqAE ≤ dimAE and in some examples the inequality is strict (see
[4]). Rutar [14] gave a simple characterization of the functions that can occur as
the (upper) Assouad spectrum of a set. We shall adopt the convention that when
a set E ⊂ [1, 2] is given, we denote by γ either the quasi-Assouad or the Assouad
dimension, depending on the context. Then 0 ≤ β ≤ γ ≤ 1.

To state our result for d = 2 we introduce, for α ∈ R, the quantity

ν](α) := lim sup
δ→0

log supδ≤|J|≤1 |J |−αN(E ∩ J, δ)
log( 1

δ )
. (1.2)

Theorem 1.2. Let d = 2 and E ⊂ [1, 2], and β = dimME. Then

T rad
E = ∆β ∩

{
( 1
p ,

1
q ) : 1

q ν
]( q2 − 1) + 1

p −
1
q ≤

1
2

}
.
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Observe ν](α) = β if α ≤ 0. In practice, it may be difficult to compute ν](α)
for α > 0. However, the definition implies for α ≥ 0 (see Lemma 2.1),

α ≤ ν](α) ≤ max(α, (1− β
γ )α+ β), (1.3)

where γ = dimqAE. In particular, ν](α) = α if α ≥ γ.

Remark. To see how ν] relates to the Assouad spectrum, suppose that

sup
|J|=δθ

N(E ∩ J, δ) ≈ δν(θ)

for a function ν and for all δ ∈ (0, 1), θ ∈ [0, 1] with constants independent of δ, θ.
Then ν] is equal to the Legendre transform of the function ν and the Assouad
spectrum is given by dimA,θ E = −ν(θ)/(1 − θ) for θ ∈ [0, 1) (and if ν is non-

decreasing, this also equals the upper Assouad spectrum dimA,θE).

In two dimensions, the triangle ∆β has vertices

P1 = (0, 0), P2,β = ( 1
1+β ,

1
1+β ), P rad

3,β = ( 2
3+β ,

1
3+β ).

For 2γ − β > 1 we denote by Qrad
β,γ the closed quadrangle with vertices

P1, P2,β , P
rad
4,γ = ( 1

1+γ ,
1

2(1+γ) ),

P rad
5,β,γ = ( (1−β)(2−β/γ)+2(1−β/γ)

2((1−β)+2(1−β/γ)) , 1−β/γ
1−β+2(1−β/γ) ).

Then Theorem 1.2 and (1.3) imply the following (also see Figure 2).

Corollary 1.3. Let d = 2 and E ⊂ [1, 2], and β = dimME, γ = dimqAE.

(i) If 2γ − β ≤ 1, then

T rad
E = ∆β .

(ii) If 2γ − β > 1, then

Qrad
β,γ ⊂ T rad

E ⊂ ∆β .

Moreover, the left inclusion is sharp in the sense that there exist sets E for
which the inclusion is an equality.

Regarding the boundary of T rad
E , it was shown in [20] that it includes the segment

[P1, P2,β). In the Lprad → Lq category we can ensure the following endpoint results,
which feature the Assouad dimension instead of the quasi-Assouad dimension.

Theorem 1.4. Let d = 2, E ⊂ [1, 2], β = dimME and γ = dimAE. Then the
following hold.

(i) For 2γ − β < 1,

T rad
E = ∆β ⇐⇒ sup

0<δ<1
δβN(E, δ) <∞.

(ii) For 2γ − β = 1, β < 1 and if sup0<δ<1 δ
βN(E, δ) <∞,

∆β \ {P rad
3,β } ⊆ T rad

E ⊆ ∆β

(iii) For 2γ − β = 1 and if sup0<δ<1 δ
βN(E, δ) =∞, then

T rad
E = ∆β\[P2,β , P

rad
3,β ].

(iv) For 2γ − β > 1, then [P1, P
rad
4,γ ) ⊆ T rad

E .

(v) If β = 1 and if supδ<1/2 δ log( 1
δ )N(E, δ) =∞ then ME : Lprad → Lq is bounded

if and only if p > 2 and p ≤ q ≤ 2p.
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Figure 2. If d = 2, β = 0.5, γ = 1, then T rad
E is contained in ∆β

and contains Qrad
β,γ . The condition 2γ − β > 1 says that the point

P rad
3 = P rad

3,β lies above the horizontal line q = 2(1 + γ).

For the case β = γ < 1, part (i) gives a characterization of the radial type set;
this applies to self-similar set such as the Cantor middle third set. Note that the
last part applies to the full set E = [1, 2], in which case ME : Lprad → Lq is bounded
if and only if p > 2, p ≤ q ≤ 2p.

Remark. For 2γ − β > 1, β < 1, Lp boundedness holds for a part of [P2,β , P
rad
5,β,γ)

if sup0<δ<1 δ
βN(E, δ) < ∞. However, it is currently an open question whether

Lp → Lq boundedness holds for all ( 1
p ,

1
q ) ∈ [P2,β , P

rad
5,β,γ).

Notation. Given a list of objects L and real numbers A, B ≥ 0, here and throughout
we write A .L B or B &L A to indicate A ≤ CLB for some constant CL which
depends only items in the list L. We write A ∼L B to indicate A .L B and
B .L A.

Structure of the paper.

• §2 discusses properties of the dimensional quantity ν], in particular proving
(1.3) and Corollary 1.3 assuming Theorem 1.2.
• §3 concerns necessary conditions for Lprad → Lq boundedness of ME .
• In §4 the upper bounds for d ≥ 3 in Theorem 1.1 are proved.
• In §5, the upper bounds for d = 2 and Theorems 1.2 and 1.4 are proved.
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2. Properties of ν]

Let E ⊂ [1, 2] be nonempty, α ∈ R and ν](α) as in (1.2). Equivalently, ν](α)
equals the infimum over all ν ≥ 0 such that for every ε > 0 there exists Cε ∈ (0,∞)
such that for all intervals J ⊂ [1, 2] with |J | ≥ δ,

N(E ∩ J, δ) ≤ Cε|J |αδ−ν−ε.

If α ≤ 0, then ν](α) = β. If α > 0, then ν](α) may be difficult to compute, but we
have the following bounds.

Lemma 2.1. Let γ = dimqAE > 0. For all α ≥ 0,

α ≤ ν](α) ≤ max(α, (1− β
γ )α+ β).

In particular, ν](α) = α if γ ≥ α.

Proof. Choosing an interval J of length |J | = δ shows that ν](α) ≥ α.
To prove the upper bound we use three different estimates for N(E∩J, δ) depend-

ing on the magnitude of |J |. For the remainder of this proof set θ = θ(J) ∈ [0, 1]
such that |J | = δθ. We note the following:

- For θ near 0 we can estimate N(E∩J, δ) ≤ N(E, δ). Thus, by the definition
of the upper Minkowski dimension β, for every ε > 0 there exists C ′ε ∈
(0,∞) such that

N(E ∩ J, δ) ≤ C ′εδ−(β+ε) (2.1)

for all J ⊂ [1, 2].

- For θ away from 0 and away from 1, we will use the definition of the quasi-
Assouad dimension γ: for every ε > 0 there exists Cε ∈ (0,∞) such that

N(E ∩ J, δ) ≤ Cεδ−(1−θ)(γ+ε) (2.2)

for all J ⊂ [1, 2] with θ ≤ 1− ε.

- For θ close to 1 we estimate N(E ∩ J, δ) ≤ N(J, δ), which gives

N(E ∩ J, δ) ≤ δ−(1−θ) + 1 (2.3)

for all J ⊂ [1, 2].

With this in mind, consider two cases.

Case 1: α ≤ γ. Then we need to show ν](α) ≤ (1 − β
γ )α + β. Note that the

exponents on the right-hand sides of (2.1) and (2.2) coincide up to ε when θ = 1− β
γ .
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This motivates the estimate

N(E ∩ J, δ)|J |−α ≤


C ′εδ

−(αθ+β+ε) if θ ≤ 1− β
γ

Cεδ
−(−θ(γ−α)+γ+ε) if 1− β

γ < θ ≤ 1− ε
δ−(αθ+ε) + 1 if 1− ε ≤ θ ≤ 1.

In the first two cases the largest value is assumed when θ = 1− β
γ , and in the third

case the largest value is assumed when θ = 1. Hence

N(E ∩ J, δ)|J |−α ≤ max(Cε, C
′
ε)δ
−(α(1− βγ )+β+ε) + δ−(α+ε) + 1.

Since α ≤ (1− β
γ )α+ β, the claim follows.

Case 2: α ≥ γ. Then α ≥ (1− β
γ )α+β, so we need to show ν](α) ≤ α. By (2.2)

and (2.3),

N(E ∩ J, δ)|J |−α ≤ Cεδ−(θ(α−γ)+γ+ε)1{θ≤1−ε} + (δ−(αθ+ε) + 1)1{1≥θ>1−ε}

Since α − γ ≥ 0, the first term on the right hand side is ≤ Cεδ
−((1−ε)(α−γ)+γ+ε),

which is ≤ Cεδ−(α+ε
′) with ε′ = ε(1− (α− γ)), and the second term is ≤ δ−(α+ε).

By definition of ν](α), this implies ν](α) ≤ α. �

We now discuss how to deduce Corollary 1.3 from Theorem 1.2. We note that
this implication is unrelated to spherical averaging operators.

Proof of Corollary 1.3, given Theorem 1.2. By Theorem 1.2, T rad
E ⊂ ∆β . For the

other inclusion note that ( 1
p ,

1
q ) ∈ T rad

E if and only if

(a) 1
q ≤

1
p ,

(b) 2
p + β−1

q ≤ 1, and

(c) 1
q ν

]( q2 − 1) + 1
p −

1
q ≤

1
2 .

Since ν](α) ≥ α, the scaling condition 1
q ≥

1
2p follows from (c) for q ≥ 2 (and the

condition also holds for q ≤ 2 since p ≥ 1).

(i) Assume that 2γ−β ≤ 1. From (1.3) we have ν]( q2 − 1) = q
2 − 1 if 1

q ≤
1

2(1+γ) .

Note P rad
3,β = ( 2

3+β ,
1

3+β ) and 1
3+β ≤

1
2(1+γ) for 2γ − β ≤ 1, therefore P rad

3,β ∈ T rad
E .

Hence T rad
E = ∆β by convexity, since P1, P2,β ∈ T rad

E .

(ii) Assume that 2γ − β > 1. In this case 1
3+β >

1
2(1+γ) . If 1

q ≤
1

2(1+γ) we have

ν]( q2 − 1) = q
2 − 1 and condition (c) yields the point P rad

4,γ . If 1
q >

1
2(1+γ) , we have

ν]( q2 − 1) ≤ (1− β
γ )( q2 − 1) + β, and in particular (c) is satisfied if (1− β

γ )( 1
2 −

1
q ) +

β
q + 1

p −
1
q ≤

1
2 . A computation shows that this matches condition (b) at the point

P rad
5,β,γ . Therefore, Qrad

β,γ ⊂ T rad
E .

It remains to show sharpness, in the sense that the inclusion Qrad
β,γ ⊂ T rad

E may

be an equality for some sets E. This happens when the upper bound in (1.3) is
an equality. For example, if E is the (β, γ)-Assouad regular set constructed in [13,
§6.2] and ν(θ) = −min((1− θ)γ, β), then

sup
|J|=δθ

N(E ∩ J, δ) ≈ δν(θ)
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uniformly in δ, θ (in particular, the Assouad spectrum and upper Assouad spectrum

both equal γ(θ) = min( β
1−θ , γ)). This implies

ν](α) = max(α, (1− β
γ )α+ β)

as required. For γ = 1 and β < 1, another example is given by the convex se-

quences E = {1 + n1−β
−1

: n ≥ 1} which also have (upper) Assouad spectrum

equal to γ(θ) = min( β
1−θ , 1). Additional examples are provided by the Moran set

constructions in [14, §3] (also see [2]). �

3. Necessary conditions

We start with the necessary condition p ≤ q. We provide a direct proof, since
for the class of radial functions one cannot directly appeal to the standard example
of Hörmander [8] for translation-invariant operators.

Lemma 3.1. Let 1 ≤ p, q <∞. Assume that ‖ME‖Lprad→Lq . 1. Then p ≤ q.

Proof. Let k > 0 be a large parameter. For n > 0, let

Ik,∗n := [2k + 8n+ 1, 2k + 8n+ 7], Ikn := [2k + 8n+ 3, 2k + 8n+ 5]

and define

fk(x) := 2−k(d−1)/p
2k−5∑
n=1

1Ik,∗n
(|x|).

Then ‖fk‖p . 2k/p. Let t ∈ E ⊂ [1, 2] and observe that

At[1Ik,∗n (| · |)](x) = 1, for |x| ∈ Ikn
At[1Ik,∗n (| · |)](x) = 0, for |x| ∈ Ikn′ , n 6= n′.

Therefore

‖Atf‖q ≥
( 2k−5∑
n=1

2−k(d−1)q/p
∫
{x : |x|∈Ikn}

∣∣∣ 2k−5∑
n′=1

At[1Ik,∗
n′

(| · |)](x)
∣∣∣q dx

)1/q
=
( 2k−5∑
n=1

2−k(d−1)q/p
∫
Ikn

rd−1 dr
)1/q

& 2−k(d−1)(1/p−1/q)2k/q.

Consequently,
‖MEfk‖q
‖fk‖p

& 2−kd(1/p−1/q) (3.1)

and since ‖ME‖Lprad→Lq . 1 by assumption, we must have p ≤ q by letting k →∞
in (3.1). �

The next lemma is standard, and can be found, for instance, in [1]. We note
that the first condition is the usual scaling condition from fixed-time averages and
thus does not depend on the set of dilations E.

Lemma 3.2. Let 1 ≤ p ≤ q <∞, d ≥ 2.

(i) If ‖M[1,2]‖Lprad→Lq . 1, then q ≤ pd.

(ii) For any E ⊆ [1, 2]

‖ME‖Lprad→Lq & sup
0<δ<1

N(E, δ)1/qδd−1+
1
q−

d
p . (3.2)
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The previous conditions imply that Lprad → Lq bounds for ME cannot hold for
( 1
p ,

1
q ) 6∈ ∆β . This was essentially implicit in previous works such as [1].

Corollary 3.3. Let d ≥ 2, E ⊆ [1, 2] with dimM E = β. Then T rad
E ⊆ ∆β.

Proof. The triangle ∆β is determined by the intersection of the lines 1
p = 1

q , 1
q = 1

pd

and d−1+ 1−β
q = d

p . Using the definition of Minkowski dimension, these correspond

to the necessary conditions in Lemma 3.1 and Lemma 3.2, respectively. �

We note that when p = d
d−1 there is a more refined necessary condition than

(3.2).

Lemma 3.4. Let pd = d
d−1 . Then

‖ME‖Lpdrad→Lq & sup
0<δ<1/2

N(E, δ)1/qδ1/q[log(1/δ)]1/d.

Proof. First consider f(x) = |x|1−d log(|x|−1)−11[0, 12 ]
(|x|), the familiar example by

Stein [21]. Then f ∈ Lpd and MEf(x) =∞ for |x| ∈ E. Hence if ‖ME‖Lpdrad→Lq <
∞ then E must be of measure zero.

Let δ ≤ 10−2 and define

g(x) := |x|1−d
(

log( 1
|x| )
) 1−d

d
1[δ1/2,δ1/4](|x|).

Then

‖g‖pd ∼
(∫ δ1/4

δ1/2
s−1(log 1

s )−1 ds
)1/pd

∼
(∫ 1

2 log( 1
δ )

1
4 log( 1

δ )

u−1 du
)1/pd

∼ 1

uniformly in δ.
Next, let Dn = {r : 2−n ≤ dist(r, E) ≤ 21−n}. As stated in [20, Lemma 2.7], we

have that for nonnegative f and f(x) = f0(|x|),

MEf(x) ≥ c
∫ 1

2−n+2

sd−2f0(s) ds for |x| ∈ Dn;

indeed, this is a consequence of formula (4.2) below. Thus, for |x| ∈ Dn and 2−n ≤ δ
we get

MEg(x) &
∫ δ1/4

δ1/2
s−1 log( 1

s )
1−d
d ds =

∫ 1
2 log( 1

δ )

1
4 log( 1

δ )

u1/du−1 du & [log( 1
δ )]1/d.

Therefore, letting Wδ := {r : dist(r, E) ≤ δ},

‖MEf‖q &
( ∑
n:2−n≤δ

|Dn| [log( 1
δ )]q/d

)1/q
& |Wδ|1/q[log( 1

δ )]1/d;

here we used that |E| = 0. Noting that |Wδ| ≥ 1
3N(E, δ)δ, the asserted lower

bound follows. �

We continue with a further necessary condition involving the Assouad spectrum.
To the best of our knowledge, this condition has not shown up before in the litera-
ture. It turns out to be relevant only for d = 2.
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Lemma 3.5. Let 1 ≤ p ≤ q < ∞. Given 0 < δ < 1 and an interval J of length
|J | > δ, define

CE(δ, J) := N(E ∩ J, δ)
1
q |J |−(d−1)(

1
2−

1
q )δ

d−1
2 + 1

q−
1
p .

Then

‖ME‖Lprad→Lq & sup
0<δ<1

sup
|J|>δ

CE(δ, J) . (3.3)

In particular, if q ≥ 2 and ν](α) is as in (1.2) the Lprad → Lq boundedness of ME

implies

1
q ν

]
(
(d− 1)( q2 − 1)

)
+ 1

p −
1
q ≤

d−1
2 .

Proof. Let 1 ≤ p ≤ q ≤ 2. Then the exponent of the factor |J |−(d−1)(
1
2−

1
q ) is

positive and thus, for any 0 < δ < 1,

sup
|J|≥δ

CE(δ, J) = N(E, δ)
1
q δ

d−1
2 + 1

q−
1
p . N(E, δ)

1
q δd−1+

1
q−

d
p

where the inequality follows since p ≤ 2. Thus, the desired lower bound follows
from Lemma 3.2, (ii).

We next assume 2 ≤ q < ∞. Let 0 < δ < 1 and J = [tL, tR] ⊆ [1/2, 5/2] be
an interval with |J | ≥ δ. Let gδ(x) := 1[tL−δ,tL+δ](|x|). Clearly, ‖gδ‖p . δ1/p. For
each t ∈ E ∩ J with |t − tL| ≥ δ, let It := [t − tL − δ/10, t − tL + δ/10]. For any
x ∈ Rd such that |x| ∈ It, let t(x) = t ∈ E. We claim that

|At(x)gδ(x)| &
( δ

|x|

) d−1
2

. (3.4)

Thus, if D :=
⋃
t∈E∩J,|t−tL|≥δ It, we have MEgδ(x) & (δ/|x|) d−1

2 whenever |x| ∈ D.

Consequently, noting that r ≤ 2|J | for r ∈ D, we have for q ≥ 2

‖MEgδ‖q & δ
d−1
2

(∫
D

r−
(d−1)q

2 +d−1dr
)1/q

& δ
d−1
2 |J |−(d−1)(

1
2−

1
q )|D|1/q

Using that |D| & N(E ∩ J, δ)1/qδ1/q we have

‖MEgδ‖q
‖gδ‖p

& N(E ∩ J, δ)1/q|J |−(d−1)(
1
2−

1
q )δ

(d−1)
2 + 1

q−
1
p = CE(δ),

as desired.
We now prove the claim (3.4). Note that, by rotation invariance, we can assume

x = (x1, 0) with x1 ≥ 0 and x1 − t(x) = −tL + c1δ, where |c1| ≤ 1/10. Let

Rx := {(y1, y′) ∈ Sd−1 : y1 ≥ 0, |y′| ≤ c−12 (δ/x1)1/2}

with c22 >
20
9 . Note that if y ∈ Rx we have (1 − y1) ≤ |y′|2 ≤ 1

c22

δ
|x1| . Now, a

computation shows that for y ∈ Rx,

tL − δ
10 ≤ |x− t(x)y| ≤ tL + δ. (3.5)
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On the one hand, we have

|x− t(x)y|2 = x21 + (t(x))2 − 2x1t(x)y1

= (x1 − t(x))2 + 2t(x)x1(1− y1)

= (tL − c1δ)2 + 2t(x)x1(1− y1)

≤ t2L + c21δ
2 − 2c1tLδ + 2

t(x)

tLc22
tLδ

≤ t2L + δ2 + 2tLδ − (1− c21)δ2 − 2(1 + c1)tLδ + 4c−22 tLδ

≤ (tL + δ)2.

In the last line we used that −2(1 + c1) + 4c22 < 2(− 9
10 + 2c−22 ) < 0, and in the

previous one, t(x) ≤ 2tL. On the other hand, since 2t(x)x1(1− y1) ≥ 0 we have

|x− t(x)y|2 = (tL + c1δ)
2 + 2t(x)x1(1− y1) ≥ (tL − 1

10δ)
2.

In view of (3.5) and the definition of gδ, we immediately have

At(x)gδ(x) ≥
∫
Rx

gδ(x− t(x)y) dσ(y) & (
√
δ/|x1|)d−1,

which verifies the claim (3.4).
Finally, note that by the definition of ν](α) in (1.2), given ε > 0, there exists a

sequence (δm) with limm→∞ δm = 0, such that

sup
|J|≥δm

|J |−αN(E ∩ J, δm) ≥ δε−ν
](α)

m .

Using this in (3.3) with α = (d− 1)( q2 − 1) we see that there exist an interval J
such that

|J |((d−1)
q
2−1)

1
q δ
ε−ν]((d−1) q2−1)/q
m |J |−(d−1)(

1
2−

1
q )δ

d−1
2 + 1

q−
1
p

m . 1

for δm ≤ |J |. Letting m → ∞, this implies 1
q ν

]((d − 1)( q2 − 1)) + 1
p −

1
q ≤

d−1
2 as

desired. �

Remark. The scaling condition q ≤ pd in Lemma 3.2, (i), is implicit in the previous
lemma by simply taking |J | = δ in the definition of CE(δ, J).

4. Estimates for d ≥ 3

As in [9, 20] it is useful to rewrite the spherical averages, when acting on radial
functions, as integral transforms on R+. As shown in [9] one has for f(x) = f0(|x|)

Atf(x) = cd

∫ |x|+t
||x|−t|

Kt(|x|, s)f0(s) ds (4.1)

with

Kt(r, s) =
(√(r + t)2 − s2

√
s2 − (r − t)2

(r + t)2 − (r − t)2
)d−3 s

(r + t)2 − (r − t)2
. (4.2)

In this section we consider the higher dimensional case and prove Theorem 1.1.
As stated in [20] the formulas (4.1) and (4.2) imply expressions for the maximal
functions which are easy to handle in dimension d ≥ 3.
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Lemma 4.1 ([20, Lemma 3.1]). Let d ≥ 3, 1 ≤ p <∞ and set g(s) := f0(s)s(d−1)/p.
Then for r = |x|,

MEf(x) .Mpg(r) +R1f0(r) +R2f0(r),

where r = |x| and

Mpg(r) := sup
t∈E

r/2<t<3r/2

r1−d
∣∣∣ ∫ r+t

|r−t|
s
d−1
p′ −1g(s) ds

∣∣∣, (4.3)

R1f0(r) := sup
t∈[1,2]
t≤r/2

1

t

∣∣∣ ∫ r+t

r−t
f0(s) ds

∣∣∣,
R2f0(r) := sup

t∈[1,2]
t≥3r/2

1

r

∣∣∣ ∫ t+r

t−r
f0(s) ds

∣∣∣.
The dependence of the p-range on β is only used when we estimate Mpg. We have

not kept dependence of the set E in the operators R1 and R2 since the operators
with supremum over the full interval [1, 2] already satisfy satisfactory estimates.
The operator R1 is rather straightforward.

Proposition 4.2. For all 1 ≤ p ≤ q ≤ ∞ we have

‖R1f0‖Lq(rd−1dr) . ‖f0‖Lp(sd−1ds).

Proof. The estimate is trivial for q = p = ∞, so we assume that 1 ≤ p < ∞. For
any t ∈ [1, 2] and r ≥ 2t, we have∫ r+t

r−t
|f0(s)|ds . r−

d−1
p

∫ r+t

r−t
|f0(s)| s

d−1
p ds . r−

d−1
p

∫ r+2

r−2
|f0(s)| s

d−1
p ds.

Thus, by Hölder’s inequality

R1f0(r) . r−
d−1
p

(∫ r+2

r−2
|f0(s)|psd−1 ds

)1/p
.

The case q =∞ is immediate. For 1 ≤ q <∞, we note that R1f0(r) = 0 if r < 2,
and thus (

∫∞
0
|R1f0(r)|qrd−1 dr)1/q is bounded by a constant times(∫ ∞

2

r−(d−1)(
1
p−

1
q )q
(∫ r+2

r−2
|f0(s)|psd−1 ds

)q/p
dr
)1/q

.

Since q ≥ p, a standard spatial orthogonality argument implies that the above

is further bounded by a constant times
( ∫∞

0
|f0(s)|psd−1 ds

)1/p
, concluding the

proof. �

The condition q ≤ pd is necessary for the estimation of R2. The only non-trivial
for the endpoint q = pd.

Proposition 4.3. Let d ≥ 3. For 1 < p <∞, q ≤ pd,

‖R2f0‖Lq(rd−1dr) . ‖f0‖Lp(sd−1ds). (4.4)

Furthermore, the inequality also holds for p = 1 and q < pd.
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Proof. By Hölder’s inequality, we have the pointwise estimate

|R2f0(r)| . sup
t∈[1,2]
t≥3r/2

(
r−1

∫ t+r

t−r
|f0(s)|psd−1 ds

)1/p

.
(
r−1

∫ 4

1/4

|f0(s)|psd−1 ds
)1/p

. (4.5)

Define the measure µd on R+ by dµd = rd−1 dr. Direct integration in Lq(dµd) gives
(4.4) for 1 ≤ p < ∞ and q < pd. To get the endpoint, we first prove a weak-type
inequality. By (4.5) we have that for some C > 1

µd
(
{r : |R2f0(r)| > α}) ≤ µd

({
r : r−1

∫ 4

1/4

|f0(s)|psd−1 ds > (C−1α)p
})

=
1

d
Cpdα−pd

(∫ 4

1/4

|f0(s)|psd−1 ds
)d
,

which shows thatR2 maps Lp(µd) to Lq,∞(µd) for q = pd. Applying the Marcinkiewicz
interpolation theorem with different values of p, this upgrades to the Lp(µd) →
Lq(µd) inequality for 1 < p <∞. �

We now estimate the operator Mp. The interesting p-regime is for 1 ≤ p ≤ d
d−1 ,

since for p > d
d−1 one can obtain bounds rather trivially, uniformly in E.

Proposition 4.4. Let E ⊂ [1, 2]. For all p > d
d−1 and 1 ≤ q ≤ ∞,

‖Mpg‖Lq(rd−1dr) . ‖g‖p.

Proof. We note that Mpg is supported in [2/3, 4]. Moreover Mpg = Mp[g1[0,4]].

Since sd−1−p
′
1[0,4] belongs to Lp

′
(ds) for p > d

d−1 the pointwise bound |Mpg(r)| .
‖g‖p follows from Hölder’s inequality. This implies the Lp → Lq bounds, by the
stated support properties. �

For the interesting range p ≤ d
d−1 we distinguish the cases 1 ≤ p < d

d−1 , and

p = d
d−1 .

Proposition 4.5. Let 1 ≤ p < d
d−1 . For all p ≤ q <∞,

‖Mpg‖Lq(rd−1 dr) ≤ C(p, d) sup
0<δ<1

δd−1−
d
p+

1
qN(E, δ)

1
q ‖g‖p,

where C(p, d) . p
d−p(d−1) .

Proof. We argue as in [20]. In (i) assume 1 ≤ N(E, δ)1/q ≤ Cδ−(d−1−
d
p+

1
q ), other-

wise there is nothing to prove. Note that for nonempty E this inequality can only
hold if d− 1− d

p + 1
q ≥ 0, i.e for q ≤ p

d−p(d−1) . Since p < d
d−1 and p ≤ q we see that

dimME ≤ q(d−1p′ + 1
q −

1
p ) = 1− q(d−1)

d ( d
d−1 −

1
p ) < 1. For each n ≥ 0, let

Un := {r : dist(r, E) ≤ 2−n+1}, Dn = Un \ Un+1 (4.6)

Note that (
⋃∞
n=1Dn){ =

⋂∞
n=1 Un = E is a set of measure zero since dimME < 1.
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Observe that Mpg(r) = 0 unless 2
3 ≤ r ≤ 4. If r ∈ Dn, then

Mpg(r) .
∫ 6

2−n
s
d−1
p′ −1|g(s)|ds .

n+2∑
`=0

2
(−n+`)( d−1

p′ −1)
∫ 2−n+`+1

2−n+`

|g(s)| ds

.
n+2∑
`=0

2
(−n+`)( d−1

p′ −1)2(−n+`)/p
′
(∫ 2−n+`+1

2−n+`

|g(s)|p ds
) 1
p

.

We have from the above observations and Minkowski’s inequality that

‖Mpg‖Lq(rd−1dr) .
(∑
n≥0

∫
Dn

|Mpg(r)|q dr
)1/q

.
(∑
n≥0

|Dn|
[ n+2∑
`=0

2(`−n)(d−1−
d
p )
(∫ 2`+1−n

2`−n
|g(s)|p ds

) 1
p
]q) 1

q

and by Minkowski’s inequality this is

.
∑
`≥0

2−`(
d
p−d+1)

( ∑
n∈N0:
n≥`−2

[
2n(

d
p−d+1)|Dn|

1
q

(∫ 2−n+`+1

2−n+`

|g(s)|p ds
) 1
p
]q) 1

q

.
∑
`≥0

2−`(
d
p−d+1)

(∑
n≥0

2n(
d
p−d+1)p|Dn|

p
q

∫ 2−n+`+1

2−n+`

|g(s)|p ds
) 1
p

.

We may estimate, for each fixed `, the n-sum by supn≥0 2n(
d
p−d+1)|Dn|1/q‖g‖p.

Since p < d
d−1 we may then sum in ` and use |Dn| . N(E, 2−n)2−n to get

‖Mpg‖Lq(rd−1 dr) .
1

1−2d−1− d
p

sup
n≥0

2n(
d
p−d+1)|Dn|1/q‖g‖p,

. p
d−p(d−1) sup

n≥0
2n(

d
p−d+1− 1

q )N(E, 2−n)
1
q ‖g‖p,

which concludes the proof. �

We argue in a slightly different way for the endpoint p = d
d−1 .

Proposition 4.6. Let E ⊂ [1, 2], and pd := d
d−1 . Then for q ≥ pd,

‖Mpg‖Lq(rd−1dr) . sup
δ<1/2

δ
1
qN(E, δ)

1
q (log 1

δ )
1
d ‖g‖pd . (4.7)

Proof. We may assume supδ< 1
2
δ

1
qN(E, δ)

1
q (log 1

δ )
1
d < ∞. Let Un, Dn be as in

(4.6), and conclude that |Un| . n−q/d. This implies that E is of measure zero.
Note that Mpg(r) = 0 unless 2

3 ≤ r ≤ 4. We set, for ` > 0,

Ω` :=
⋃

2`−1≤n<2`

Dn.

Note that

|Ω`| . |{r : dist(r, E) . 2−2
`−1

}| . N(E, 2−2
`−1

)2−2
`−1

. Bq2−`q/d,
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where B := supδ< 1
2
δ

1
qN(E, δ)

1
q (log 1

δ )
1
d & 1; here we assume without loss of gen-

erality E 6= ∅. We estimate Mpg(r) . Npg(r) + Eg(r) where

Npg(r) :=
∑
n>0

1Dn(r)

∫ 1/2

2−n
s−1/dg(s) ds,

Eg(r) . 1[1/3,2](r)

∫ 4

1/2

s−1/dg(s) ds.

For the term E we just use Hölder’s inequality and obtain

‖Eg‖Lq(rd−1dr) .
(∫ 4

1/2

[ ∫ 4

1/2

s−1/dg(s) ds
]q

dr
)1/q

. ‖g‖pd .

We turn to the term Npg(r). For m ≥ 0, let Jm = [2−2
m+1

, 2−2
m

]. Then, if
r ∈ Dn, with 2`−1 ≤ n < 2`, we have by Hölder’s inequality

|Npg(r)| .
∫ 1/2

2−2`
s−1/d|g(s)|ds ≤

∑̀
k=0

∫
J`−k

s−1/d|g(s)|ds

≤
∑̀
k=0

(∫
J`−k

s−1 ds
)1/d(∫

J`−k

|g(s)|
d
d−1 ds

) d−1
d

.
∑̀
k=0

2(`−k)/d
(∫

J`−k

|g(s)|p ds
)1/p

.

Consequently,

‖Npg‖Lq(rd−1dr) .
( ∞∑
`=1

∑
2`−1≤n<2`

∫
Dn

|Npg(r)|q dr
)1/q

.
( ∞∑
`=1

|Ω`|
(∑̀
k=0

2(`−k)/d
(∫

J`−k

|g(s)|p ds
)1/p)q)1/q

.

By the triangle inequality in `q the above right-hand side is

.
∞∑
k=0

2−k/d
( ∞∑
`=k

|Ω`|2`q/d
(∫

J`−k

|g|p ds
)q/p)1/q

. B
∞∑
k=0

2−k/d
( ∞∑
`=k

(∫
J`−k

|g|p ds
)q/p)1/q

. B
∞∑
k=0

2−k/d
( ∞∑
`=k

∫
J`−k

|g|p ds
)1/p

. B‖g‖p;

here we have used (4.8) in the second inequality, the embedding `p ↪→ `q for p ≤ q
in the third and the disjointness of the intervals J`−k for ` ≥ k and fixed k ≥ 0.
This establishes the bound ‖Npg‖Lq(rd−1dr) . B‖g‖p, which concludes the proof of
(4.7). �

We are now in a position to conclude Theorem 1.1.

Proof of Theorem 1.1. We recall that the triangle ∆β is given by

∆β =
{

( 1
p ,

1
q ) ∈ [0, 1]2 : 1

pd ≤
1
q ≤

1
p ,

1−β
q + d− 1 ≥ d

p

}
,
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and note that the line segment [P2,β , P
rad
3,β ] satisfies the second condition with

equality. From Corollary 3.3 we have T rad
E ⊆ ∆β . For the sufficient conditions,

we have by Propositions 4.2 and 4.3 that if ( 1
p ,

1
q ) ∈ ∆β then R1 and R2 are

Lp(sd−1ds) → Lq(rd−1dr) bounded. Thus, by Lemma 4.1, we shall only focus on
Mp.

(i) Let β < 1. If ( 1
p ,

1
q ) ∈ [P2,β , P

rad
3,β ] and β < 1 then 1 ≤ p < d

d−1 . We can

then apply Proposition 4.5 together with the assumption supδ<1 δ
βN(E, δ) <∞ to

deduce that Mp is Lp → Lq(rd−1dr) bounded on that line segment. The remaining
bounds for ( 1

p ,
1
q ) ∈ ∆β follow by interpolation with the case q = p =∞. Therefore

T rad
E = ∆β .

(ii) If supδ<1 δ
βN(E, δ) = ∞, we have by Lemma 3.2 that ‖ME‖Lprad→Lq &

supδ<1N(E, δ)1/qδβ/q = ∞ if ( 1
p ,

1
q ) ∈ [P2,β , P

rad
3,β ]. For the positive bounds, we

note by Proposition 4.4 that Mp is Lp → Lq(rd−1dr) bounded for p > d
d−1 . For

p ≤ d
d−1 , we use that for every ε > 0 we have N(E, δ) .ε δ−β−ε uniformly in δ > 0.

Since β < 1, Proposition 4.6 guarantees Lpd → Lq(rd−1dr) boundedness for q ≥ pd
for a choice of ε > 0 sufficiently small. Finally, note that

δd−1−
d
p+

1
qN(E, δ)1/q .ε δ

d−1− dp+
1−β−ε
q . (4.8)

For p < d
d−1 and ( 1

p ,
1
q ) ∈ ∆β\[P2,β , P

rad
3,β ], we have that 1−β

q + d − 1 > d
p .

Thus, choosing a sufficiently small ε > 0, the right-hand side of (4.8) is uni-
formly bounded in 0 < δ < 1. We can then apply Proposition 4.5 to deduce
that Mp is Lp → Lq(rd−1dr) bounded in this case. Consequently, we have proven
T rad
E = ∆β\[P2,β , P

rad
3,β ].

(iii) Assume that dimME = 1. We already noted that T rad
E ⊆ ∆1. Moreover,

for pd = d
d−1 , we have from Lemma 3.4 that supδ<1/2 δ(log 1

δ )
q
dN(E, δ) must be

finite if ‖ME‖Lpdrad→Lq . 1. This establishes the ⊆ implication. For the sufficient

condition, we note that P2,1 = (d−1d , d−1d ) and P rad
3,1 = (d−1d , d−1d2 ). If ( 1

p ,
1
q ) ∈ ∆1

with p > d
d−1 , Lp → Lq(rd−1dr) bounds immediately follow from Proposition 4.4.

On the other hand, if p = d
d−1 , the bounds follow from Proposition 4.6 under

the assumption supδ< 1
2
δN(E, δ)(log 1

δ )
q
d <∞. This establishes the ⊇ implication,

which concludes the proof. �

5. 2-dimensional results

In this section we consider the circular maximal function ME for radial functions
on the plane. As stated in [20, Lemma 5.1] the formulas (4.1) and (4.2) yield by
straightforward estimation a pointwise inequality which involves kernels that are
more singular than their higher-dimensional counterparts. In what follows, for a
radial function f , we continue to use the notation f(x) = f0(s) for s = |x|.

Lemma 5.1. Let d = 2. Fix 1 ≤ p <∞ and set g(s) := f0(s)s1/p. Then

MEf(x) .M+
p g(r) + M−p g(r) +

∑
±

2∑
i=1

R±i f0(r)
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where r = |x| and

M−p g(r) := sup
t∈E

r/2<t<3r/2

r−1
∣∣∣ ∫ r+t

|r−t|
s1/2−1/p(s− |r − t|)−1/2g(s) ds

∣∣∣,
M+
p g(r) := sup

t∈E
r/2<t<3r/2

r−1
∣∣∣ ∫ r+t

|r−t|
s1/2−1/p(r + t− s)−1/2g(s) ds

∣∣∣,
R−1 f0(r) := sup

t∈E
t≤r/2

t−1/2
∣∣∣ ∫ r

r−t
|s− r + t|−1/2f0(s) ds

∣∣∣,
R+

1 f0(r) := sup
t∈E
t≤r/2

t−1/2
∣∣∣ ∫ r+t

r

|r + t− s|−1/2f0(s) ds
∣∣∣,

and

R−2 f0(r) := sup
t∈E

t≥3r/2

r−1/2
∣∣∣ ∫ t

t−r
|s− t+ r|−1/2f0(s) ds

∣∣∣,
R+

2 f0(r) := sup
t∈E

t≥3r/2

r−1/2
∣∣∣ ∫ t+r

t

|r + t− s|−1/2f0(s) ds
∣∣∣.

Given this lemma, it suffices to establish Lebesgue space bounds for the operators
R±1 , R

±
2 and M±p .

5.1. The operators R±1 . Boundedness for these operators hold under a condition
involving the Minkowski dimension. The argument is analogous to that in [20,
Proposition 5.2].

Proposition 5.2. For all 1 < p ≤ q ≤ ∞, we have

‖R±1 f0‖Lq(rdr) .
∑
m≥0

2−m( 1
2+

1
q−

1
p )N(E, 2−m)

1
q ‖f0‖Lp(sds).

Proof. We only give the estimate for R1 := R−1 ; the same arguments apply to R+
1 .

First, note that without loss of generality, we can assume that f0 is supported on
[1,∞). For each r ≥ 2 we can write, after a dyadic decomposition,

R1f0(r) .M loc
HLf0(r) +

∑
m>0

2m/2Rm1 f0(s) (5.1)

where

Rm1 f0(r) := sup
t∈E
t≤r/2

∫ r−t+2−m+1

r−t+2−m
|f0(s)| ds

and M loc
HLh(r) := sup1≤t≤2

1
t

∫ r
r−t |h(s)|ds. Clearly

‖1(2,∞)M
loc
HLf0‖Lq(rdr) . ‖f0‖Lp(rdr)

for all 1 < p ≤ q ≤ ∞. For each fixed m > 0, let {Iνm : ν ∈ Nm(E)} be a minimal
cover of E by intervals of length 2−m and note that #Nm(E) = N(E, 2−m). For
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each Iνm, define Jνm := {t ∈ R : dist(t, Iνm) ≤ 2−m+1}, that is, its concentric interval
with 5 times the length. Then

Rm1 f0(r) . sup
ν∈Nm(E)

∫
Jνm

|f0(r − s)| ds = sup
ν∈Nm(E)

|f01Ak | ∗ 1Jνm(r)

whenever r ∈ [2k, 2k+1] for k > 0, whereAk := [max{1, 2k−3}, 2k+1]. Consequently,
by Young’s convolution inequality,∫ ∞

2

|Rm1 f0(r)|qr dr .
∑

ν∈Nm(E)

∑
k>0

2k
∫ 2k+1

2k

∣∣|f01Ak | ∗ 1Jνm(r)
∣∣q dr

.
∑

ν∈Nm(E)

∑
k≥0

2k|Iνm|
q+1− qp

(∫
Ak

|f0(s)|p ds
)q/p

. 2−m(q+1− qp )N(E, 2−m) sup
k≥0

2k(1−
q
p )
∑
k≥0

(∫ 2k+1

2k−2

|f0(s)|psds
)q/p

. 2−m(q+1− qp )N(E, 2−m)‖f0‖qLp(sds),

where the last inequality follows since p ≤ q. Combining this with (5.1) concludes
the proof. �

5.2. The operators R±2 . We first record a result from [20] for the case p = q.

Lemma 5.3. For all 1 ≤ p <∞, we have

‖R±2 f‖Lp(rdr) ≤
∑
m≥0

N(E, 2−m)1/p2−m/2‖f‖Lp(sds).

For the proof see [20, Prop. 5.3]. The Lp(sds)→ Lq(rdr) estimates for R±2 are
more involved, and can be obtained under a condition on the quantity ν](α) in
(1.2). We note that the behaviour of R±2 is responsible for the different outcomes
in two versus higher dimensions.

Proposition 5.4. Let 1 < p ≤ q <∞ and E ⊂ [1, 2]. For k,m ≥ 0, define

ωp,qm (E, k) := sup
|J|=2−k

2−k(
2
q−

1
p )N(E ∩ J, 2−m−k)

1
q (5.2)

where the supremum is taken over all intervals J ⊂ [1, 2] of length 2−k.

(i) For 2 ≤ q ≤ 2p, we have

‖R±2 f0‖Lq(rdr) .
∑
m≥0

2−m( 1
2+

1
q−

1
p )‖ωp,qm (E, k)‖`∞k ‖f0‖Lp(sds). (5.3)

(ii) If 1 < q < 2, we have

‖R±2 f0‖Lq(rdr) .
∑
m≥0

2−m( 1
2+

1
q−

1
p )‖ωp,qm (E, k)‖

`
2q

2−q
k

‖f0‖Lp(sds). (5.4)

Proof. We only give the estimate for R2 := R−2 ; the same arguments apply to R+
2 .

Note that R2f0(r) = 0 for r ≥ 4/3. Furthermore, without loss of generality, we
may assume that f0 is supported on [1/3, 2]. Let I0 := [1/2, 4/3] and, for k > 0, let
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Ik := [2−k−1, 2−k]. Let χ0 ∈ C∞c be even, such that χ0(y) = 1 for |y| ≤ 2−12 and
χ0(y) = 0 for |y| ≥ 2−11. For k ≥ 0, we define

Akf0(r, t) := r−1/21Ik(r)

∫ ∞
t−r

χ0(2k(t− r − s))|t− r − s|−1/2f0(s) ds

Bkf0(r, t) := r−1/21Ik(r)

∫ t

t−r
(1− χ0(2k(t− r − s)))|t− r − s|−1/2f0(s) ds

and note that

R2f0(r) ≤ sup
t∈E

∑
k≥0

|Akf0(r, t)| + sup
t∈E

∑
k≥0

|Bkf0(r, t)|. (5.5)

We start bounding the Bk terms. For t ∈ E and r ∈ Ik we have by Hölder’s
inequality

|Bkf0(r, t)| . 2k
(∫ t

t−r
|f0(s)|ds

)
1Ik(r) . 2k/p

(∫ 2

1/3

|f0(s)|p ds
)1/p

1Ik(r),

and thus

sup
1≤t≤2

∑
k≥0

|Bkf0(r, t)| . r−2/q sup
k≥0

2−k(2/q−1/p)‖f0‖p . r−2/q‖f0‖p

for q ≤ 2p. Since r−2/q ∈ Lq,∞(rdr) we have Lp(sds) → Lq,∞(rdr) bounds for
q ≤ 2p. Therefore, by the Marcinkiewicz interpolation theorem, we obtain the
strong-type bounds∥∥∥ sup

1≤t≤2

∑
k≥0

|Bkf0(·, t)|
∥∥∥
Lq(rdr)

. ‖f0‖Lp(sds), (5.6)

for 1 < p <∞ and q ≤ 2p.
We turn to the Ak terms. Let

hk(x) =

{
0 if x > 0,

χ0(2kx)|x|−1/2 if x ≤ 0.

In particular, hk is supported on (−2−11−k, 0). Note that

Akf0(r, t) = r−1/21Ik(r) hk ∗ f0(t− r).
We perform a further decomposition of the operator Ak which will quantify the size
of |t− r − s|−1/2. To this end, we use, for k ≥ 0, the resolutions of the identity

δ = uk +

∞∑
m=1

υk+m ∗ ψk+m (5.7)

where uk = 2ku(2k·), υ` = 2`−1υ1(2`−1·), ψ` = 2`−1ψ1(2`−1·) and u, υ1, ψ1 are C∞c
functions supported on (−2−10, 2−10) and with υ1, ψ1 satisfying moment conditions
up to a certain fixed order N > 0. See [17, Lemma 2.1] for a proof. The convergence
in (5.7) is in the sense of tempered distributions. This resolution of the identity is
convenient since it will allow for an application of Littlewood–Paley theory to sum
in the k-variable. With this at our disposal, define

Ak,0f0(r, t) := r−1/21Ik(r)hk ∗ uk ∗ f0(t− r),

Ak,mf0(r, t) := r−1/21Ik(r)hk ∗ υk+m ∗ ψk+m ∗ f0(t− r), m ≥ 1.

In view of (5.7) we have Ak =
∑∞
m=0 Ak,m for all k ≥ 0.
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Consider first the Ak,0. Note that hk ∗uk is supported in [−2−k−10, 2−k−20] and

‖hk ∗uk‖∞ ≤ ‖hk‖1‖uk‖∞ . 2k/2. Thus, one can argue exactly as for the Bk terms
and deduce the estimate∥∥∥ sup

1≤t≤2

∑
k≥0

|Ak,0f0(·, t)|
∥∥∥
Lq(rdr)

. ‖f0‖Lp(sds) (5.8)

for 1 < p <∞ and q ≤ 2p.
We turn to the operators Ak,m for m ≥ 1, k ≥ 0. Note that by (5.5), (5.6) and

(5.8), to conclude the proof of the proposition it suffices to show that the operator
f0 7→ supt∈E

∑
k≥0 |

∑
m≥1 Ak,mf0(·, t)| satisfies the bounds (5.3) and (5.4). The

key estimate for this end is

‖ sup
t∈E
|Ak,mf0(·, t)|‖Lq(rdr) . 2−m( 1

2+
1
q−

1
p )ωp,qm (E, k)‖ψk+m ∗ f0‖p (5.9)

for 1 < p < ∞ and q ≤ 2p. Assuming (5.9), one can conclude the proof using a
Littlewood–Paley inequality for the family of functions {ψk+m}k≥0, for any fixed
m ≥ 1. Because of the disjointness of the intervals Ik and (5.9) we have∥∥∥ sup

t∈E

∑
k≥0

∣∣ ∑
m≥1

Am,kf0(·, t)
∣∣∥∥∥
Lq(rdr)

.
∑
m≥1

(∑
k≥0

∥∥ sup
t∈E
|Am,kf0(·, t)|

∥∥q
Lq(rdr)

) 1
q

.
∑
m≥1

2−m( 1
2+

1
q−

1
p )
(∑
k≥0

ωp,qm (E, k)q‖ψk+m ∗ f0‖qp
) 1
q

. (5.10)

In the case q ≥ 2 we use(∑
k≥0

ωp,qm (E, k)q‖ψk+m ∗ f0‖qp
) 1
q

. sup
k≥0

ωp,qm (E, k)
(∑
k≥0

‖ψk+m ∗ f0‖qp
) 1
q

,

and then by Minkowski’s inequality and Littlewood–Paley theory(∑
k

‖ψk+m ∗ f0‖qp
)1/q

.
∥∥∥(∑

k

|ψk+m ∗ f0|q
)1/q∥∥∥

p

.
∥∥∥(∑

k

|ψk+m ∗ f0|2
)1/2∥∥∥

p
. ‖f0‖p ∼ ‖f0‖Lp(sds).

This together with (5.10) implies part (i) of the proposition.
For q ≤ 2 we use Hölder’s inequality to get, for ω(k) := ωp,qm (E, k),(∑

k≥0

ω(k)q‖ψk+m ∗ f0‖qp
) 1
q

.
(∑
k≥0

ω(k)
2q

2−q

) 1
q−

1
2
(∑
k≥0

‖ψk+m ∗ f0‖2p
) 1

2

.

By Minkowski’s inequality and Littlewood–Paley theory(∑
k

‖ψk+m ∗ f0‖2p
)1/2

.
∥∥∥(∑

k

|ψk+m ∗ f0|2
)1/2∥∥∥

p
. ‖f0‖p ∼ ‖f0‖Lp(sds)

and we see that this together with (5.10) also implies part (ii) of the proposition.
It remains to prove (5.9) for fixed m ≥ 1, k ≥ 0. As mentioned above, the

m-decomposition allows to essentially quantify the magnitude of |t − r − s|; in
practice, one shall think of hk ∗ υk+m as being roughly 2(k+m)/2

1[−2−m−k,2−m−k].
More precisely, using the vanishing moment conditions of υk+m one obtains for
x ∈ R,

|hk ∗ υk+m(x)| . 2(k+m)/2(1 + 2k+m|x|)−N (5.11)
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for all N ≥ 0. For |x| ≤ 2−k−m, this follows from pulling out ‖υk+m‖∞ and direct
integration. For |x| ≥ 2−k−m, the case N = 0 is immediate from the support of
υk+m and ‖υk+m‖1 . 1, while for N > 0, we write

hk ∗ υk+m(x) =

∫ (
hk(x− y)−

N−1∑
j=0

h
(j)
k (x)

(−y)j

j!

)
υk+m(y) dy.

Using Taylor’s theorem and |x− y| ∼ |x| for |x| ≥ 2−k−m, one immediately obtains
(5.11). By Young’s convolution inequality (5.11) implies

‖hk ∗ υk+m ∗ g‖q . 2(k+m)( 1
p−

1
q−

1
2 )‖g‖p (5.12)

for any function g ∈ Lp, where 1 ≤ p ≤ q ≤ ∞. This upgrades to a maximal
estimate at intervals at scale 2−k−m. More precisely, for any interval I ⊆ [1, 2] of
length |I| = 2−k−m we have

‖ sup
t∈I
|hk ∗ υk+m ∗ g(t− ·)|‖q . 2(k+m)( 1

p−
1
q−

1
2 )‖g‖p. (5.13)

Indeed, by the vanishing moment conditions for υ′k+m, the inequality (5.11), and
consequently the inequality (5.12), also hold if we replace the function hk ∗ υk+m
with 2−k−mhk∗υ′k+m. One can then obtain (5.13) from these by a standard Sobolev-
type application of the fundamental theorem of calculus (see, for instance, [22,
Chapter IX, §3, Lemma 1]).

We are now in a position to prove (5.9). For each fixed k ≥ 0, we tile [1, 2]
into intervals of length 2−k denoted by Jk,µ := [µ2−k, (µ + 1)2−k] for each integer
2k ≤ µ < 2k+1, and set J∗k,µ := [(µ−2)2−k, (µ+3)2−k] to be the concentric interval

to Jk,µ with 5 times its length. Since hk ∗ υk+m is supported on (−2−k, 2−k), we
have that for r ∈ Ik and t ∈ Jk,µ,

hk ∗ υk+m ∗ g(t− r) = hk ∗ υk+m ∗ [g1J∗k,µ ](t− r). (5.14)

For each fixed Jk,µ and m ≥ 1, let {Ik+m,µ,ν}ν be a minimal cover of E ∩ Jk,µ by
intervals of length 2−k−m, and note that there are N(E ∩ Jk,µ, 2−k−m) of them.
Then we have, by (5.13) and (5.14), for g := ψk+m ∗ f0,

‖ sup
t∈E
|Ak,mf0(·, t)|‖Lq(rdr)

. 2k(
1
2−

1
q )
(∑

µ

∑
ν

∫
sup

t∈Jk+m,µ,ν
|hk ∗ υk+m ∗ [g1J∗k,µ ](t− r)|q dr

)1/q
. 2k(

1
2−

1
q )
(∑

µ

N(E ∩ Jk,µ, 2−k−m)2(k+m)( 1
p−

1
q−

1
2 )q‖g1J∗k,µ‖

q
p

)1/q
. 2k(

1
p−

2
q )2−m( 1

2+
1
q−

1
p ) sup
|J|=2−k

N(E ∩ J, 2−k−m)
1
q

(∑
µ

‖g1J∗k,µ‖
p
p

)1/p
for p ≤ q, and since the J∗k,µ have bounded overlap, this yields the asserted inequal-

ity (5.9) in view of the definition of ωp,qm (E, k) in (5.2). �
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5.3. The operators M±p . The treatment shares similarities with [20, Proposition

5.4]. We break M±p g .M±p,0g + M±p,∞g, where

M−p,0g(r) := sup
t∈E

r/2<t<3r/2

r−1
∫ 2|r−t|

|r−t|
s

1
2−

1
p (s− |r − t|)− 1

2 |g(s)| ds,

M−p,∞g(r) := sup
t∈E

r/2<t<3r/2

r−1
∫ r+t

2|r−t|
s−1/p|g(s)|ds,

and with analogous definitions for M+
p,0 and M+

p,∞ breaking the s-domain in the

regions ( r+t2 , r+t) and (|r−t|, r+t2 ), respectively. The operators M±p,∞ are pointwise
bounded by the two-dimensional version of Mp in (4.3), so one can appeal to the
bounds in §4. The main focus of this subsection is to study the operators M±p,0.

Proposition 5.5. Let E ⊆ [1, 2] and 1 ≤ p ≤ q <∞.

(i) For p > 2,
‖M±p g‖Lq(rdr) . ‖g‖p.

(ii) For p < 2,

‖M±p g‖Lq(rdr) .p sup
0<δ<1

N(E, δ)
1
q δ1−

2
p+

1
q ‖g‖p. (5.15)

(iii) For p = 2,

‖M±p g‖Lq(rdr) .
∑
`≥0

(1 + `) sup
n≥`

N(E, 2−n)1/q2−n/q‖g‖2. (5.16)

Proof. We use the decomposition M±p g . M±p,0g + M±p,∞g, and for the operators

M±p,∞ the bounds in (i), (ii) and (iii) follow from Propositions 4.4, 4.5 and 4.6
respectively.

We shall then focus on Mp,0 := M−p,0; the corresponding arguments for M+
p,0

require only a minor notational modification. We observe that Mp,0g(r) = 0 if
r ∈ R \ [ 23 , 4] and hence ‖Mp,0g‖Lq(rdr) ∼ ‖Mp,0g‖Lq .
Case p > 2. For this simpler case, we note the pointwise estimate

Mp,0g(r) .
∑
m≥0

sup
t∈[1,2]

r/2<t<3r/2

∫ |r−t|(1+2−m)

|r−t|(1+2−m−1)

s
1
2−

1
p (s− |r − t|)−1/2|g(s)|ds

.
∑
m≥0

sup
t∈[1,2]

r/2<t<3r/2

2m/2|r − t|−1/p
∫ |r−t|(1+2−m)

|r−t|(1+2−m−1)

|g(s)|ds.

By Hölder’s inequality, this is further estimated by a constant times∑
m≥0

sup
t∈[1,2]

r/2<t<3r/2

2m/2|r − t|−1/p(|r − t|2−m)1/p
′
(∫ 6

0

|g(s)|p ds
)1/p

=
∑
m≥0

2−m( 1
2−

1
p ) sup

t∈[1,2]
r/2<t<3r/2

|r − t|1−
2
p ‖g‖p . ‖g‖p,

since the m-sum converges for p > 2. The Lq-bound for Mp,0 then follows from
trivial integration in the r-variable. This concludes the proof of (i).
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Case p ≤ 2. We treat (ii) and (iii) simultaneously. First, note that we can assume
without loss of generaltiy that |E| = 0. Indeed, for p < 2 the finiteness of the

right-hand side of (5.15) implies the estimate δN(E, δ) . δ−(1−
2
p )q → 0 as δ → 0.

Thus |E| = 0. Similarly, the finiteness of the right-hand side of (5.16) also implies
|E| = 0.

For each n ≥ 0, let Dn := {r : 2−n ≤ dist(r, E) < 2−n+1} and note that
|Dn| . N(E, 2−n)2−n. Write Dn =

⋃
ν∈Nn

Iνn where Iνn are disjoint intervals of

length |Iνn| = 2−n−1, with #Nn ∼ N(E, 2−n). For each ν ∈ Nn, and 0 ≤ ` ≤ n+ 1,
let Eνn,` := {t ∈ E : 2−n+`−1 ≤ dist(t, Iνn) < 2−n+`}. Then we can write

Mp,0g(r) .
∑
n≥0

∑
ν∈Nn

1Iνn
(r) sup

0≤`≤n+1
sup
t∈Eνn,`

∫ 2|r−t|

|r−t|

s
1
2−

1
p

(s− |r − t|)1/2
|g(s)| ds

.
∑
`≥0

∑
m≥0

2m/2
∑
n∈N0:
n≥`−1

∑
ν∈Nn

1Iνn
(r)2(n−`)/p sup

t∈Eνn,`

∫ |r−t|(1+2−m)

|r−t|(1+2−m−1)

|g(s)|ds

=:
∑
`≥0

∑
m≥0

Mm,`g(r).

We now break the analysis depending on whether m ≤ ` or m > `. If m ≤ `, we
have by Hölder’s inequality

Mm,`g(r)1Iνn(r) . 2m/22(n−`)/p
(∫ 2−n+`+2

2−n+`−1

|g(s)|p ds
)1/p

2(−n+`−m)/p′ .

Thus, we estimate ‖Mm,`g‖q by a constant times

. 2−`(
2
p−1)2m( 1

p−
1
2 )
( ∑
n∈N0:
n≥`−1

|Dn|2−n(1−
2
p )q
(∫ 2−n+`+2

2−n+`−1

|g(s)|p ds
) q
p
) 1
q

. 2−`(
2
p−1)2m( 1

p−
1
2 ) sup
n≥`

N(E, 2−n)1/q2−n(1+
1
q−

2
p )‖g‖p

using p ≤ q. Summing, we obtain for p < 2∑
`≥0

∑
m≤`

‖Mm,`g‖q . (2− p)−2 sup
n≥0

N(E, 2−n)1/q2−n(1+
1
q−

2
p )‖g‖p, (5.17)

and, for p = 2,∑
`≥0

∑
m≤`

‖Mm,`g‖q .
∑
`≥0

(1 + `) sup
n≥`

N(E, 2−n)1/q2−n/q‖g‖2. (5.18)

We next turn to the terms m > ` and perform a finer analysis. We further break
the set Eνn,` into smaller 2−n+`−m intervals; we call these intervals Qν,ρn,`,m and note

there are O(2m) of them. Note that if m > `, these intervals are smaller than the
Iνn intervals where the r-variable lives in. We then have that for r ∈ Iνn,

sup
t∈Eνn,`

∫ |r−t|(1+2−m)

|r−t|(1+2−m−1)

|g(s)| ds . sup
ρ

sup
t∈Qν,ρn,`,m

∫ |r−t|+2−n+`−m

|r−t|+2−n+`−m−1

|g(s)|ds

.
∑
±

sup
ρ

∫
±(r−Q̃ν,ρn,`,m)

|h(s)| ds = sup
ρ
|h| ∗ 1Q̃ν,ρn,`.m(r) + sup

ρ
|h̃| ∗ 1Q̃ν,ρn,`.m(r)
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where h(s) := g(s)1{2−n+`−1≤s≤2−n+`+2}(s), h̃(s) = h(−s) and Q̃ν,ρn,`,m denotes the

concentric triple of Qν,ρn,`,m. Without loss of generality, we can assume the first term

dominates, and using this bound in the definition of Mm,` we obtain, using Young’s
convolution inequality,

‖Mm,`g‖q . 2m/2
( ∑
n∈N0:
n≥`−1

∑
ν

∑
ρ

2(n−`)
q
p

∫
Iνn

∣∣|h| ∗ 1Q̃ν,ρn,`,m(r)
∣∣q dr

) 1
q

. 2m/2
( ∑
n∈N0:
n≥`−1

∑
ν

∑
ρ

2(n−`)
q
p |Qν,ρn,`,m|

q(1+ 1
q−

1
p )
(∫ 2−n+`+2

2−n+`−1

|g(s)|p ds
) q
p
) 1
q

which is

. 2−m( 1
2+

1
q−

1
p )
( ∑
n∈N0:
n≥`−1

N(E, 2−n+`−m)

2(n−`)q(1+
1
q−

2
p )

(∫ 2−n+`+2

2−n+`−1

|g(s)|p ds
) q
p
) 1
q

. 2−m( 1
2+

1
q−

1
p ) sup
n≥`

N(E, 2−n+`−m)1/q2(−n+`)(1+
1
q−

2
p )‖g‖p

where in the last step we used that p ≤ q. We next note that∑
`≥0

∑
m>`

2−m( 1
2+

1
q−

1
p ) sup
n≥`

N(E, 2−n+`−m)1/q2(−n+`)(1+
1
q−

2
p )

=
∑
`≥0

∑
m>`

2m( 1
2−

1
p ) sup
k≥0

N(E, 2−(k+m))2−(k+m)(1− 2
p+

1
q )

.
∑
m≥0

(1 +m)2m( 1
2−

1
p ) sup
n≥m

N(E, 2−n)2−n(1−
2
p+

1
q )

and consequently we obtain, for p < 2,∑
`≥0

∑
m>`

‖Mm,`g‖q . (2− p)−2 sup
n≥0

N(E, 2−n)2−n(1−
2
p+

1
q )‖g‖p

and for p = 2∑
`≥0

∑
m>`

‖Mm,`g‖q .
∑
m≥0

(1 +m) sup
n≥m

N(E, 2−n)2−n/q‖g‖2.

Combining these with (5.17) and (5.18) concludes the proof of parts (ii) and (iii).
�

5.4. Proofs of Theorems 1.2 and 1.4. We are now in a position to prove the
2-dimensional results stated in the introduction. We observe that for d = 2 the
triangle ∆β is given by

∆β =
{

( 1
p ,

1
q ) ∈ [0, 1]2 : 1

2p ≤
1
q ≤

1
p ,

1−β
q ≥

2
p − 1

}
. (5.19)

We start with Theorem 1.2, which gives a complete answer regarding T rad
E .

Proof of Theorem 1.2. The implication ⊂ follows from the necessary conditions in
Corollary 3.3 and Lemma 3.5.

We turn to the sufficient conditions. By Lemma 5.1, it suffices to consider the
operators R±1 , R

±
2 and M±p . We first assume β = dimM E < 1.
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(a) By Proposition 5.2 and the definition of Minkowski dimension, we have that

R±1 are Lp(sds) → Lq(rdr) bounded if 1−β
q + 1

2 −
1
p > 0. Note that this only

constitutes a constraint for p < 2, which is subdominant with respect to the
condition in (5.19). Thus, bounds for R±1 hold when β < 1 and ( 1

p ,
1
q ) ∈ ∆β .

(b) By the definition of ν# in (1.2), we have for any ν > ν#( q2 − 1)

sup
|J|=2−k

|J |1−
q
2N(E ∩ J, δ) . δ−ν (5.20)

for all 0 < δ ≤ 2−k, with implicit constant independent of k. Recalling the
definition of ωp,qm (E, k) in (5.2), we get from (5.20)

2−m( 1
2+

1
q−

1
p )ωp,qm (E, k) . 2(m+k)( 1

p−
1
2−

1−ν
q ).

Thus, by Proposition 5.4, (i), and choosing a suitable ν we see that R±2 is
Lp(sds)→ Lq(rdr) bounded if 1

p −
1
2 <

1
q (1− ν#( q2 − 1)) and 2 ≤ q ≤ 2p. For

q < 2, we directly use the definition of Minkowski dimension in ωp,qm (E, k) and
obtain that, for every ε > 0,

2−m( 1
2+

1
q−

1
p )ωp,qm (E, k)

.ε 2−m( 1
p−

1
2−

ε
2 )2−k(

1
p+

1
q−1−

ε
q )2−(m+k)( 1−β

q −
2
p+1).

This is further bounded by 2−m( 1
p−

1
2−

ε
2 )2−k(

1
p+

1
q−1−

ε
q ) if ( 1

p ,
1
q ) ∈ ∆β . Fur-

thermore, these exponents are negative if p ≤ q < 2, provided ε > 0 is cho-
sen sufficiently small. Thus, by Proposition 5.4, (ii) gives that that R±2 is
Lp(sds) → Lq(rdr) bounded if 1 ≤ p ≤ q < 2 and ( 1

p ,
1
q ) ∈ ∆β for β < 1.

Consequently, we have shown the inclusion ⊃ for R±2 if β < 1.
(c) By Proposition 5.5 and the definition of Minkowski dimension, the operators

M±p are Lp → Lq(rdr) bounded for 2 ≤ p ≤ q. For 1 ≤ p < 2, we have

boundedness if 1−β
q + 1 − 2

p > 0. Thus, in view of (5.19), we have the M±p
bounds for ( 1

p ,
1
q ) ∈ int(∆β).

For the case β = 1, we use N(E, δ) . δ−1 for any 0 < δ < 1. If ( 1
p ,

1
q ) ∈ int(∆1)

we have p > 2. The desired bounds for R±1 and M±p follow immediately from

Propositions 5.2 and 5.5, (i). For the operator R±2 , the argument in (b) above
yields that it is Lp(sds) → Lq(rdr) bounded if 2 < p ≤ q < 2p and 1

p −
1
2 <

1
q (1− ν#( q2 − 1)). This completes the proof. �

We conclude by giving the proof of Theorem 1.4, which addresses endpoint sit-
uations in 2 dimensions.

Proof of Theorem 1.4. Recall from Corollary 3.3 that T rad
E ⊂ ∆β . We first note

the following:

(a) If β < 1, we have shown in the proof of Theorem 1.2, (a), that R±1 : Lp(sds)→
Lq(rdr) for ( 1

p ,
1
q ) ∈ ∆β .

(b) By the definition of ωp,qm (E, k) in (5.2), we get for all ε > 0

ωp,2pm (E, k) .ε 2m(γ+ε)/2p.

Using this in Proposition 5.4, (i), yields that R±2 is Lp(sds) → L2p(rdr)
bounded if p > 1 + γ.
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(c) If 1 ≤ p ≤ q < ∞ and 1−β
q + 1 − 2

p > 0, we have by Proposition 5.5 that M±p
is Lp → Lq(rdr) bounded. If sup0<δ<1 δ

βN(E, δ) <∞ and β < 1, Proposition
5.5 implies that M±p is Lp → Lq(rdr) bounded for all ( 1

p ,
1
q ) ∈ ∆β .

In view of (a), the endpoint bounds in parts (i)-(iv) of Theorem 1.4 are only deter-
mined by the operators R±2 and M±p . We now discuss item by item.

(i) Assume 2γ − β < 1; this implies β < 1. For the left to right implication, note
that if T rad

E = ∆β , we have that Lprad → Lq bounds for ME hold on the line
1−β
q = 2

p − 1: see (5.19). But this implies, by Lemma 3.2, (ii), the claimed

necessary condition sup0<δ<1 δN(E, δ) <∞.

For the reverse implication, we have by Lemma 5.3 that R±2 is bounded on
L1+β(rdr), which corresponds to the point P2,β . By interpolation, it suffices
to show Lp(sds) → L2p(rdr) boundedness for ( 1

p ,
1
q ) ∈ [P1, P

rad
3,β ], that is, for

p ≥ 3+β
2 . But since 2γ − β < 1, this follows by (b) above. This implies

∆β ⊂ T rad
E .

(ii) Assume 2γ − β = 1, β < 1 and supδ δ
βN(E, δ) < ∞. If β = 0, we have by

assumption that N(E, δ) = O(1) uniformly in δ. The bounds for ME are then
an immediate consequence of the classical result of [10] on a single spherical
average, which also includes the point P3 = ( 2

3 ,
1
3 ).

We can therefore assume, in what follows, 0 < β < 1. By (a) and (c),

it suffices to consider R±2 . Since 1 + γ = 3+β
2 , the argument in (b) only

gives boundedness for ( 1
p ,

1
q ) ∈ [P1, P

rad
3,β ). However, we have by Lemma 5.3

that R±2 is Lp(rdr)-bounded if either β < 1/2 and p ≥ 1, or β ≥ 1/2 and

p > 2β. Thus, if ( 1
p ,

1
q ) ∈ (P2,β , P

rad
3,β ) (hence 1−β

q = 2
p − 1), we can find p0

with max{1, 2β} < p0 < 1 +β and p1 > 1 +γ with ( 1
p1
, 1
2p1

) ∈ (P1, P
rad
3,β ) such

that

( 1
p ,

1
q ) = (1− ϑ)( 1

p0
, 1
p0

) + ϑ( 1
p1
, 1
2p1

)

for some 0 < ϑ < 1, and with R±2 bounded on Lp0(rdr) and from Lp1(sds)→
L2p1(rdr) bounded. Hence, R±2 maps Lp(sds) to Lq(rdr) by interpolation.
This yields the desired inclusion ∆β\{P rad

3,β } ⊂ T rad
E .

(iii) Assume 2γ − β = 1 and supδ δ
βN(E, δ) =∞ (note this means β < 1). Since

the line joining P2,β and P rad
3,β is given by 1−β

q = 2
p − 1, we have by Lemma

3.2, (ii), that ME is not Lprad → Lq bounded for ( 1
p ,

1
q ) ∈ [P2,β , P

rad
3,β ]. The

bounds on R±2 are as in (ii). Furthermore, if 1−β
q > 2

p − 1, the item (c) above

guarantees Lp → Lq(rdr) bounds for M±p . Thus, T rad
E = ∆β\[P2,β , P

rad
3,β ].

(iv) Assume 2γ − β > 1; this implies β < 1. Since P rad
4,γ = ( 1

1+γ ,
1

2(1+γ) ), the

claimed bounds for R±2 on [P1, P
rad
4,γ ) follow from (b) above. The boundedness

of M±p on this line segment follows from (c) above, since P rad
4,γ lies in the line

segment (P1, P
rad
3,β ).

(v) Assume β = 1. Then the line segment [P2, P
rad
3 ] is vertical with p = 2,

and the condition sup0<δ<1/2 δ log( 1
δ )N(E, δ) = ∞ and Lemma 3.4 exclude

L2
rad → Lq boundedness for any q ≥ 2. On the other hand, if p > 2 we have

by Proposition 5.2 that R±1 is Lp(sds) → Lq(rdr) for all 2 < p ≤ q ≤ ∞,
with analogous bounds for M±p by Proposition 5.5, (i). For R±2 , the bounds
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for 2 < p ≤ q ≤ 2p follow from (b) above. Consequently, ME is Lprad → Lq

bounded if and only if 2 < p ≤ q ≤ 2p.

This concludes the proof. �
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