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ON THE CORE OF A CONE-PRESERVING MAP 

BIT-SHUN TAM AND HANS SCHNEIDER 

ABSTRACT. This is the third of a sequence of papers in an attempt to study the 
Perron-Frobenius theory of a nonnegative matrix and its generalizations from 
the cone-theoretic viewpoint. Our main object of interest here is the core of 
a cone-preserving map. If A is an n x n real matrix which leaves invari
ant a proper cone K in IRn , then by the core of A relative to K , denoted 
by coreK(A ), we mean the convex cone . nb:1 Ai K. It is shown that when 
coreK(A) is polyhedral, which is the case whenever K is, then coreK(A) is 
generated by the distinguished eigenvectors of positive powers of A . The im
portant concept of a distinguished A-invariant face is introduced, which corre
sponds to the concept of a distinguished class in the nonnegative matrix case. 
We prove a significant theorem which describes a one-to-one correspondence 
between the distinguished A-invariant faces of K and the cycles of the per
mutation induced by A on the extreme rays of coreK (A), provided that the 
latter cone is nonzero, simplicial. By an interplay between cone-theoretic and 
graph-theoretic ideas, the extreme rays of the core of a nonnegative matrix are 
fully described. Characterizations of K-irreducibility or K-primitivity of A 
are also found in terms of coreK (A). Several equivalent conditions are also 
given on a matrix with an invariant proper cone so that its spectral radius is 
an eigenvalue of index one. An equivalent condition in terms of the peripheral 
spectrum is also found on a real matrix A with the Perron-Schaefer condition 
for which there exists a proper invariant cone K such that coreK (A) is polyhe
dral, simplicial, or a single ray. A method of producing a large class of invariant 
proper cones for a matrix with the Perron-Schaefer condition is also offered. 

1. INTRODUCTION 

The classical theorems of Perron and Frobenius on spectral properties of 
nonnegative matrices have been studied and generalized in various ways. By 
now there is an extensive literature on the subject. In the book of Berman 
and Plemmons [B-P] the finite-dimensional aspects of this theory are described, 
whereas in the two monographs of Schaefer [Scha 1, 2] the infinite-dimensional 
theory is developed. The past decade has witnessed a rapid development of 
the graph-theoretic spectral theory of nonnegative matrices (see [Schn 2, B-N, 
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H-S 1, 2, 3] and the references therein) where emphasis is put on the relation 
between the combinatorial structure and the spectral structure of the generalized 
eigenspace associated with the spectral radius or distinguished eigenvalues of a 
nonnegative matrix. Many of the graph-theoretic ideas of a nonnegative matrix 
were also generalized to the integral operator setting (see [Nel, Vic 1, 2 and 
J-V]). The present authors are writing a sequence of (more or less independent, 
but related) papers [T-W, Tam 1, the present paper, T-S and Tam 2] in an 
attempt to study the Perron-Frobenius theory of a nonnegative matrix and its 
generalizations from the cone-theoretic viewpoint. This paper is the third in this 
sequence. At present our study is confined to the finite-dimensional setting. Our 
approach exploits the fact that a convex cone is a geometric object-a particular 
kind of convex sets; the facial and duality concepts play an important role in 
our treatment. In contrast to the previous treatments of the subject, especially 
in the infinite-dimensional cases, where function-theoretic methods dominated, 
our treatment is elementary, algebraic, geometric, and sometimes combinatorial 
in nature, more in the spirit of the paper [B-S]. We have found that many 
of the results about nonnegative matrices which were previously obtained by 
matrix-theoretic or combinatorial methods can also be proved by cone-theoretic 
methods. For instance, in [Tam 1] a simple cone-theoretic proof is offered to the 
Nonnegative-Basis Theorem for a singular M-matrix. Our approach appears to 
be quite promising; many fundamental interesting results are obtained which 
can clarify some known results, and may stimulate further investigations either 
in a finite-dimensional or in an infinite-dimensional setting. (The paper [T-W] 
has already led to the work of Friedland [Fri 1, 2] in the settings of a Banach 
space or a C* -algebra.) 

In the sequel our main object of interest is the core of a cone-preserving 
map. If K is a proper (that is, closed, pointed, full convex) cone in a finite
dimensional real vector space, and if A is a linear mapping which takes K into 
itself, then by the core of A relative to K, which we denote by coreK(A) , we 
mean the (convex) cone n~l AiK. There are plausible reasons which explain 
why a study of the core of a cone-preserving map is worthwhile. First, in an 
initial study of the core of a nonnegative matrix (relative to the nonnegative 
orthant) Pullman [Pu1] succeeded in rederiving the famous Frobenius theorem 
for an irreducible nonnegative matrix. This theorem, as we now know, is im
portant to the treatment of nonnegative matrices by matrix-theoretic methods. 
Second, Birkhoff [Bir] gave an elementary proof of the Perron-Frobenius the
orem for a cone-preserving map by considering the Jordan canonical form of 
a matrix. His method was later modified by Vandergraft [Van] to obtain an 
equivalent condition, now known as the Perron-Schaefer condition (which will 
be given in §2), for a matrix to have an invariant proper cone. Their proofs 
start by considering the limit ofa convergent subsequence of (AiXlllAiXll)iEN, 
where A is the cone-preserving map under consideration and x is an appro
priate nonzero vector in the cone. But any such limit belongs to the core of 
A (relative to the cone). So it seems likely that the core of A contains much 
information about its spectral properties. 

Hereafter in this section, unless specified otherwise, we always use A to de
note a linear mapping preserving some proper cone K of ]Rn. This paper is 
organised as follows. Background results and most of the necessary definitions 
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are given in §2. In particular, we show that coreK(A) is always a closed, pointed 
cone mapped onto itself under A. In §3 we show that if coreK(A) is polyhedral, 
which is the case when K is, then coreK(A) is generated by the distinguished 
eigenvectors (i.e. eigenvectors lying in the cone) of positive powers of A cor- I 
responding to nonzero distinguished eigenvalues. The important concept of a 
distinguished A-invariant face of K is introduced, which corresponds to the 
combinatorial concept of a distinguished class (introduced by Victory [Vic 3], 
related to the concept of a distinguished eigenvalue, and exploited in his work) 
in the nonnegative matrix case. Besides many other useful by-products, we 
prove a significant theorem (Theorem 3.14) which describes a one-to-one corre
spondence between the distinguished A-invariant faces of K and the cycles of 
the permutation induced by A on the extreme rays of coreK(A) ; provided that 
the latter cone is nonzero, simplicial (which is the case, if K is the nonnegative 
orthant and A is a nonnilpotent nonnegative matrix) . The relation between the 
A-invariant faces of K and the spectral properties of A will be investigated in 
our next paper [T-S]. 

In §4, where we apply our results of §3 to study the nonnegative matrix case, 
an interplay between cone-theoretic and graph-theoretic ideas dominates. The 
relation among the distinguished classes, the distinguished invariant faces of a 
nonnegative matrix and the cycles of the permutation induced by the matrix on 
the extreme rays of its core are clarified. 

In §5 we characterize the K-primitivityor K-irreducibilityof A in terms of 
its core. The latter result extends a corresponding result of Pullman [Pull on an 
irreducible nonnegative matrix. We also give several equivalent conditions on 
A for its spectral radius to be an eigenvalue of index one, extending the work 
of Schaefer [Scha 3] on a nonnegative matrix. 

Multipurpose examples illustrating how some of the results in the previous 
sections fail to hold when coreK(A) is not polyhedral or simplicial are given 
in §6. A sub cone of coreK(A) which includes the cone generated by the dis
tinguished eigenvectors of positive powers of A corresponding to nonzero dis
tinguished eigenvalues is also found. Our examples show that, in general, it is 

. difficult to determine coreK(A) completely, or to find an equivalent condition 
in terms of A and K for coreK(A) to be polyhedral or simplicial. 

In §7 we solve completely the following problems: given an n x n real matrix 
A that satisfies the Perron-Schaefer condition, find an equivalent condition on 
A for which there exists a proper cone K of Rn invariant under A such that 
coreK(A) is a polyhedral cone (a single ray, or a simplicial cone). It turns out 
that our conditions, like the Perron-Schaefer condition, are given in terms of the 
peripheral spectrum of A. In the infinite-dimensional settings, the peripheral 
point spectrum of a positive operator has been a source of interest, where the op
erator is usually assumed to be irreducible, or the underlying space is restricted 
to a special type, for instance, a Banach lattice (see [Scha 1, 2]). Our work 
may suggest further generalizations. In the course of establishing our results, 
we also develop a method of producing a large class of invariant proper cones 
for a matrix with the Perron-Schaefer condition. Conceivably, our method of 
construction will be useful not only to the study of the spectral properties of 
cone-preserving maps, but also to the study of allied fields, like linear dynami
cal systems, where invariant cones for matrices are often encountered (see, for 
instance, [B-N-S]). 
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Finally, in §8 we indicate how one can carry over the results in this paper to 
the complex case. 

2. PRELIMINARIES 

Unless stated otherwise, all matrices considered in this paper are square. 
We take for granted standard properties of nonnegative matrices, complex ma
trices and of graphs that can be found in many textbooks. A familiarity with 
elementary properties of finite-dimensional convex sets, convex cones and cone
preserving maps is also assumed. To fix notation and terminology, we give some 
definitions. 

Let K be a nonempty subset of a finite-dimensional real vector space V. 
K is called a convex cone if ax + py E K for all x, y E K and a, P:2: O. 
K is pointed if K n (-K) = {O}. K isfull if its interior intK (in the usual 
topology of V) is nonempty; equivalently, K - K = V. If K is closed and 
satisfies all the above properties, K is called a proper cone. Though our primary 
interest is on proper cones, closed, pointed cones occur frequently in our study. 
Hereafter in this section, we use K to denote a closed, pointed cone in the 
n-dimensional euclidean space ~n. By the dual cone of K, denoted by K* , 
we mean the (closed) cone {z E Rn: (z, x) ~ 0 for all x E K} ,where ( , ) 
deno '.es the usual inner product of ~n . 

The cone K induces a partial ordering on Rn by: x~Ky (also write as 
y K~X) if and only if x - y E K. A subcone F of K is called a face of K 
if 0 11: ~y K ~x and x E F imply y E F. (Our definition of a face is related to 
the concept of an ideal in a partially ordered vector space as used by Bonsall 
[Bon] or an order ideal as in Ellis [Ell], and agrees with the usual definition of 
a face of a convex set, except that the empty set is not treated as a face of a 
cone.) If S ~ K , we denote by <1>(S) the face of K generated by S, that is, the 
intersection of all faces of K including S. If x E K , we write <1>( {x}) simply 
as <1>(x). For any face F of K, we denote its relative interior and relative 
boundary (relative to its linear span) respectively by relint F and rbd F _ If 
x is a nonzero vector in ~n, by the ray generated by x, which we denote by 
ray(x), we mean the set {Ax: A ~ O} _ Two nonzero vectors x, yare said to 
be distinct if ray(x) =1= ray(y) _ A vector x E K is called an extreme vector if 
either x is the zero vector or x is nonzero and <1>(x) = ray(x) ; in the latter 
case, the face <1>(x) is called an extreme ray. K is said to be polyhedral (or 
finitely generated, according to some authors) if it has finitely many extreme 
rays; it is called simplicial if it has exactly m extreme rays, where m is the 
dimension of K (i.e. dim span K) . 

K is said to be the direct sum of its subcones K, , . . _ , Kp , and we write K = 
K, EEl· - ·EElKp , if each vector in K can be expressed uniquely as XI +X2+- --+xp, 
where Xi E K j , I ~ i ~ p _ K is called decomposable if it is the direct sum of 
two nonzero subcones; otherwise, it is said to be indecomposable. 

Let C be a nonempty convex set in ~n. We denote by O+C the set {y E 

~n: x + AY E C for every A ~ 0 and x E C} ; this set is a cone and is called 
the recession cone of C [Roc, §8]. If, in addition, C is closed, then the set 
{ a (;): x E C , a ~ O} u ( {O} x 0+ C) is a closed cone of ~ n+ I [Roc' Theorem 
8.2], referred to as the closed cone of ~n+l that arises from C in ,;:., standard 
way. It is not difficult to prove that this latter cone is a proper c, ... ' of ~n+1 
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if and only if the closed set C has nonempty interior and contains no straight 
line. 

We often use the terms "matrix" and "linear mapping" interchangeably. The 
nul/space and the range space of a matrix A are denoted respectively by lJ1(A) 
and !R(A). When the nullspace or range space of a real matrix is considered, 
the subspace is usually meant to be taken in the corresponding real space. The 
spectrum of A (in q is denoted by a(A), and its spectral radius by p(A). 
Eigenvalues of A with modulus p(A) are said to compose the peripheral spec
trum of A. By the index of A we mean that smallest nonnegative integer k 
such that rankAk = rankAk+l , and is denoted by v(A). For any eigenvalue 
A of A. We denote by v,! (A) the index of A as an eigenvalue of A, that is, 
v(A - AI). 

Let A be an n x n real matrix. K is said to be invariant under A, (or 
A leaves invariant K) if AK ~ K. If K is a proper cone of ~n , we denote 
by n(K) the set of all such matrices A. Matrices in n(K) are referred to as 
cone-preserving maps (or more commonly as positive-operators on K). 

Let A E n(K) (where K is a proper cone). A is said to be strictly K-positive 
if A(K\{O}) ~ intK. A is said to be K-primitive if AP is strictly K-positive 
for some positive integer p. A is said to be irreducible with respect to K, or 
called simply K-irreducible if the only faces of K that it leaves invariant are 
{O} and K itself. By the index of imprimitivity of a K -irreducible matrix we 
mean the number of its distinct eigenvalues with modulus equal to its spectral 
radius. 

We denote by ~~ the nonnegative orthant of ~n. Clearly n(~~) is equal 
to the set of all n x n nonnegative matrices. Also when K = ~~ , the concepts 
of strict K-positivity, K-primitivityand K-irreducibility reduce respectively to 
the usual concepts of positivity, primitivity and irreducibility for nonnegative 
matrices. 

A matrix A E n(K) is said to be an automorphism of K if its inverse A-I 
exists and belongs to n(K). The set of all automorphisms of K forms a group 
under matrix multiplication and is denoted by Aut(K). It is clear that for any 
n x n real matrix A, A E Aut(K) iff AK = K . 

Let A be an n x n real matrix. It is known that a necessary and sufficient 
condition for the existence of a proper cone K of ~n such that A E n(K) is 
that the following conditions are satisfied: 

(a) p(A) is an eigenvalue of A. 
(b) If A is an eigenvalue in the peripheral spectrum of A, then v,!(A) ~ 

vp(A)(A) . 
The above conditions (a) and (b) together are now referred to as the Perron

Schaefer condition (see [Schn 1, the paragraph after Theorem 1.1 D. For more 
theorems of the above type, which relate the spectral properties and the geo
metric properties of a matrix, see [Dok; Els 1, 2; Schn 1; S-W 1, 2 and Van]. 

Let A E n(K). An eigenvalue A of A is called a distinguished eigenvalue 
of A for K (or simply a distinguished eigenvalue of A, if there is no danger 
of confusion) if Ax = AX for some nonzero vector x E K; then x is called 
a corresponding distinguished eigenvector. By the Perron-Frobenius theory for 
a cone-preserving map, p(A) is always a distinguished eigenvalue of A. If A 
is a distinguished eigenvalue of A, then nonzero extreme vectors of the cone 
lJ1(AJ - A) n K (the cone of distinguished eigenvectors of A corresponding to 
the eigenvalue A) are called extremal distinguished eigenvectors of A . 
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We now collect the necessary graph-theoretiC definitions. For reference, see 
[Schn 2]. 

Let P be an n x n nonnegative matrix. Denote by (n) the set {I, ... , n} . 
As usual, we define the directed graph of P to be the graph G(P) with vertex 
set (n) where (i, j) is an arc if and only if Pij =1= O. The vertex sets of the 
strongly connected components of G(P) are called simply classes of P, and 
are denoted by Greek letters Q, P, etc. For any two classes Q, P of P, we 
say Q has access to P, or P has access from Q, if either Q = P or there is 
a path in G(P) from a vertex in Q to some vertex in p. Two classes of P 
are said to be noncomparable if they have no access to each other. Accessibility 
relations between vertices of G(P) are also defined in a similar way. We also 
say a vertex i has access to a class Q with the obvious meaning. A class Q 

of P is said to be distinguished if p(Paa ) > p(Ppp) for any class P whiCh has 
access to Q but not equal to Q, where we use Paa to denoted the (principal) 
submatrix of P associated with the class Q. A class Q is said to be basic if 
p(Paa ) = p(P) . 

The following theorem which was implicit in [Frob] and proved by Victory 
[Vic 3] (see the paragraph preceding Theorem 3.7 in [Schn 2]) relates the con
cept of a distinguished eigenvalue to the concept of a distinguished class for a 
nonnegative matrix. We shall make use of this result ~rveral times, and refer 
to it as the Frobenius- Victory Theorem. We have also ; (lUnd a cone-theoretic 
proof and a generalization of this result. For the details, see [T-S]. 

Theorem 2.1. Let P be an n x n nonnegative matrix. 
(i) For any real number A, A is a distinguished eigenvalue of P (jor lR~) if 

and only if there exists a distinguished class Q of P such that p(Paa ) = A. 
(ii) If Q is a distinguished class of P, then there is a (up to multiple) unique 

distinguished (i.e. nonnegative) eigenvector x a = (c;l, ... ,c;n)T corresponding 
to p(Paa ) with the property that c;i > 0 if and only if i has access to Q. 

(iii) For each distinguished eigenvalue A of P, the cone 91(U - P) n lRn 

is simplicial, its extreme vectors being the distinguished eigenvectors x a of P 
associated with its distinguished classes Q such that p(Paa ) = A as given in (ii). 

If " is a distinguished class of a nonnegative matrix P, we shall call Q a 
distinguished class for the eigenvalue p(Paa). The original form of the theorem 
as stated by Victory [ViC 3] contains only parts (i) and (ii). Part (iii) is essentially 
due to Schneider [Schn 2, Theorem 3.7]. But we have added the observation 
that the (distinct) extremal distinguished eigenvectors of P corresponding to 
the eigenvalue A are linearly independent. This follows from the combinatorial 
properties of the supports of these vectors. 

Let A be an n x n real matrix, and let K be a closed, pointed cone of lRn 

invariant under A. We shall denote by coreK(A) the core of A relative to K, 
i.e. the cone n:1 Ai K. When there is no dander of confusion, we shall write 
it simply as core(A). 

The first attempt to study the core of a cone-preserving map was made by 
Pullman [Pul]. His work was mainly concerned with the core of an irreducible 
nonnegative matrix, but he also did some initial work on the core of a linear 
mapping that leaves invariant a polyhedral cone. The following result about the 
core of a general cone-preserving map is known (see [B-P, Chapter 1, Exercise 
5.16]). For completeness, we offer a simple proof here. 
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Theorem 2.2. Let K be a proper cone. If A E n(K) then core(A) is a closed, 
pointed cone and A lspan(core(A)) E Aut(core(A)). 

Proof. First of all, for any positive integer p, note that we can write core(A) 
as n:p Ai K , since (Ai K)iEN forms a descending sequence under inclusion. 
For simplicity, write I/(A) as 1/. It is clear that core(A) is a pointed cone. 
To establish the closedness of core(A) , denote by KI the closed, pointed cone 
!Jt(AV) n K. Then for each i = 0, 1, ... , AiK 2 AiKI 2 Ai+V K, and hence 
we have, coreK(A) = coreKI (A). As the restriction map AI!J!(A") is nonsingular 
and KI ~ !Jt(AV) , Ai KI is closed for i = 1 , 2, ... ; thus the closedness of 
coreK

I 
(A) and hence that of coreK(A) follows. Since AI!J!(A" ) is one-to-one, we 

also have, A[core(A)] = A(n:v Ai K) = n:v Ai+I K = core(A). 0 

We can readily obtain the following 

Corollary 2.3. Let K be a proper cone. If A E n(K) then core(A) is the largest 
subcone of K such that the restriction of A to its linear span is an automorphism. 

The following result is due to Pullman [Pul). His proof depends on a com
pactness argument and invokes the use of a separation theorem for convex sets. 
For the details, refer to Theorem 2.1 there. 

Theorem 2.4. Let K be a proper polyhedral cone. If A E n(K) then core(A) is 
a polyhedral cone whose number of extreme rays does not exceed that of K . 

It is clear that the result of Theorem 2.2 (as well as those of Corollary 2.3 and 
Theorem 2.4) still holds if K is taken to be a closed, pointed cone invariant 
under A. 

3. POLYHEDRAL CORE 

We first make an easy observation: 

Let A E n(K) where K is a proper cone. Then core(A) is the zero cone if and 
only if A is nilpotent. 

The "if' part of this result is obvious. The "only if' part follows from the 
Perron-Frobenius theorem for a cone-preserving map: if p(A) > 0, the corre
sponding distinguished eigenvector of A belongs to core(A). So, henceforth, 
when we consider a cone-preserving map we often tacitly assume that its spectral 
radius is positive. 

If A E n(K) , where K is a proper cone, it is obvious that every distin
guished eigenvector of A (or, of its positive powers) that corresponds to a 
nonzero distinguished eigenvalue belongs to core(A) . We shall denote by Dk(A) 
(or simply by Dk, if there is no danger of confusion) the cone generated by 
the distinguished eigenvectors of Ak corresponds to its nonzero distinguished 
eigenvalues. Then clearly Dk ~ core(A) . Also we have the following result: 

Lemma 3.1. Let K be a proper cone, and let A E n(K) . Then each of the 
following holds: 

(i) For each positive integer k, ADk = Dk . 
(ii) For any positive integers i, j, Di ~ D j if j is a multiple of i . 
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(iii) If A has a nonzero distinguished eigenvalue other than p(A), then for 
each positive integer k , Dk is a decomposable cone. 

(iv) U~1 Di is included in core(A) , and is equal to Dk for some positive 
integer k . 
Proof. The proofs of (i) , (ii) are easy. 

(iii): Under that given assumption, for any positive integer k, Ak has a 
nonzero distinguished eigenvalue other than p(A)k . But, as can be shown, 
Dk = EB[!Jl(AJ - Ak ) n K], where the direct sum is taken over all nonzero 
distinguished eigenvalues A of Ak (see, for instance, the proof of Lemma 5.3 
in [Hor]) , so D,: admits a nontrivial direct decomposition. 

(iv): It is obvious that U~1 Di ~ core(A). To prove the second part of 
(iv), we assume that the contrary holds. Then for each positive integer k, 
we can find a positive integer p such that Dp r:t. Dk ; hence, by the result of 
part (ii) Dk is strictly included in Dkp ' It follows that we can find a strict 
ascending sequence Dkl C Dk2 C Dk3 C . .. such that for each i, k i divides 
ki+ 1 • Let us examine the implication of a strict inclusion between Dk

i 
and 

Dki+ 1 
• Denote by fl1 , _ .. , flq all the distinct nonzero distinguished eigenvalues 

of Aki . Then Dki = EB)=d!Jl(fljI - Aki ) n K]. Suppose that ki+1 = pki • 

Then flf, ... ,fl~ are distinct nonzero distinguished eigenvalues of Aki+ 1 and 
!Jl(fl jI - Aki) ~ !Jl(flj I - Aki+l) for j = I , .. . , q. In order that Dki is strictly 
included in Dki+1 

' either Aki+l has a nonzero distinguished eigenvalue distinct 
from flf ' ... , fl~ , or for some j = 1 , ' " , q , 

dim !Jl(flj I - Aki) < dim !Jl(flj! - Aki+I). 

So passing from Aki to Aki+l , we have either an increase in the number of 
distinct nonzero distinguished eigenvalues, or an increase in the dimension of 
an eigenspace corresponding to a nonzero distinguished eigenvalue. But the 
number of distinct eigenvalues, and the dimensions of the eigenspaces are all 
bounded above by the dimension of K; so the existence of the above strict 
ascending sequence Dkl C Dk2 C .. . is impossible. 0 

Now we restrict our attention to the case when coreK(A) is a polyhedral 
cone. According to Theorem 2.4 this covers the important case when K is a 
polyhedral cone, and hence also the nonnegative matrix case. By Theorem 2.2 
A is an automorphism of core(A) v.;hen restricted to its linear span. So A maps 
the set of extreme rays of core(A ) one-to-one onto itself; hence A permutes 
the extreme rays of its core. We shall denote the induced permutation by LA. 

By the order of LA we mean, as usual, the smallest positive integer m such 
that LA is the identity permutation. As a permutation LA can be written as 
a composition of unique (up to the ordering) disjoint cycles. If a is one such 
cycle, then by abuse of language we shall refer to the extreme rays of core(A ) 
which are not fixed by a as extreme rays in the cycle a . 

Theorem 3.2. Let K be a proper cone, and let A E n(K). Suppose that core(A ) 
is nonzero, polyhedral. Let m be the order of the permutation LA. Then for 
each positive integer k , we have, Dk = core(A) if and only if k is a multiple of 
m . 
Proof. "If' part: As mentioned before, we always have, Dk ~ core(A). If x is 
an extreme vector of core(A) , then since LA is the identity permutation, we 
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have Am X = AX for some positive scalar A (depending on x) ; hence X E Dm , 
and so x E Dk for any positive multiple k of m. Since this is true for each 
extreme vector x of core(A) , it follows that whenever k is a multiple of m, 
we have, core(A) ~ Dk and hence core(A) = Dk . 

"Only if' part: Suppose that Dk = core(A) . Then since 

Dk = E9[lJ1(.?.J - Ak) n K], 

where the direct sum is taken over all nonzero distinguished eigenvalues A of 
Ak, each nonzero extreme vector of core(A) is an extremal distinguished eigen
vector of Ak corresponding to a nonzero eigenvalue. It follows that r~ is the 
identity permutation, and so k is a multiple of m. 0 

Corollary 3.3. Let K be a proper cone, and let A E n(K). 
(i) Suppose that core(A) is polyhedral. If there exists a positive integer k 

such that Ak has a nonzero distinguished eigenvalue other than p(Ak), then 
core(A) is a decomposable cone. 

(ii) core(A) is a simplicial cone if K = R~ (or, is a simplicial cone). 

Proof. (i): It is clear that core(Ak) = core(A). If t is the order of the permu
tation induced by Ak on the extreme rays of its core, then by Theorem 3.2, 
we have, core(Ak) = Dt(Ak). Since Ak has a nonzero distinguished eigen
value other than p(Ak) , by Lemma 3.1(iii) Dt(Ak) , and hence core(A) , is a 
decomposable cone. 

(ii): Suppose that K = R~. Then A is a nonnegative matrix. Let m 
denote the order of the permutation rA. Then we have core(A) = Dm = 
ffi[lJ1(.?.J -Am)nR~l, where the direct sum is taken over all nonzero distinguished 
eigenvalues A of Am. But by the Frobenius-Victory Theorem (Theorem 2.1), 
for each nonzero distinguished eigenvalue A of Am, lJ1(.?.J - Am) n R~ is a 
simplicial cone; hence, core(A) is a simplicial cone. 0 

Corollary 3.4. Let K be a proper cone, and let A E n(K). If core(A) is polyhe
dral, then in core(A) there is no generalized eigenvectors of any positive powers 
of A other than eigenvectors. 

Proof. It suffices to prove our assertion for A, since A and its positive powers 
have the same core relative to K. From Theorem 3.2 span(core(A)) has a basis 
consisted of (distinguished) eigenvectors of Am, where m is the order of the 
permutation rA' So the restriction map (Alspan(core(A»)m is diagonalizable, and 
hence so is Alspan(core(A», since the latter linear map is nonsingular (see [L-T, 
Theorem 9.4.7]). It follows that in core(A) there is no generalized eigenvectors 
of A of order two or more. 0 

Theorem 3.5. Let K be a proper polyhedral cone. If A E Aut(K) then A is 
diagonalizable (over q. 
Proof. If A E Aut(K) , then coreK(A) = K. So our assertion follows from the 
proof of Corollary 3.4. 0 

We still assume that coreK(A) is a polyhedral cone. As a permutation rA 
distributes the extreme rays of core(A) into various (disjoint) cycles. As noted 
by Pullman [Pull there is a useful connection between these cycles and the 
nonzero distinguished eigenvalues of A: Suppose that a is one such cycle of 
length d . Choose a nonzero vector, say x , from one of the extreme rays in the 
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cycle. Since Ad mays ray(x) onto itself, there exists a positive number A such 
that Ad x = Ad x. Let v = 'L1=r} A -i Ai x. Then v is a nonzero vector of K, 
since each of the vectors AiX , 0 ~ i ~ d - 1 , is a nonzero vector in K and K 
is a pointed cone. A straightforward computation shows that Av = AV . Hence 
v is a distinguished eigenvector of A corresponding to the nonzero eigenvalue 
A. If we have chosen a different vector x from either the same ray or from a 
different ray in the cycle, the resulting vector v would have differed only by a 
positive multiple. We shall call v the distinguished eigenvector of A associated 
with the cycle (J for the eigenvalue A. 

If a cycle (J of LA contains a ray, ray(x) , such that x is a distinguished 
eigenvector of Ak corresponding to the distinguished eigenvalue Ak, where 
A > 0, then it is easy to show that every nonzero vector in each ray of (J is 
also a distinguish~d eigenvector of Ak corresponding to Ak; furthermore, the 
distinguished eigenvector of A associated with (J is for the eigenvalue A (and 
k is a mUltiple of the length of (J). 

The above argument can also be used to establish the following result (in 
which no polyhedrality assumption is made on core(A)). 

Lemma 3.6. Let A E n(K) where K is a proper cone. Let k be a positive 
integer. Then for any A ~ 0, A is a distinguished eigenvalue of A if and only if 
Ak is a distinguished eigenvalue of Ak . 

We now introduce a new concept: a distinguished face for a cone-preserving 
map, which corresponds to the concept of a distinguished class in the nonnega
tive matrix case (see Lemma 4.1). Let K be a proper cone, and let A E n(K). 
A face F of K is said to be A-invariant if AF ~ F; F is said to be dis
tinguished A-invariant (for the eigenvalue PF) if F is nonzero A-invariant, 
and for any nonzero A-invariant face G properly included in F, we have, 
PG < PF, where we use PF to denote the spectral radius of the restriction map 
AlspanF. We often call a distinguished A-invariant face simply a distinguished 
face. Note that if F is a distinguished fe,ce, the eigenvector of A correspond
ing to PF must lie in relint F. Also this eigenvector is (up to multiples) the 
only eigenvector of A in F that corresponds to PF, and hence is an extremal 
distinguished eigenvector of A. So it is clear that a face is distinguished if and 
only if it is generated by an extremal distinguished eigenvector. 

We shall need the following general results. 

Lemma 3.7. Let K be a proper cone, and let A E Aut(K) . If F is an A
invariant face of K, then AF = F . 

Proof. By hypothesis, AF ~ F . If the equality does not hold, then there exists 
a vector x E F whose (unique) pre-image (in K) under A, say y, does not 
lie in F. Then span F + span <I>(y) is a subspace properly including span F 
such that A[spanF + span <lJ (.v)] ~ spanF. This contradicts the fact that A is 
nonsingular. 0 

Lemma 3.8. Let K be a proper cone, and let A E n(K). Let F be an A
invariant face of K . Then coreF(A) is equal to coreK(A) nF , and is infact an 
A-invariantface of coreK(A ). 



ON THE CORE OF A CONE· PRESERVING MAP 489 

Proof- It is straightforward to verify that coreK (A) n F is an A-invariant face 
of coreK(A). Since A/span core(A) E Aut(core(A)), by Lemma 3.7, we have, 

00 

i=l 
00 

i=l 

But the reversed inclusion coreF(A) ~ coreK(A) nF is obvious, so the equality 
holds. 0 

If A is an n x n real matrix and f1 is a nonreal complex eigenvalue, then 
we call the subspace lRn n [91(f11 - A) EB91(711 - A)] the real eigenspace of 
A corresponding to the conjugate pair f1, 71 . Similarly, we define the real 
generalized eigenspace of A corresponding to the conjugate pair f1 , 71 to be 
lRn n [91((f11 - A)m) EB 91((711 - A)m )] where m = vJ.l(A). (Alternatively, orie 
can also define the real eigenspace and the real generalized eigenspace to be 
respectively 91((a2 + b2)1 - 2al + A2) and 91([(a2 + b2)1 - 2al + A2]m) , where 
a, bE lR, b =1= 0 such that f1 = a+ ib. For references, see [B-N-S] or [G-L-R].) 
For convenience, we will say M is the direct sum of the (real) eigenspaces (resp. 
generalized eigenspaces) of a real matrix A corresponding to eigenvalues with 
certain properties to mean that it is the direct sum of the eigenspaces (resp. 
generalized eigenspaces) of A corresponding to real eigenvalues and the real 
eigenspaces (resp. real generalized eigenspaces) corresponding to conjugate pair 
of complex eigenvalues, where all eigenvalues to be concerned have the given 
properties. 

Theorem 3.9. Let K be a proper cone of lRn , and let A E n(K) with p(A) > O. 
Suppose that p(A ) is an eigenvalue of A of index one. Let M (resp. N) be the 
direct sum of the (rea!) eigenspaces (resp. (rea!) generalized eigenspaces) of A 
corresponding to eigenvalues with modulus p(A) (resp. with modulus less than 
p(A)) . Denote by P the projection of lRn onto M along N. Then each of the 
following holds: 

(i) There exists a subsequence of ((AI p(A))k)kEN which converges to P . 
Hence P E n(K) . 

(ii) M = span(M,n K) . 
(iii) M n K ~ core(A) . 
(iv) The peripheral spectrum of A and that of the restnctlOn of A to 

span( core(A)) are the same, counting algebraic multiplicities. 

Proof- Note that since the eigenvalue p(A) is of index one, by the Perron
Schaefer condition, all eigenvalues in the peripheral spectrum of A are of index 
one; hence lRn = M EB Nand P is a well-defined projection. To establish our 
result we need only consider the special case when A is in a real canonical form. 
(This observation has also been exploited by Stem and Wolkowicz in their paper 
[S-W l].) Also, we may, without loss of generality, assume that p(A) = 1 . 

(i): We may assume that 

A = diag(Ip, -lq , Dl , ... , Dk, B) 

where Di (i = 1 , ... ,k) are real 2 x 2 matrices of the form 

[
COS e i sin e i ] 

-sine i cose i ' 
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in which ei =j:. tn for any integer t, p(B) < 1 and, except for the identity block 
Ip , the blocks mayor may not appear. By a well-known result in number theory 
about the simultaneous approximation of real numbers by rational numbers 
(see, for instance, [H-W, p. 170, Theorem 201]), given any e > 0, we can 
find a positive integer q such that for every i, 0 ~ i ~ k , qed2n differs 
from an integer by less than e , where we have set eo to be n (to take into 
account the possible eigenvalue -1). It follows that we can find positive integers 
ql < q2 < .. . such that the sequence (Aqi)iEN converges to the projection P, 
and hence P E n(K) . 

(ii): Since K is a full cone of lRn and P is a projection onto M, clearly P K 
is a full cone of M. But as proved in part (i) P E n(K) , so P K is included 
in M n K . (In fact, the equality holds.) Hence, we have M = span(M n K) . 

(iii): By the result of part (i), there exists a sequence (qi)iEN of natural 
numbers such that P = limi ..... = Aqi. So it is clear that M ~ 9t(Av(A)). Let 
KI denote the cone 9t(Av(A)) n K. Since A is nonsingular when restricted 
to 9t(Av(A )) , AiK1 is closed for every positive integer i. Choose any vector 
x E MnK. Then x E K 1 , and we have 

= = 
x = Px = lim Aqix En clAqiK1 = n AqiK1 = coreK,(A). / ..... = 

i=1 i=1 

But from the proof of Theorem 2.2 the last set is equal to core(A). So our 
assertion holds. 

(iv): Since core(A) contains an eigenvector of A corresponding to p(A), 
it is clear that p(Aispan(COre(A))) = p(A) . By the results of parts (ii) and (iii), 
M = span(M n K) ~ span(core(A)). So by the definition of M, it follows that 
the linear mappings A and A ispan(core(A)) have the same eigenvalues in their 
peripheral spectra, counting geometric multiplicities, which in this case are the 
same as algebraic multiplicities. 0 

A modification of the proof of part (iii) of Theorem 3.9 yields the following: 

Remark 3.10. Let A E n(K) where K is a proper cone. If y is a vector in K 
which is the limit of some convergent subsequence of a sequence of the form 
(Xi)iEN, with Xi E AiK for each i, then y E coreK(A). 

Corollary3.11. Let K be a proper cone, and let A E n(K). Suppose that core(A) 
is a polyhedral cone. If the index of p(A) as an eigenvalue of A is one, then 
every eigenvalue in the peripheral spectrum of A is equal to p(A) times a root 
of unity. 

Proof. It is known that if B is a linear mapping that leaves invariant a proper 
polyhedral cone, then every eigenvalue in the peripheral spectrum of B is equal 
to p(B) times a root of unity (see [B-T, Theorem 2); also [Tam 1, Theorem 
7.6) for a correction of the proof). So by part (iv) of Theorem 3.9 our assertion 
follows. 0 

It is natural to ask of the relation between the A-invariant faces of K and 
those of coreK(A) , and in particular between their distinguished A-invariant 
faces. Denote by ~(K) the set of all faces of K, and also by ~A(K) the 
set of all A-invariant faces of K. As can be easily shown, the association 
F >--t coreK(A) n F is a well-defined mapping from ~(K) to ~(coreK(A)), 
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sending A-invariant faces to A-invariant faces. Similarly, the association G t-+ 

<I>(G) is also a well-defined mapping from 6(coreK(A)) to 6(K) , sending A
invariant faces to A-invariant faces. In the following example we show that 
both mappings are in general not one-to-one, nor onto, and also that the first 
mapping may not send distinguished faces to distinguished faces. However, 
after giving the example, we shall show that the second mapping always induces 
a bijection between the distinguished faces of coreK(A) and those of K for 
nonzero distinguished eigenvalues. 

Example 3.12. Let K} = pos{ e} , e2 - e}} , where we use pos(S) to denote the 
positive hull of the set S, and e} , e2 to denote the standard unit vectors of 
]R2. Also let A = diag( I , 2). Then A E n(K}) and coreKI (A) = ]R~ . Note that 
K} has exactly two nonzero A-invariant faces, namely, K} itself and <I>(e}) , 
both being distinguished faces. On the other hand, coreKI (A) has three nonzero 
A-invariant faces, namely, coreKI (A), ray(e}) and ray(e2). The mapping F t-+ 

coreKI (A)nF from 6A(Kd to 6A(coreKI (A)) is not onto, as ray(e2) has no pre
image. Note also that, whereas K} is a distinguished face of itself, coreKI (A) n 
K} = coreKI (A) is not a distinguished face of coreKI (A), as PcoreKI (A) = Pray(e2) = 
2. On the other hand, the mapping G t-+ <1>( G) from 6A(coreKI (A)) to 6A(Kd 
is not one-to-one, because we have <I>(ray(e2)) = <1>(coreKI (A)) = K} . 

Next, consider K2 = pos{e2-e} , e2} . With the same A as above, clearly A E 
n(K2) and coreK2(A) = ray(e2). In this case, the mapping F t-+ coreK2(A) n F 
from 6A(K2) to 6A(coreK2(A)) is not one-to-one, as K2 n (coreK2(A)) and 
<I>(e2) n coreK2(A) are both equal to ray(e2) , whereas the mapping G t-+ <I>(G) 
from 6A(coreK2(A)) to 6A(K2) is not onto, as K2 has no pre-image. 

Theorem 3.13. Let A E n(K). Suppose that coreK(A) is a nonzero cone. Then 
the association G t-+ <1>( G) gives a one-to-one correspondence between the set 
of distinguished A-invariant faces of coreK(A) and the set of distinguished A
invariant faces of K for nonzero distinguished eigenvalues. 

Proof. Let G be a distinguished face of coreK(A) . By Theorem 2.2 and Lemma 
3.7 we have AG = G ; hence PG > o. Let x be the unique eigenvector of A 
corresponding to PG that lies in G. Then x E relint G , and hence <l>(x) = 
G and <1>(G) = <I>(x) , where we use <I>(x) to denote the face of coreK(A) 
generated by x (and, as before, use <1>(S) to denote the face of K generated by 
S). Note that <1>(x) cannot contain an eigenvector of A, distinct from x, that 
corresponds to PG, because any such vector necessarily belongs to coreK(A) 
(as PG > 0) and hence lies in G , which contradicts the above uniqueness 
assumption on x. It follows that <1>( G) is a distinguished face of K. This 
proves that the assumption G t-+ <1>( G) is a well-defined mapping from the set 
of distinguished faces of coreK(A) to the set of distinguished faces of K for 
nonzero distinguished eigenvalues. 

Let G1 , G2 be distinguished A-invariant faces of coreK(A) such that <1>(Gd 
= <1>(G2). Then Gi , i = 1 , 2, contains a unique eigenvector of A correspond
ing to PGi , say, Xi. From our preceding proof, we have, Gi = <l>(Xi) , <1>(Gi ) 

is a distinguished face of K and Xi is the corresponding unique distinguished 
eigenvector of A that lies in its relative interior. But now <1>(Gd = <I>(G2 ) , so 
x} = X2 , and hence G1 = <l>(X}) = <l>(X2) = G2. This proves that the mapping 
G t-+ <1>( G) is one-to-one. 
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If F is a distinguished face of K such that PF > 0, and if x is the 
corresponding distinguishe~ eigenvector of A that lies in relint F, then it is 
not difficult to show that <I>(x) is a distinguished face of coreK(A) such that 
<l>(<I>(x)) = F. This proves that the mapping G 1--+ <I>(G) is onto. 0 

Now we come to the main theorem of this section. 

Theorem 3.14. Let K be a proper cone, and let A E n(K). Suppose that 
coreK(A) is a nonzero, simplicial cone. Fol' each cycle a of!A we denote 
by Fa the face of K generated by the distinguished eigenvector of A associated 
with a. Then we have 

(i) The association a 1--+ Fa is a one-to-one correspondence between the set 
of cycles of!A and the set of distinguished A-invariant faces of K for nonzero 
distinguished eigenvalues. 

(ii) For any cycle a of !A, the eigenvalues in the peripheral spectrum of 
AlspanF. are simple, and are exactly PF. times all the dath roots of unity, where 
da is the length of a . 
Proof. (i): Suppose that !A is the product of disjoint cycles 0'1, •.• , ak. For 
each i, 1 ~ i ~ k , denote by Vi the distinguished eigenvector of A associ
ated with the cycle ai. Since coreK(A) is simplicial, it is not difficult to see 
that coreK(A) is a direct sum of <I>(vd, ... , <I>(Vk) , where <I>(Vi) denotes the 
face of coreK(A) generated by Vi, and that ~(Vi)' 1 ~ i ~ k, are all the 
distinguished faces of coreK(A). Hence ai 1--+ <I>(Vi) gives a one-to-one corre
spondence between the set of cycles of !A and the set of distinguished faces 
of coreK(A). On the other hand, by Theorem 3.13 <I>(Vj) 1--+ <I>(<I>(Vi)) gives a 
one-to-one correspondence between the set of distinguished faces of coreK(A) 
and the set of distinguished faces of K for nonzero distinguished eigenvalues. 
But <I>(<I>(Vi)) = <I>(Vj) = Fai . so our assertion follows. 

(ii): Denote by v the distinguished eigenvector of A associated with the 
cycle a of !A. By Lemma 3.8 and the above proof of part (i), coreF.(A) = 
coreK(A)nFa = coreK(A)OCP(v) and is an A-invariant face of coreK(A) , which 
clearly includes the face <I>(v). Now the index of PF. as an eigenvalue of A is 
equal to one, as A has an eigenvector, namely v, that lies in relint Fa. Hence 
by Theorem 3.9(iv) the peripheral spectrum of AlspanF. and that of the restric
tion of A to span( coreF. (A)) are the same, counting algebraic multiplicities. 
Note that as a simplicial cone coreK(A)n<l>(v) is a direct sum of the face <I>(v) 
and its complementary face G, both of which are A-invariant. Also we have 
p(AlspanG) < PF. ; otherwise, G, and hence <I>(v) would contain a distinguished 
eigenvector of A distinct from V that corresponds to PFa , contradicting the 
already proved fact that Fa (= <l>(v)) is a distinguished face of K. Hence the 
peripheral spectrum of the restriction of A to span(coreF.(A)) is the same as 
the peripheral spectrum of the restriction of A to span <1>( v), counting alge
braic multiplicities. Since cl>( v) is a simplicial cone with da extreme rays and 
A permutes these rays cyclically, it is not difficult to show (see, for instance, 
the proof of [Scha 3, Proposition 2]) that the eigenvalues of the restriction of A 
to span <1>( v) are simple, and are exactly P Fa times all the da th root of unity. 
This completes the proof. 0 

As an application of Theorem 3.14 we prove the following: 
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Corollary 3.15. Let K be a proper cone, and let A E n(K). Suppose that core(A) 
is a nonzero, simplicial cone. Let A be a positive number and let k be a posi
tive integer. If x is an extremal distinguished eigenvector of Ak corresponding 
to the nonzero distinguished eigenvalue Ak, then "L~:OI A -i A i X is an extremal 
distinguished eigenvector of A corresponding to the eigenvalue A. 

Proof. Replacing A by A/A, we may assume that A = 1. Since x is an 
extremal distinguished eigenvector of Ak , <I>(x) is a distinguished Ak-invariant 
face of K . By Theorem 3.14 there exists a unique cycle of r Ak that corresponds 
to <I>(x); say, the cycle is a, of length d, and is composed of the ray ray(y) 
and its first d -I iterates under the action of Ak . Then (Ak)d Y = ad Y for some 
a > 0; so the distinguished eigenvector of Ak associated with the cycle a is 
for the eigenvalue a. But by definition this eigenvector lies in relint <I>(x) , and 
hence must be a positive multiple of x. It follows that a = I , and replacing 
x by a suitable positive multiple, we may assume that x = "L1:01 Aiky. Since 
core(Ak) = core(A) , ray(y) is also an extreme ray of core(A); say, n is the 
cycle of rA that contains ray(y) and is of length I. Then Aly = ply for 
some p > O. Since y is a distinguished eigenvalue of Adk corresponding 
to the eigenvalue I (= ldk), "L~:6 Aiy is the distinguished eigenvector of A 
associated with the cycle n, and is for the eigenvalue I. (Refer to the last 
but one paragraph preceding Lemma 3.6). Repeating the argument that we 
have used at the beginning of our proof, we obtain p = I and hence AI y = 
y. But I is the smallest positive integer with this property, and as shown 
above Adky = y; hence dk is divisible by I. So "L1:01 Aiy is in fact just 

a positive multiple of "L~:6 Aiy. Since x = "L1=c} Aiky, it is straightforward 
to verify that "L~:OI AiX = "L1:01 Aiy; thus "L~:OI AiX is the distinguished 
eigenvector of A associated with a cycle of rA. So, by part (i) of Theorem 
3.14 "L~:OI AiX generates a distinguished A-invariant face, and hence is an 
extremal distinguished eigenvector of A. 0 

The example below shows that in Theorem 3.14 and Corollary 3.15 the hy
pothesis that core(A) be simplicial is indispensable. 

Example 3.16. Let K be the polyhedral cone in 1R3 with extreme vectors 
Yl = (0, I , O)T , Y2 = (1, I, _l)T, Y3 = (1,0, O)T and Y4 = (1, I, If· 
Then clearly there is (up to multiples) exactly one linear relation between these 
extreme vectors, namely, 2(Yl + Y3) = Y2 + Y4. Let A be the 3 x 3 matrix 
determined uniquely by AYI = Y3, AY3 = Yl, AY2 = Y4 and AY4 = Y2. (It 
is a well-defined linear mapping because it preserves the above linear relation.) 
Then A E Aut(K), and so core(A) = K . Note that K itself is the only nonzero 
A-invariant face, and hence also the only distinguished A-invariant face of K. 
But rA has two cycles. Also observe that the distinguished eigenvectors of A 
associated with these cycles are the same, both being (mUltiples of) Yl + Y3 . 

Now take B to be the 3 x 3 matrix diag( I, I, -I). It is readily checked that 
B E Aut(K); B fixes raY(Yl) and raY(Y3) , and exchanges raY(Y2) and raY(Y4) . 
So rB has three cycles, but K has only two distinguished B-invariant faces, 
namely, <I>(Yl) and <I>(Y3). The distinguished eigenvector of B associated 
with the cycle formed by raY(Y2) and raY(Y4) lies in intK, and does not 
generate a distinguished B-invariant face. Also, it is clear that Y2 is an extremal 
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distinguished eigenvector of B2 corresponding to the eigenvalue 1. However, 
Y2 + BY2 is not an extremal distinguished eigenvector of B. (Cf. Corollary 
3.15.) 

We now give two further necessary conditions for core(A) to be polyhedral. 

Theorem 3.17. Let K be a proper cone, and let A E n(K). Suppose that core(A) 
is nonzero, polyhedral. Then there cannot exist two distinct extreme rays of 
core(A) both lying in the relative interior of the same face of K. 
Proof. Assume to the contrary that core(A) has two distinct extreme rays, say, 
generated by x and y, both lying in the relative interior of the same face of 
K , say F. Let m be the order of the permutation r A. Clearly x, yare 
distinguished eigenvectors of Am both corresponding to the eigenvalue p'j!. It 
follows that x and y both lie in the relative interior of the cone span {x , y}nK , 
and this cone in turn is included in core(A). This contradicts the assumption 
that x, yare extreme vectors of core(A). 0 

Let K be a proper cone, and let A E n(K). Following [Pull, we call an 
extreme vector x of core(A) principal if (except for multiples) x is the only 
extreme vector of core(A) that lies in cI>(x); or in other words, cI>(x) n coreA 
is equal to ray(x). 

Theorem 3.18. Let K be a proper cone, and let A E n(K). Suppose that core(A) 
is polyhedral. If x is a principal (nonprincipal) extreme vector of core(A) , then 
so are Ai X for i = 1 , 2, .... 

Proof. First, let x be a nonprincipal extreme vector of core(A). We are going 
to show that Ax (and hence also each Ai x, i = 1 , 2, ... ) is a nonprincipal 
extreme vector of core(A). Since A maps core(A) onto itself, clearly Ax is 
an extreme vector of core(A). By definition of a nonprincipal extreme vector, 
there is an extreme vector y of core(A) , distinct from x, which lies in cI>(x). 
Then Ay is an extreme vector of core(A) and lies in cI>(Ax). As the restriction 
of A to span(core(A)) is nonsingular, Ay must be distinct from Ax. This 
proves that Ax is a nonprincipal extreme vector of core(A) . 

Now let x be a principal extreme vector of core(A). Denote by m the order 
of the permutation rA. Then Am X is a positive multiple of x. If Ax is a 
nonprincipal extreme vector of core(A) , then from what we have just proved, 
we infer that x is also a nonprincipal extreme vector, which is a contradiction. 
This proves that each Ai x, i = 1, 2, ... , is a principal extreme vector of 
core(A). 0 

4. THE NONNEGATIVE MATRIX CASE 

We now derive our results on the core of a nonnegative matrix. 
By the support of a vector x = (C; 1 , ••• , C;n f in ~n we mean the set {i E 

(n): C;i =j:. O}. Let P be a nonnegative matrix and let a be a class of P. We 
shall use Fa to denote the set of all vectors in lR~ whose supports are included 
in the union of all classes having access to a. For any vector x E lR~, it is 
readily checked that supp(Px) = {i E (n): (i, j) is an arc of G(P) for some 
j E supp(x)}. It follows that Fa is a P-invariant face of lR~ . 

Lemma 4.1. Let P be an n x n nonni/potent nonnegative matrix. Then the 
association a -t Fa is a one-to-one correspondence between the set of distin-
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guished classes of P and the set of distinguished P-invariant faces of 1R~, both 
for nonzero distinguished eigenvalues. 

Proof. To show that the association (}: ----> Fo: is a well-defined mapping, let 
(}: be a distinguished class of P for a nonzero distinguished eigenvalue A. 
Then according to part (ii) of the Frobenius-Victory Theorem, there exists a 
distinguished eigenvector xO: of P corresponding to A (= P FJ that lies in 
relint Fo:. Furthermore, by part (iii) of the same theorem, the vector xO: is an 
extremal distinguished eigenvector. Hence Fo: = <J>(xO:) and is a distinguished 
face of 1R~. 

For different classes (}:! , (}:2 of P, it is clear that Fo:) =1= FO:2 , so the mapping 
(}: ----> Fo: is one-to-one. 

If F is a distinguished face of lR~ for a nonzero eigenvalue A, then there 
exists an extremal distinguished eigenvector of P that corresponds to A and 
generates F. But this vector must be equal to some xO: as given in part (iii) 
of the Frobenius-Victory Theorem, where (}: is a distinguished class such that 
p(Po:o:) = A. Hence F = Fo:, and the mapping (}: ----> Fo: is onto. The proof is 
complete. 0 

Recall that if P is an n x n nonnegative matrix, then DdP) (or simply 
Dk ) denoted the cone generated by the distinguished eigenvectors of pk (in 
lR~) corresponding to its nonzero distinguished eigenvalues. 

Theorem 4.2. Let P be an n x n nonnegative matrix with positive spectral radius. 
For each distinguished class (}: of P, denoted by ho: the index of imprimitivity 
of the irreducible sub matrix Po:o:, and also by xO: the extremal distinguished 
eigenvector of P associated with the class (}: as given in part (ii) of the Frobenius
Victory Theorem. Then we have the following: 

(i) For each cycle a of Tp we associate with it the distinguished class (}: of 
P with the property that xO: is the distinguished eigenvector of P associated 
with the cycle a. Then this association is a one-to-one correspondence between 
the set of cycles of T p and the set of distinguished classes of P for nonzero 
distinguished eigenvalues. Furthermore, if a is a cycle of T p and (}: is the 
corresponding distinguished class, then the length of a is equal to ho:. 

(ii) core(P) is a simplicial cone with L ho: extreme rays, where the sum
mation is taken over all distinguished classes (}: of P for nonzero distinguished 
eigenvectors. 

(iii) For any positive integer k, core(P) = Dk if and only zf k is a multiple 
of q, where q is the least common multiple of all ho: with (}: running through 
all distinguished classes of P for nonzero distinguished eigenvalues. 

Proof. (i): First, by Corollary 3.3(ii) core(P) is a simplicial cone. Let a be 
a cycle of T p. Then by Theorem 3.14 there exists a unique distinguished face 
of 1R~ for a nonzero distinguished eigenvalue with the property that the distin
guished eigenvector of P associated with the cycle a lies in its relative interior. 
By Lemma 4.1 this distinguished face can also be represented as Fo: for a unique 
distinguished class (}: of P for a nonzero distinguished eigenvalue. The vector 
xO: associated with the class (}: as described in part (ii) of the Frobenius-Victory 
Theorem lies in relint Fo:, and hence must be the distinguished eigenvector of 
P associated with the cycle a, as Fo: is a distinguished face. This shows that 
the given association is a well-defined mapping from the set of cycles of T p to 
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the set of distinguished classes of P for nonzero distinguished eigenvalues. In 
fact, by Theorem 3.14 and Lemma 4.1 it is not difficult to see that this mapping 
is one-to-one and onto. 

If (J is a cycle and a is the corresponding distinguished class, then by The
orem 3.l4(ii) the length of the cycle (J is equal to the number of eigenvalues 
in the peripheral spectrum of PlspanFa • But the latter quantity is also equal to 
ha, because PlspanFo can be represented by the sub matrix of P with row and 
column indices taken from classes having access to the distinguished class a. 
So our second assertion follows. 

(ii): It is clear that the number of extreme rays of the simplicial cone core(P) 
is equal to the sum of lengths of the cycles of ! p. Hence, by the result of part 
(i) our assertion follows. 

(iii): If m denotes the order of permutation !A, then it is clear that m is 
equal to the least common multiple of the lengths of the cycles of !p. So by 
Theorem 3.2 and the result of part (i) our result follows. 0 

The following result is immediate. 

Corollary 4.3. Let P be a nonnegative matrix. Then core(P) is a single ray 
if and only if P has exactly one initial class, this initial class is basic, and the 
corresponding submatrix of P is primitive. 

Corollary 4.4. Let P be a nonnegative matrix. Then core(P) is a full cone if 
and only if each class of P is a distinguished class for a nonzero distinguished 
eigenvalue, and the principai submatrix associated with each class of P is a 
one-cycle matrix, that is, one which is permutationally similar to a matrix of the 
form 

[ .~ ... ~O' .. d~3 . . 0 ...•••..... ~ ... J 
........................ dk - I k 

dkl •••••••••••.••••••••• 0 ' 

where d 12 , •• , ,dkl are all positive numbers. 

Proof. By Theorem 4.2(ii) core(P) is always a simplicial cone. So .. ::ore(P) is a 
full cone if and only if it has exactly n extreme rays. Also by the same theorem 
core(P) has L ha extreme rays, where ha denotes the index of imprimitivity 
of the sub matrix Paa and the summation is taken over all the distinguished 
classes of P for nonzero disu nguished eigenvalues. It is also clear that ha is 
always less than or equal to the order of Paa and that the equality holds if and 
only if p(w is a one-cycle matrix. So our theorem follows. 0 

Berman and Plemmons [B-P, Chapter 1, Exercise 5.17] asked the question 
of when coreK(A) is a proper cone for a general proper cone K. In view of 
the above result and Examples 6.1, 6.2 in §6, we think that there is no simple 
answer to this question. 

For a nonnegative matrix P, Theorem 4.2(i) tells us a connection between 
the cycles of the permutation ! p and the distinguished classes of P. In what 
follows we shall give a more explicit description of the extreme rays of core(P) . 

The following result is known (see [B-P, Chapter 2, Exercise 6.9]). We give 
an alternative proof from our viewpoint. 
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Lemma 4.5. Let P be an n x n irreducible nonnegative matrix with index of 
imprimitivity h. Let q be a positive integer. Then pq is permutationally 
similar to a direct sum of d irreducible matrices each having the same spectral 
radius where d is the greatest common divisor of q and h. 

Proof. Without loss of generality, we may assume that p(P) = 1. Since P is 
irreducible, it has only one (basic) class. So by Theorem 4.2 1:p is a cycle of 
length h, say, consisted of the rays ray(x), ray(Px), ... , ray(ph-l x). It is 
not difficult to show that then 1:~ (= 1:pq) is a product of d disjoint cycles 
each of length q / d , where d is the greatest common divisor of q and h. 
By Theorem 4.2(i) these d cycles of 1:pq give rise to d distinct distinguished 
classes of pq , and by Lemma 3.6 and the irreducibility of P these classes are 
all for the eigenvalue 1. Note that these d distinguished basic classes of pq 
are all initial; otherwise, pq would have a distinguished class for an eigenvalue 
less than 1, and again by Lemma 3.6 we will arrive at a contradiction. As an ir
reducible nonnegative matrix P has a unique eigenvector which lies in int lR~ ; 
this eigenvector is clearly equal to the distinguished eigenvector associated with 
the cycle 1:p and hence, as can be readily verified, is a positive linear combi
nation of the extremal distinguished eigenvectors of pq associated with the d 
distinguished basic classes mentioned above. It follows that the union of these 
d distinguished basic classes of pq is equal to (n). So our result follows. 0 

Let P be an n x n nonnegative matrix. Note that for any i, j E (n) , and 
any positive integer q, i has access to j in G(Pq) if and only if there is a 
path from i to j in G( P) with length a multiple of q. Hence if i , j belong 
to the same class of pq, then they also belong to the same class of P, but not 
conversely. It follows that every class of P splits into (i.e. can be partitioned 
into) classes of pq , and every class of pq is included in a unique class of P. 

Corollary 4.6. Let a be a class of a nonnegative matrix P such that p(Paa ) > 0, 
and let ha be the index of imprimitivity of Paa . Then for any positive integer 
q, the class a of P splits into do. noncomparable classes of pq , where do. is 
the greatest common divisor of q and ha . Furthermore, if a is a distinguished 
class, then the classes of pq into which it splits are also all distinguished. 

Proof. From the preceding discussion, the class a of P splits into classes of 
pq. Note that for any i, j E a, every path of G(P) from i to j (and vice 
versa) necessarily lies in G(Paa). So to determine how the class a splits, it 
suffices to consider the irreducible sub matrix Paa . Our assertion now follows 
from Lemma 4.5. 

Last Part: Let a' be a class of pq which is included in the class a of 
P. Let P' be a class of pq having access to a' but not equal to a'. Let 
P be the unique class of P that includes p'. Then clearly P has access to 
a in G(P). Furthermore, since a' and P' are comparable classes of pq, 
according to the first part of our result, the classes a and P must be different. 
As a is a distinguished class of P, we have, p(Paa ) > p(Ppp ). Hence, we 
have, p((Pq)a'a') = p(PaoJq > p(Ppp)q = p((Pq)p'p'). This proves that a' is a 
distinguished class of pq , as required. 0 

Theorem 4.7. Let P be a nonnegative matrix, and let a be a distinguished class 
of P such that p(Paa ) > O. Let the index of imprimitivity of Paa be hu. Then 
core(P) has exactly hu distinct (up to multiples) extreme vectors that lie in the 
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P-invariantface Fa and whose supports meet a. These ha vectors generate the 
rays constituting the cycle of Tp which corresponds to the class a in the sense of 
Theorem 4.2(i). Also, they are precisely the extremal distinguished eigenvectors 
of phD associated with the distinguished classes of phn into which the class a of 
p splits. 

Proof. Let (J be the cycle of Tp that corresponds to the distinguished class a 
(for a nonzero eigenvalue) in the sense of Theorem 4.2(i). By the same theorem, 
the length of (J is equal to ha . Denote by y the distinguished eigenvector of P 
associated with the cycle (J. Since y corresponds to the eigenvalue PF

D 
of P 

and lies in Fa, clearly the ha (distinct) vectors that generate the rays ofthe cycle 
(J are extremal distinguished eigenvectors of phn lying in Fa that correspond 
to the eigenvalue p~~. We claim that there is no other extremal distinguished 
eigenvector of pho lying in Fa that corresponds to the eigenvalue P;:. 

Suppose not. Let x E Fa be another such extremal distinguished eigen
vector. Then 2:7:; 1 pi;,i pi X is a distinguished eigenvector of P in Fa cor
responding to PF and hence is a positive multiple of y , since Fa is a dis
tinguished P-invariant face. As can be readily verified, since x is an extremal 
distinguished eigenvector of phD corresponding to P~ , so are the vectors piX, 
i = 1, .. . , ha - 1 . So we obtain two distinct representations of the vector y 
in terms of the extremal distinguished eigenvectors of phn : one in terms of the 
vectors that generate the rays of cycle (J, and the other in terms of the vectors 
x, Px , ... , phn-l X. This contradicts the fact that distinct extremal distin
guished eigenvectors of a nonnegative matrix are linearly independent. This 
establishes our claim. 

By Corollary 4.6 the class a of P splits into ha distinguished classes for the 
nonzero eigenvalue p~, , giving rise to ha extremal distinguished eigenvectors 
of phD, which clearly °belong to the face Fa . Hence these ha extremal dis
tinguished eigenvectors of phD are precisely the above-mentioned ha extremal 
distinguished eigenvectors. Furthermore, since the support of each of these ha 
vectors consists of all classes having access to one of the distinguished class into 
which (): splits, it is clear that the supports of these vectors meet a. Other 
extreme vectors of core(P) that lie in Fa belong to a cycle of Tp different 
from (J , and the corresponding distinguished class of P must be one which 
has access to a, but different from a. So the supports of the other extreme 
vectors of core(P ) do not meet a. The proof is complete. 0 

If P is a nonnegative matrix with positive spectral radius, then according to 
Theorem 4.2(ii) core(P) has 2: ha distinct extreme vectors, where ha denotes 
the index of imprimitivity of the irreducible submatrix Paa and the summation 
is taken over all distinguished classes of P for nonzero distinguished eigenval
ues. By Theorem 4.7 a little bit more can be said: Each distinguished class 
a of P for a nonzero eigenvalue gives rise to ha distinct extreme vectors of 
core(P) , which are precisely the extremal distinguished eigenvectors of phD as
sociated with the distinguished classes of phD [as described in part (ii) of the 
Frobenius-Victory Theorem] into which the class a of P splits. 

Pullman [Pul, Lemma 6.1 and the preceding paragraph] has observed that 
for an irreducible nonnegative matrix P, Tp is a single ray and the index of 
imprimitivityof P is equal to the number of extreme rays of core(P). Schaefer 
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[Scha 3, Remark (i) following Proposition 1] also has made a parenthetic remark 
about the cycle of Tp for a nonnegative matrix P whose spectral radius is an 
eigenvalue of index one. Their observations clearly follow from our results. 

5. CONE-PRESERVING MAPS WITH SPECTRAL RADII OF INDEX ONE 

Pullman [Pul, Theorem 4] proved that if A is a positive matrix, then core(A) 
is a ray generated by a positive vector. We shall give a generalization of this 
result. To do that, we need a number of lemmas. The first lemma follows from 
a standard compactness argument. 

Lemma 5.1. Let M be a compact metric space with metric d, and let f be 
a continuous mapping of M into itself Let (Xi)iEJII be a sequence in M 
with Xi E Ji[M] for each i. Then limi-+oo d(xi, n%:l Jk[M]) = 0, where 
d(xi, n%:l Jk[MJ) denotes the distance from Xi to the set n%:l Ji[M]. 

Pullman [Pul, Lemma 2.2] gave the following result and its converse in the 
special case when K is a polyhedral cone, but no proof was offered. 

Lemma 5.2. Let K be a proper cone, and let A E n(K). Also let II· II be 
a fixed norm of ]Rn. If core(A) is a single ray generated by a unit vector 
x, then A is nonnilpotent, and for every vector Y E K\ IJ1(Av(A)) , we have, 
limi-+ooAiylllAiyll =X. 
Proof. For convenience, denote v(A) by v. It is clear that A is nonnilpotent. 
Denote by Kl the cone IJt(AI/) c: K. Also denote by A the mapping from 
IJt(AV)nSn_1 into itself given by Ax = Ax/IIAxll, where Sn-l istheunitsphere 
of ]Rn with respect to the norm 11·11. Let y E K\IJ1(AV). Then AVylllAVyl1 E 

Kl nSn-l . It is easy to verify that for any vector w, w E ni~O Ai Kl if and only 

if w/llwil E ni~oAi(KI nSn-l). Since coreK(A) is just the ;ingle ray generated 

by x and ni~O Ai Kl = coreK I (A) = coreK(A) , where the last equality has been 

shown in the proof of Theorem 2.2, it follows that we have ni :2:0 Ai (Kl nSn-l) = 
{x}. As A is a continuous mapping of the metric space Kl nSn-l (with metric 
induced by the given norm of ]Rn) into itself, we can now apply Lemma 5.1 
with M = Kl n Sn-l to conclude that limi ..... oo AiylllAiyl1 = x. 0 

Lemma 5.3. Let A E n(K) where K is a proper cone in ]Rn . If p(A) is a simple 
eigenvalue of A with modulus greater than all other eigenvalues of A and is also 
the only nonzero distinguished eigenvalue of A, then core(A) is a single ray. 
Proof. We may assume that p(A) = I. Denote the cone IJt(AV) n K by Kl , 
and the restriction map AI!R(AV) by B, where v = v(A). Then, as we have 
shown in the proof of Theorem 2.2, coreK(A) = coreK I (B). Note that any 
distinguished eigenvalue of B for Kl is necessarily a distinguished eigenvalue 
of A for K. So by the given hypotheses on the eigenvalues of A, it follows 
readily that p(B) is equal to I, is a simple eigenvalue of B, and is also the 
only distinguished eigenvalue of B for Kl . (Since B is nonsingular, 0 is not 
an eigenvalue of B.) So by [Tam 1, Theorem 5.4] BT (the adjoint of B) has 
an eigenvector, say v, in relint Ki corresponding to 1, where Ki denotes 
the dual cone of Kl in spanK l . Then, as can be readily shown, C = {y E 
K l : (y, v) = 1} is a complete compact B-invariant cross-section of K J • Let 
u E C be the (unique) eigenvector of B corresponding to 1. Clearly, every 
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vector x E e can be written as x = u + y , where y E [span{ v}].1 n span K, . 
Since 1 is a simple eigenvalue of B, (and u E e is already a corresponding 
eigenvector) it is clear that 1 cannot be an eigenvalue of the restriction of B 
to [span{ v}].1 n span K, . The given hypothesis on A also implies that except 
for I, B has no other unimodular eigenvalues. Thus the spectral radius of the 
restriction of B to [span{ v}].1 n span K, is less than 1 and hence its kth power 
tends to the zero operator as k goes to infinity. Now it is not difficult to see 
that n%':, Bke = {u}. It follows that coreK

J 
(B), and hence coreK(A) , is equal 

to the ray generated by the vector u. 0 

For completeness, we also include the following result. 

Theorem 5.4. Let K be a proper cone, and let A E n(K). Denote by II· II a 
fixed norm of]Rn. If coreK(A) is a single ray, then A is nonni/potent and there 
exists a unit vector x E K such that limi ..... = AiylllAiyl1 = x for every vector 
y E K\IJ1(Av(A)). The converse also holds, if either the index of p(A) as an 
eigenvalue of A is one or coreK(A) is polyhedral. 
Proof. The firs part of our result follows from Lemma 5.2. Now we consider 
the converse parts. If vp(A)(A) = 1 then, using an argument similar to the 
one given in the proof of Lemma 5.3, we can show that coreK(A) is equal to 
ray(x). Next, suppose that coreK(A) is nonzero, polyhedral. Denote by m the 
order of the permutation rA. Then Am takes each extreme ray of coreK(A) 
onto itself, and by our hypothesis on the vector x, we have, for each nonzero 
extreme vector y of core(A) , 

x = lim AiylllAiyll = lim AmiylliAmiyl1 = Yillyli. 
I--tOO 1-+00 

It follows that coreK(A) is equal to ray(x). 0 

Theorem 5.6. Let K be a proper cone in ]Rn, n ~ 2, and let A E n(K). Then 
the following conditions are equivalent: 

(a) A is K -primitive. 
(b) (i) IJ1(A) n K = {O}, and (ii) core(A) is a single ray generated by a vector 

in intK. 
(c) p(A) is the only distinguished eigenvalue of A for K and is a simple 

eigenvalue with modulus greater than all other eigenvalues of A, and the unique 
(up to multiples) distinguished eigenvector of A lies in int K . 
Proof.' (b) =? (a): Let core( A) be ray( u), where u is a unit vector lying in 
int K. Since IJ1(A) n K = {O}, for any nonzero vector x E K, by Lemma 5.2, 
limk ..... =AkxIIIAkxll exists and is equal to u. Hence, for k sufficiently large, 
we have, Ak x E int K . The K -primitivity of A now follows from Barker [Bar 
1, Proposition 2]. 

(a) =? (b): Condition (b)(i) is clearly satisfied. Condition (b)(ii) follows from 
Lemma 5.3 and the fact that the unique eigenvector of a K-primitive matrix 
lies in int K . 

(a) =? (c): Obvious. 
(c) =? (b): Note that 0 is not a distinguished eigenvalue of A. Otherwise, by 

condition (c) A has an eigenvector in int K corresponding to the eigenvalue 
0, and so A is the zero matrix. As n ~ 2 , this contradicts the hypothesis that 
the distinguished eigenvector of A is unique. So condition (b )(i) is satisfied. 
Condition (b )(ii) also follows readily from Lemma 5.3. 0 
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We shall also give a necessary and sufficient condition for A to be K
irreducible in tenns of its core. But we need a lemma first. 

Lemma 5.6. Let K be a proper cone, and let A be an n x n real matrix. Then 
A E Aut(K) and A has an eigenvector in intK if and only if AT E Aut(K*) 
and AT has an eigenvector in intK*. 

Proof. In general, for any A E n(K) , we have, A E Aut(K) if and only if 
AT E Aut(K*). Here is the proof: Let AT E Aut(K*) . Then A E n(K) and 
(AT)-I E n(K*). Hence A-I = ((AT)-I)T E n(K); so A E Aut(K). By a 
duality argument we can also show that if A E Aut(K) then AT E Aut(K*) . 

To prove our theorem, it suffices to establish the "if' part; the "only if' part 
again follows by a duality argument. Now suppose that AT E Aut(K*) and AT 
has an eigenvector z in intK*. As just proved, then A E Aut(K). Assume 
that A has no eigenvector in int K . Choose a distinguished eigenvector x 
of A corresponding to p (A) such that dim <1>( x) is maximal. Since <1>( x) 
is invariant under A , its dual face in K* (which consists of vectors in K* 
orthogonal to <1>(x)) is invariant under AT. Hence there exists a distinguished 
eigenvector w of AT corresponding to, say the eigenvalue A, such that x and 
ware orthogonal to each other. Since z E int K* and -w ~ K*, replacing 
w by a positive multiple, if necessary, we may assume that z - w E 8K* . 
Then AT(z - w) = p(A)(z - (AI p(A)w)) E 8K* , sirice AT E Aut(K*) and 
z - w E 8K* ; hence A = p(A). So z - w is also an eigenvector of AT lying 
in 8K*. Hence we can also find a distinguished eigenvector y of A (in 8K) 
which is orthogonal to z - w . The assumption that AT has an eigenvector in 
int K* readily implies that the eigenvector y of A necessarily corresponds to 
the eigenvalue p(A). Note that since x is orthogonal to wand y is orthogonal 
to z-w, if y E <1>(x) then y is orthogonal to z, which cannot happen because 
z E intK* . So x + y is an eigenvector of A corresponding to p(A) such that 
dim<1>(x + y) > dim <1>(x) . This contradicts the maximality of dim <1>(x) . 0 

Theorem 5.7. Let K be a proper cone, and let A E n(K) . Then A is K
irreducible if and only if the following conditions are all satisfied: 

(i) <n(A) n K = {O} ; . 
(ii) core(A) n intK =I- 0; and 
(iii) The restriction of A to span core(A) is irreducible with respect to core(A) . 

Proof. "Only if' part: It is clear that conditions (i) and (ii) are satisfied. Since A 
is K-irreducible, p(A) is a simple eigenvalue of A and A has (up to multiples) 
only one eigenvector lying in K (in fact in intK) , say x . Also this vector is 
the only eigenvector of A lying in core(A). Thus A Ispan core(A) has only one 
distinguished eigenvalue for core(A) and the index of its spectral radius is one. 
So the adjoint of Alspancore(A) has an eigenvector lying in the relative interior 
of the dual cone of core(A) in its own linear span; hence, by Lemma 5.6, 
Alspancore(A) has an eigenvector lying in the relative interior of core(A). Thus 
the only eigenvector of A in core(A) lies in its relative interior. This establishes 
condition (iii). 

"If' part: Assume that conditions (i) and (ii) are satisfied. We contend that 
if A is K -reducible, then the restriction of A to span core( A) is reducible 
with respect to core(A). Let x be an eigenvector of A in 8K. By condition 
(i) , x must correspond to a nonzero distinguished eigenvector of A; hence, 
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x E core(A). Choose a vector y E core(A) n intK . Then x - ay does not lie 
in K, and hence also not in core(A) for any a > O. It follows that x is an 
eigenvalue of A lying in rbd[core(A )]. So condition (iii) is not satisfied. 0 

In passing, we note that in Theorem 5.7 if we replace the word "irreducible" 
by "primitive" (in two places) the result still holds. The corresponding result is, 
in fact, just a restatement of Theorem 5.5(a) {:} (b). The Doint is, if A E Aut(K) 
and is K-primitive, then necessarily K is a one-dim(" \; onal cone. 

Corollary 5.8. Let K be a proper cone, and let A E n(J...) . Suppose that core(A) 
is a nonzero polyhedral cone. Then A is K -irreducible if the following conditions 
are all satisfied: 

(i) \)'leA) n K = {O}; 
(ii) core(A) n intK I- 0; and 
(iii) LA is a single ray. 

If, in addition, core(A) is simplicial, then the converse also holds. 

Proof. In view of Theorem 5.7, it suffices to show that A Ispan core(A) is irreducible 
with respect to core(A). Assume that the contrary holds. Then A has an 
eigenvector, say x, lying in rbd[core(A)]. By Lemma 3.7 A maps the face of 
core( A) generated by x onto itself, and hence A permutes the extreme rays of 
this I'ace among themselves. This contradicts the hypothesis that LA is a single 
cycle. 

Last Part: Suppose that A is K -irreducible and that core(A) is a simplicial 
cone. If LA is not a single cycle, then the distinguished eigenvector of A as
sociated with any cycle of LA lies in rbd[core(A)] , and hence by Theorem 5.7 
A is reducible, which is a contradiction. So condition (iii) (and also conditions 
(i) and (ii)) must be satisfied. 0 

At the end of his paper, Pullman [Pul] also gave geometric characterization of 
irreducibility for a nonnegative matrix. His characterization contains condition 
(i) and (iii) of Corollary 5.8 (with K replaced by lR~) and with condition (ii) 
replaced by the following stronger condition: 

(ii)': lRn can be written as a direct sum of d coordinate subspaces each 
containing exactly one extreme ray of core(A) in its positive orthant. -

The reason why condition (ii)' is always satisfied by an n x n irreducible 
nonnegative matrix A can now be readily seen as follows. Denote by h the 
index of imprimitivity of A . Then-by Corollary 4.6 the unique class of A 
splits into h noncomparable distinguished classes of Ah , and these h classes 
are precisely all the classes of Ah. But by Theorem 4.2(i) and the discussion 
after Theorem 4.7 LA is a single cycle of length h, whose rays are generated 
by extremal distinguished eigenvectors of Ah associated with the distinguished 
classes into which the unique class of A splits. So it is clear that condition (ii)' 
follows. 

In [Scha 3, Proposition 1] Schaefer gave several equivalent conditions on a 
nonnegative matrix for its spectral radius to be an eigenvalue of index one. We 
shall extend this result to the setting of a linear mapping preserving a proper 
cone. But we need the following result, which has interest of its own. 

Theorem 5.9. Let A be an n x n real matrix. The following conditions on A 
are equivalent: 
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(a) A is nonzero, diagonalizable (over q, all eigenvalues of A are of the 
same moduli and p(A) is an eigenvalue of A. 

(b) There exists a proper cone K such that A E Aut(K) and A has an 
eigenvector in int K . 

(c) There exists a proper cone K such that A E n(K), and for any such cone 
K , we have, A E Aut(K) . 

(d) There exists a proper cone K such that A E n(K) , and for any such cone 
K, we have, A E Aut(K) and A has an eigenvector in int K . 

(e) A is nonzero, and there exists a proper cone K such that AI p(A) takes 
a complete cross-section of K onto itself. 

Proof. (b) * (a) : Clearly p(A) E a(A) and p(A) =J o. Since A has an eigen
vector in intK, vp(A)(A) = 1 and p(A) is the only distinguished eigenvalue 
of AT (for K*). By the Perron-Schaefer condition, every eigenvalue of A of 
modulus p(A) is also of index one. It remains to show that all eigenvalues 
of A are of the same moduli. As A E Aut(K) , we also have AT E Aut(K*) , 
and hence (AT)-I E n(K*). By the Perron-Frobenius theorem p((AT)-I) is 
a distinguished eigenvalue of (AT) - I (for K*), and hence (p((AT) - I))-1 is a 
distinguished eigenvalue of AT . Since AT has only one distinguished eigen
value, necessarily, we have p(A) = (p((AT)-1 ))-1 . But (p((AT) - 1 )) - 1 is also 
an eigenvalue of AT of the least modulus, it follows that all eigenvalues of AT, 
and hence of A, are of the same moduli. 

(a) * (c): Since A satisfies the Perron-Schaefer condition, there exists a 
proper cone K such that A E n(K) . Consider one such proper cone K. By 
Theorem 3.9(i) (and in its notation), there exists a sequence ((AI p(A))qj)iEN of 
positive powers of AI p(A) converging to P, which in this case is the identity 
matrix. It follows that A is nonsingular, and A-I (= limi ..... (X) Aqj - I l(p(A))qj) E 

n(K). This proves that A E Aut(K) . 
(c) * (a): By the Perron-Schaefer condition, certainly p(A) is an eigenvalue 

of A. Suppose that A is not diagonalizable, or A has an eigenvalue with 
modulus less than p(A) . Then for the proper cone K obtained by Vandergraft's 
construction (see [Van, Theorem 3.1] or [B-P, Theorem 1.3.2]) one can check 
that A E n(K), but A ~ Aut(K). 

(c) * (d): Let K be a proper cone such that A E n(K). Then by condition 
(c) A E Aut(K) . From what we have just proved, condition (a) is also satisfied. 
Hence p(A) is the only distinguished eigenvalue of A and is of index one. So 
AT has an eigenvector in intK* , and in view of Lemma 5.6, it follows that A 
also has an eigenvector in int K . 

. (d) * (b): Obvious. 
(b) * (e): By condition (b) and Lemma 5.6 there exists a proper cone K such 

that A E Aut(K) and AT has an eigenvector, say u, in intK* (corresponding 
to p(A)). It is straightforward to verify that {x E K: (x, u) = I} is a complete 
cross-section of K, and that AI p(A) takes this cross-section onto itself. 

(e) * (b): Suppose that there exists a proper cone K and a complete cross
section C of K such that (AI p(A) )C = C. Then clearly A E Aut(K). Note 
that the hypersubspace W = aff C - aff C meets the cone K only at the zero 
vector. By the Gordan-Stiemke theorem (see, for instance, [B-T-D, Corollary 
2.6]), W J.. n int K* =J 0 . Since C is invariant under AI p(A) , so is W ; hence 
W J.. is also invariant under AT . But the latter subspace is one-dimensional, so 



504 BIT-SHUN TAM AND HANS SCHNEIDER 

AT has an eigenvector in intK* ,and by Lemma 5.6 again, A has an eigenvector 
in intK. 0 

In passing, we note that Theorem 5.9 implies the observation made by Horne 
[Hor, Theorem 3.6 and the subsequent comment] on an irreducible automor
phism of a cone. Also, using [S-W, Theorem 3.6], we can show that in condition 
(b) of Theorem 5.9 we can replace the words "a proper cone" by "an ellipsoidal 
cone" (that is one which is linearly isomorphic to an ice-cream cone). 

We need a new notation and a new definition in order to state our result. For 
a given norm r of JRn , we denote by II· liT the corresponding induced matrix 
norm. Given a proper cone K of JR n , a norm r on JRn is said to be strictly 
K -monotone on a linear subspace M of JR n if x, y E M and 0 K ~ X K ~ Y , 
x i= y, implies r(x) < r(y) . 

Theorem 5.10. Let K be a proper cone of JRn , and let A E n(K) be such that 
p(A) > O. Denote by M the direct sum of the (real) generalized eigenspaces of 
A corresponding to eigenvalues in its peripheral spectrum. Consider the following 
conditions: 

(a) A is an automorphism of the cone M n K when restricted to its linear 
span. 

(b) IIAIIT = r(A) for some norm r of JRn which is strictly K-monotone on 
M. 

(c) IIAIIT = p(A) for some norm r of JRn. 
(d) The set of all positive powers of AI p(A) is bounded in the euclidean metric 

ofJRn,n. 
(e) Each eigenvalue in the peripheral spectrum of A is of index one. 
(f) p(A) is an eigenvalue of A of index one. 

Then conditions (b), (c), (d), (e) and (f) are all equivalent. Condition (a) is 
always implied by conditions (b)-(f), and is equivalent to them when K is poly
hedral. 
Proof. Replacing A by AI p(A), henceforth, we assume that p(A) = 1. 

For any complex matrix A, it is known that conditions (c), (d) and (e) are 
equivalent: the equivalence of (d) and (e) follows from a consideration of the 
asymptotic behaviour of the powers of the Jordan form of A; that (c) and (e) 
are equivalent follows from [Dok, Theorem 5], where two more equivalent con
ditions are also given. (See also [Els 1, Theorem 3.2].) In the present case when 
A is a cone-preserving map, by the Perron-Schaefer condition, (f) is another 
equivalent condition. That (b) => (c) holds is obvious. 

(e) => (b): We first consider the special case when each eigenvalue of A is 
unimodular. By Theorem 5.9 and Lemma 5.6 A E Aut(K) and AT has an 
eigenvector in intK* . Bya similarity transformation, we may assume that A is 
in real canonical form with an identity matrix put in the left top corner. We may 
also assume that el E int K*. Then C = {x E K: (x, e,) == I} is a complete, 
compact cross-section of K. Choose a > 0 sufficiently large, so that C is 
included in the compact convex set {(I, ~2' ... , ~n)T E JRn: a ~ CL:7=2 ~f)1/2}. 
Let i be the proper cone of JRn generated by C. Define a norm r on JRn by 
r((~l' ... , ~nf) = (a2~f + 2:7=2 ~1)1/2. It is straightforward to check that the 
norm r is strictly i-monotone (on JRn ), and hence strictly K-monotone, as 
i :2 K . Furthermore, A is an isometry with respect to r, and hence we have 
IIAIIT = 1. 
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Now consider the general case. We may assume that A is of the form Al EB 
A2, where each eigenvalue of Al is unimodular and P(A2) < 1. Denote the 
coordinate subspace of lRn corresponding to the blocks Ai of A by Wi, i = 
1,2. Then M = WI, and (noting that by Theorem 3.9 M = span(M n K)) 
from the first part of our proof there exists a norm r 1 of WI which is strictly 
(M n K)-monotone such that IIAIIT! = 1. Since p(Ad < 1, there also exists 
a norm r2 of W2 such that IIA211T2 < 1 (see, for instance, [Dok, Lemma 4]). 
For any vector x = Xl + X2 E lRn 

, with Xl E WI and X2 E W2, define r(x) to 
be [rl (xd2 + r2(x2)2F/2. It is clear that the norm r satisfies condition (b). 

(e) =? (a): It is clear that A(MnK) <; MnK. Since condition (e) is satisfied, 
by Theorem 5.9 A is an automorphism of M n K when restricted to its linear 
span. 

Now we establish (a) =? (f) under the additional hypothesis that K is poly
hedral. Assume to the contrary that 1 (= p(A)) is an eigenvalue of A of 
index ~ 2. Since K is polyhedral, by [Tam 1, Theorem 7.5], the generalized 
eigenspace of A corresponding to 1 has a basis consisted of vectors in K. So, 
in particular, K contains a generalized eigenvector of A corresponding to 1 
that is of order ~ 2. Clearly, this vector belongs to M n K. Now M n K 
is a polyhedral cone and by condition (a) A is an automorphism of M n K 
when restricted to its linear span; so according to Corollary 3.5 A cannot have 
a generalized eigenvector of order ~ 2 lying in M n K . Thus we arrive at a 
contradiction. 0 

It is illuminating to compare our Theorem 3.9(ii) and Theorem 5.10(a) with 
[Gro, Proposition 2.1 (a)]. Also note that the lemma of [V-L] follows readily 
from our results. 

By Theorem 5.10 it is clear that when K is a polyhedral cone and A E 

n(K) the conditions (a)-(f) as given there are equivalent. In his paper [Scha 
3, Proposition 1] Schaefer also gave the same set of equivalent conditions for 
a nonnegative matrix except that lRn is replaced by en (which we could also 
have done) and that condition (a) is replaced by the following: 

(a)' M has a basis, consisting of nonnegative vectors, on which AI p(A) 
acts as a permutation. 

We now explain why in the case of a nonnegative matrix A condition (a)' is 
also another equivalent condition. First, suppose that the equivalent conditions 
of our theorem are satisfied. Denote by d the order of the permutation induced 
by A on the extreme rays of M n lR~ . Then from the last part of the proof the 
above theorem, Adlspan(MnlR~) is the identity map (assuming again p(A) = I 
for simplicity). But since VI (A) = 1 , by Theorem 3.9(ii) span(M n K) = M; 
thus M <; 1)1(1 - Ad) . A consideration of the dth power of the Jordan form of 
A shows that if X is an eigenvector of Ad corresponding to I, then X belongs 
to the direct sum of eigenspaces of A corresponding to eigenvalues which are 
dth roots of unity. Hence we have 1)1(1 - Ad) <; M and so the equality holds. 
By the Frobenius-Victory Theorem, 1)1(1 - Ad) n lR~ is a simplicial cone, and 
by condition (a) A permutes the extreme rays of this cone. But AdlM is the 
identity map, so we can choose a basis for M which consists of extreme vectors 
of this simplicial cone in such a way that A acts as a permutation on the basis 
vectors. 
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Now suppose that condition (a)' is satisfied. Let d be the order of the 
permutation AI p(A) acts on the said basis of M. Then (AI p(A))dI M is the 
identity map. Hence, M cannot contain a generalized eigenvector of A corre
sponding to p(A) of order ~ 2. It follows that condition (f) is satisfied. 

A final remark about Theorem 5.10 is in order. We know that condition 
(a) does not imply the equivalent conditions (b)-(f), even when core(A) or 
M n K is a simplicial cone. As a counterexample, consider the cone K and 
the matrix A given in [T-W, Example 3.7]. It is not difficult to show that in 
this case core(A) and M nK are both equal to the single ray generated by the 
eigenvector (1, 0, 0) T. SO condition (a) is satisfied. However, the index of 
p(A) (= 1) as an eigenvalue of A is two. 

6. EXAMPLES AND A FURTHER RESULT 

Example 6.1. Consider the ice-cream cone K = {(~l , ~2' ~3)T E Rn
: 2~1~3 ~ 

~?, ~l' ~3 ~ O}, whose axis of rotation is generated by the vector (1,0, I)T. 
The cross-section of K by the hyperplane ~3 = 1 is the convex set C bounded 
by the parabola 2~1 =~?, ~3 = 1 . Note that this cross-section meets every ray 
of K except the one generated by the vector (1,0, O)T. Let A be the 3 x 3 
matrix 

[
1 1 I/~2l A = 0 1 
o 0 

By direct calculations, we have, 

A(~2/2, ~, I)T = ((¢ + 1)2/2, ~ + 1, I)T for any real number~. 

Hence A maps the above-mentioned parabola onto itself. Since C is the convex 
hull of this parabola, it follows that A maps C onto itself, and hence A E 
Aut(K). (The ray generated by (1,0, O)T is fixed by A.) In other words, 
coreK(A) is K itself. On the other hand, one can check directly, or by the 
Rothblum Index Theorem (see [Rot, Theorem 3.1 (2)]), that A is similar to 
an elementary Jordan matrix of order three corresponding to the eigenvalue 1. 
It follows that for any nonzero vector y E K, we have, limi-+ooAiy/llAiyll = 
(1 , 0, of . So, without additional assumptions, the converse part of Theorem 
5.4 does not hold. Clearly K contains generalized eigenvectors of A of order 
~ 2. So Corollary 3.4 is not valid if the polyhedrality assumption on core(A) 
is dropped. 

Now consider the proper cone K = {(~l , ~2, ~3)T E R!: 2~1~3 ~ ~n ' i.e. half 
of an ice-cream cone. Let C denote the cross-section of K by the hyp~rplan~ 
~3 == I. Take the same matrix A as above. One can readily show that AC ~ C 
and that n;':l AiC is the empty set. It follows that A E n(K) and coreK(A) is 
the single ray generated by the vector (1, 0, 0) T. (Note that coreR3 (A) is also 

+ 
a single ray, according to Corollary 4.3.) So even for the same cone-preserving 
map, for different cones, the corresponding cores can be quite different in nature. 

Example 6.2. Let a be a real number such that ° < a < 1/2. Let C be the 
convex set in R2 with extreme points (k, ak-1)T, k = 0, ±I , ±2, .... Then 
the recession cone of C is given by 

O+C = pos{(I, O)T, (0, If}. 
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Let Co be the unbounded closed convex set in ]R2 given by: 

Co = {x E ]R2: x = Xl + X2 for some Xl 

E conv{(O, O)T, (k, (/-I)T, k = -1, -2, _ .. } and X2 E O+C}. 

Then as can be readily seen, (0, Of and (k, ak-l)~, k = -1, -2, ... , are 
precisely the extreme points of Co and also Co and C have the same recession 
cone. Let K be the proper cone of ]R3 that arises from C in the standard way; 
that is, 

- {(I) - } T T K = A X : X E C, A ~ 0 U pos{ (0, 1 , 0) ,(0, 0, 1) }. 

Also let K be the proper cone of ]R3 that arises from Co in the standard way. 
Let 

A = [~ ~ ~l. o 0 a 

By direct calculations, we can show that AK is the proper cone of ]R3 that 
arises from Cl in the standard way, where Cl is the closed convex set in ]R2 

with extreme points (1, O)T, (k, a k- l f, k = 0, -1, -2, ... , and with the 
same recession cone as that of Co. It is easily seen that C l ~ Co , so A E 7C(K) . 
More generally, for i = 1 , 2, ... , Ai K is the proper cone that arises from Ci 
in the standard way, where C is the closed convex set in ]R2 with extreme 
points (i, O)T, (k, ak-I)T, k = i-I, i - 2, ... , and again with the same 
recession cone as that of Co . It is not difficult to see that n~o Ck = C . Hence, 
we have, corek(a) = K. Note that in this example coreK(A) has infinitely many 
extreme rays in int K . So the conclusion of Theorem 3.17 does not hold here. 
Note also that a is a nonzero distinguished eigenvalue of A for K, different 
from 1, but coreK(A) is an indecomposable cone. So in Corollary 3.3(i) the 
polyhedrality assumption on core(A) is also indispensable. 

Let K be a proper cone of ]Rn , and let A E 7C(K). By Remark 3.10 it is 
clear that if y is a nonzero vector in K such that for some 0 #- X E K , some 
subsequence of (Akx/IIAkxll)kElIl converges to y/llyll (where 11-11 is some norm 
of ]Rn), then y belongs to coreK(A). A careful examination of the proof given 
by Birkhoff [Bir] of the Perron-Schaefer condition for a cone-preserving map 
will reveal that the set of all such vectors y is, in fact, included in UJ. (W;. n K) 
where the union is taken over all nonzero distinguished eigenvalues A of A 
and W;. denotes the direct sum of all (real) eigenspaces of A corresponding 
to eigenvalues with modulus equal to A, our next result will strengthen this 
observation. 

Theorem 6.3. Let K be a proper cone in ]Rn, and let A E 7C(K). For each 
nonzero distinguished eigenvalue A of A, denote by W;. the direct sum of all 
(real) eigenspaces of A corresponding to eigenvalues with modulus equal to A. 
For each positive integer k, let Dk have the same meaning as in Lemma 3.1 . 
Then U~l Di ~ EB(w;' n K) ~ core(A), where the direct sum is taken over all 
nonzero distinguished eigenvalues A of A. When core(A) is polyhedral, the 
inclusions become equalities. 
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Proof. For each nonzero distinguished eigenvalue A of A, clearly, A( W;. nK) ~ 
W;. n K. So by Theorem 5.9 A takes W;. n K onto itself; hence, we have, 
$(11';. n K) ~ core(A). Let f1 be a nonzero distinguished eigenvalue of Ai, 
where i is a positive integer. Then by Lemma 3.6 if ;. is the positive ith root 
of f1, then A is a distinguished eigenvalue of A. But by considering the ith 
power of the Jordan form of A , we obtain ~(f11 - Ai) ~ W;.. It follows that 
we have the inclusion U:I Di ~ $( W" n K) , where the direct sum is taken 
over all nonzero distinguished eigenvalues A of A. If K is polyhedral, then 
by Theorem 3.2 and Lemma 3.1 (iv), we have, core(A) = U: I Di; hence the 
inclusions become equalities. 0 

In general, the inclusions in the above theorem cannot be replaced by equal
ities. Choose K to be the 3-dimensional ice-cream cone, and let A be a 
rotation about its axis through an angle which is not a rational multiple of 
n. Then U%':I Dk =/:. $(W;. n K). Example 6.1 shows that the inclusion 
$( W;. n K) ~ core(A) can be strict. Also note that for each positive inte
ger k, the set for Ak corresponding to $(W;. n K) is the same as that for 
A; this follows from Lemma 3.6 (and [L-T, Theorem 9.4.7]). So one does not 
obtain a set included in core(A) which is larger than $( W;. nK) by taking into 
account all the positive powers of A. 

In view of Examples 6.1, 6.2 and Theorem 6.3 one might wonder whether 
coreK(A) is always included in the direct sum of the (real) generalized eigen
spaces of A corresponding to eigenvalues with modulus equal to some nonzero 
distinguished eigenvalues. It is not hard to see that this is false. As a counter
example, take K to be the 3-dimensional ice-cream cone {(~I' ~2, ~3)T: 
(~f + ~?) 1/2 ~ ~3} and take A to be the matrix that satisfies 

2A ~ [2~3 ~~ Ss] 
(This example is borrowed from [Hor, Example 5.5].) One can check that in 
this case A E Aut(K) , and that A has distinct positive eigenvalues Al , 2, A2 , 
arranged in decreasing order. Furthermore, the eigenvalues Al and A2 are both 
distinguished eigenvalues of A for K, but not the eigenvalue 2. So it is clear 
that the above-mentioned conjecture is wrong. 

A major problem in concern with the core of a cone-preserving map certainly 
is, to describe vectors in coreK(A) in terms of A and K. Also, we are interested 
in finding equivalent conditions for coreK(A) to be polyhedral or simplicial, 
because as we have shown in §3 many interesting results about cone-preserving 
maps hold under one of these conditions as a basic assumption. However, in 
view of the example given in this section, these problems seem intractable in 
the general case. In order to have any further fruitful investigations, we modify 
our problems slightly as follow: Given an n x n real matrix A that satisfies the 
Perron-Schaefer condition, find an equivalent condition on A for which there 
exists a proper cone K such that A E n(K) and coreK(A) is polyhedral or 
simplicial. We shall solve these problems completely in the next section. 

7. MATRICES WITH THE PERRON-SCHAEFER CONDITION 

Let A be an n x n complex matrix. For any eigenvalue A of A, let EJO) 
denote the projection of en onto ~((AI - A)Vi,) [the generalized eigenspace of 
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A corresponding to A] along 9\( (A.J - AY;·) [the direct sum of the generalized 
eigenspaces of A corresponding to eigenvalues other than A], where we use V;. 

to denote v;.(A) for simplicity. Also define the components of A by 

E1') = (A - AI)' E10) , r = 0 , 1, .... 

It is known that if K is a proper cone of ~n and A E n(K) then E~~/)I Rn 
is nonzero and belongs to n(K ), where V = vp(A) (see, for instance, [Schn 1, 
Theorem 5.2]). 

We shall need the following result, which has interest of its own. We use Jk(A) 
to denote the k x k upper triangular elementary Jordan matrix that corresponds 
to the eigenvalue A. 

Theorem 7.1. Let K be a proper cone of ~n • and let A E n(K) with p(A) > O. 
Denote vp(A)(A ) by v. Then we have the following: 

(i) There is a subsequence of ((v - 1)!Akj[p(A)k-v+lkV-l])kEN which con
verges to ~;. EY- 1). where the summation runs through all eigenvalues A in 
the peripheral spectrum of A with the same index as that of p(A). Hence 
(~;. EY -l))llRn E n(K) . 

(ii) Let M denote the intersection of ~n with EB;.[(A.J - A y - I 91( (A.J - A)V)]. 
where A runs through the same set of eigenvalues as that described in the sum 
appearing in part (i). Then M = span(M n K) and M n K ~ core(A) . 
Proof. (i): Let P be a nonsingular matrix such that p-l AP is a Jordan form 
of A , which we denote by J. Suppose that J = EB}=1 Jrn j(Aj). Rearranging 
the blocks of J , if necessary, we may assume that the blocks which correspond 
to eigenvalues in the peripheral spectrum of A and are of order v are among 
the first h (~r) blocks. For large values of k, the dominant entries of Jk 
occur within the first h blocks and are exactly at their right upper comers. For 
the jth block, 1 ~ j ~ h, this entry is C~I)Ay-V+ l, which is of the same order 
of approximation as 

[k v- 1 p(A)k-v+lei(k-v+l )Oj ]j(v - I)!, 

where ()j satisfies Aj = p(A)e iOj . By letting k goes to +00 through a suitable 
increasing sequence of natural numbers, we can obtain ei(k-v+l)6j --+ I for 
j = 1, ... , h . (Refer to the proof of Theorem 3.9(i).) Hence, if we multiply 
Ak by (v - 1)!j(kV-l p(A)k-v+l) , and letting k go to 00 through the above
mentioned sequence of natural numbers, our sequence of matrices will tend to 
~~=l Et-1

) (in the space of n x n complex matrices). Because K is a closed 

cone, it is clear that (~~=l Et-1 ))IIRn E n(K). 

(ii): As is well known the range space of (~;. EY-l ))llRn is equal to M, 
where M is as given, and the summation is taken over all A as described in the 
statement of (i). Since K is a full cone of ~n , (~;. EY- 1))K is a full cone of 

M . But (~;. EY- l))K ~ M n K , it follows that we have span(M n K) = M . 
By Theorem 5.9 it is clear that A(M n K) = M n K . So we also have M n K ~ 
core(A ) . 0 

We note, in passing, that the subspace M considered in Theorem 7.1(ii) 
can also be described as the direct sum of all subspaces of the form 
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(AI - A)v-II)1((AI - A)V) or 

[(a2 + b2)I - 2aA + A2]v-II)1([(a2 + b2)I - 2aA + A2]v), 

where A, a+ib (a, b E R, b =I 0) are respectively real and nonreal eigenvalues 
in the peripheral spectrum of A with the same index as that of p(A). 

The following result extends our previous Corollary 3.11. 

Corollary 7.2. Let K be a proper cone of Rn , and let A E n(K). If core(A) is 
polyhedral, then every eigenvalue in the peripheral spectrum of A with the same 
index as that of peA) is equal to peA) times a root of unity. 

Proof. Let J1. be an eigenvalue in the peripheral spectrum of A with the same 
index as that of p(A). Let M denote the subspace 

Rn n Efj[(AI - A)(v-Ill)1((AI - At)], 

where the direct sum is taken over all eigenvalues A in the peripheral spectrum 
of A with the same index as that of p(A). Then J1. is in the peripheral spectrum 
of AIM, and hence also in that of Alspan(core(All' in view of Theorem 7.1(ii). 
But core(A) is polyhedral, so by [B-T, Theorem 2] J1. must be equal to peA) 
times a root of unity. 0 

We shall show that the condition given in Corollary 7.2 is, in fact, an equiva
lent condition for the existence of a proper cone K invariant under A (which 
satisfies the Perron-Schaefer condition) such that coreK(A) is polyhedral. To 
establish the reversed direction, we need a sequence of lemmas. 

Lemma 7.3. Let A be an n x n real matrix. Let KI and K2 be closed, pointed 
cones of Rn both invariant under A. 

(i) If coreK) (A)n(- coreK2 (A)) = {O} and spanKlnspanK2 nl)1(Av(Al) = {O}, 
then KI n (-K2) = {O}. 

(ii) If KI n (-K2) = {O} then KI + K2 is a closed, pointed cone, and we have 

coreK1+K2 (A) = coreK) (A) + coreK2 (A). 

Proof. (i): Assume to the contrary that there exists a nonzero vector x E KI n 
( - K2)' Let u be the limit of some convergent subsequence of the sequence 
(Aix/IlAixll)iEN' (Note that by our hypothesis AiX =I 0 for all i.) Then 
using Remark 3.10, we infer that the nonzero vector u belongs to coreK) (A) n 
( - core K2 (A)) , which contradicts our hypothesis. 

(ii): It is straightforward to verify the pointedness of the cone KI + K2 ; by 
[Roc, Corollary 9.1.2] its closedness also follows. 

The inclusion coreK)+K2(A) 2 coreK) (A) + coreK2 (A) is obvious. To prove 
the reversed inclusion, let Z E coreK)+K2 (A) . Then for each positive integer i, 
there exist vectors X;ll E Ai KI and xyl E Ai K2 such that z = X;ll + xyl . 
By a compactness argument, we can readily show that the sequences (x(ll)iEN 
and (xf2l)iEN are both bounded. Let (Xk:l)iEN and (xk~l)iEN be convergent 
subsequences with limits YI and Y2 respectively. Then z = YI + Y2. But 
by Remark 3.10, we have, Yi E coreK;(A) , i = 1,2; so the desired reversed 
inclusion follows. 0 

Lemma 7.4. Let KI and K2 be proper cones in possibly different euclidean 
spaces. Let Al E n(KI ) and A2 E n(K2) , each with ,.,;ectral radius equal to 
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one. Suppose that for each A E a(A,) n a(A2) , the geometric multiplicities of 
A as an eigenvalue of A, or of A2 are both equal to one. Also assume that 
1I, (A2Ispancore(A2)) = I. Then there exists a rank-one matrix yzT such that the 
matrix 

[~' y::] 
belongs to n(K, x K2), its core relative to K1 x K2 is coreKI (AI) x {O} , and 
the geometric multiplicity of each A in a(A,) n a(A2) as an eigenvalue of this 
matrix is equal to one. 

Proof. Suppose that the given cones K, and K2 lie in the euclidean spaces 
IRnl and IRn2 respectively. Choose a vector y from int KI that does not belong 
to U,J9t(A I - J1I) n IRn l ] , where the union is taken over J1 in a(Ad n a(A2), 
and the range spaces are taken over enl • Also choose a vector z from int Ki 
that does not belong to the union of the orthogonal complements (in IRn2) of 
eigenspaces of A2 corresponding to real eigenvalues, or of real eigenspaces of 
A2 corresponding to conjugate pairs of nonreal complex eigenvalues in a(A,) n 
a(A2)' Now, let A be the matrix 

[~I Y::]. 
We are going to show that this matrix possesses the desired properties. It is 
straightforward to check that A E n(K, x K2)' Let A E a(Ad n a(A2) , and let 
[~] ,where u E enl and v E en2 , be a corresponding eigenvector of A. We 
contend that v = O. Once this is proved, we would obtain u E IJ1(AI -AI); but 
the nullity of Al -, AI is one, hence so is A - AI. By direct calculations, we 
have (AI -AI)U+ (zTV)Y = 0 and (A2 -AI)V = O. By our choice of y, clearly 
ZT v = O. If v is nonzero, then the real vector z will be orthogonal to the 
I-dimensional subspace IJ1(A2 - AI) of en , and hence to 1J1( A2 - AI) n IRn2 if A 
is real, or to the (2-dimensional) real eigenspace corresponding to the conjugate 
pair A, :;t if A is nonreal, in contrary to our choice of z. This proves our 
contention. 

Now, we are going to prove that coreK1xK2(A) = coreKI (AI) x {O}. It is clear 
that core(A) 2 core(Adx{O} . Let [~] E core(A) , where u E IRnl and v E IRn2. 
Since A maps core(A) onto itself, for each positive integer k, there exists a 
unique vector [~:] E core(A) such that Ak[~: ] = [~]. Then A~Yk = v for 
each positive integer k ; hence, v belongs to core(A2) , and so does Yk for each 
k. Choose an eigenvector x of A, in KI corresponding to the eigenvalue I 
(= p(Ad) such that y ~KI x . (This is possible, because y E intK, .) By direct 
calculations, we have, 

u = A}Xk + (I:A\(YZT)A~-I-;) Yk 
1=0 

k-I 

~KI 2: (z, (A2IspancOre(A2 ))-U+ I)v)A\x 
;=0 

k-I 
= 2:(z, Yi+I)X . 

;=0 
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Since 1 (= P(A2)) is an eigenvalue of A2Ispancore(A2) of index one, by [Dok, The
orem 5] there exists some norm r of spancore(A2) such that IIA2Ispancore(A2)llr = 
1 ,where 11·llr is the corresponding induced matrix norm. So, for each positive 
integer i, r(v) ~ IIA2Ispancore(A2)II~r(Yi) = r(Yi). Let ( = min{(z, w): w E 
coreK2(A2) , r(w) = r(v)}. Then, for each positive integer k, we have, U?K1 

L::~:OI (x = k(x. For this to happen, necessarily, ( = O. But z E intKi, 
it follows that v = O. Now it is also clear that u E core(A1). This shows 
that core(A) ~ core(Ad x {O}, and hence the equality holds. The proof is 
complete. 0 

For convenience, we shall use e;n) to denote the vector of lRn with 1 at its 
ith entry and 0 elsewhere. 

Lemma7.5. For any positive integer s andany rxr realmatrix B with p(B) < 
1 (where B may be an empty matrix), there exists a proper polyhedral cone K 
of lRr+s such that Js(1) EB B E n(K) and coreK(Js (1 ) EB B) is a single ray 
generated by the unique distinguished eigenvector of Js( 1) EB B corresponding to 
the eigenvalue 1. 

Proof. If B is an empty matrix, we choose K to be lR~ . Then clearly Js ( 1) E 
n(K) and by Corollary 4.3 coreK(Js(1)) is a single ray. So, henceforth, we 
assume that r is a positive integer. We first deal with the case when s = 1 . 
Let C = conv{±BjeY): 1 ~ i ~ r, j = 0,1,2, ... }. As p(B) < 1, we have 

lim j-+= Bj = O. So, for j sufficiently large, the points ±Bj eY), 1 ~ i ~ r, all 

belong to the interior of the convex set conv {±eY): 1 ~ i :::; r}. It follows that 
C is a symmetric polytope, with nonempty interior, and is invariant under B; 
in fact, n~oBjC = {O}. Let K] be the closed cone of lRr+1 that arises from 
C in the standard way. Then it is clear that K] is a proper polyhedral cone, 
J] (1) EB B E n(K]) and coreK

I 
(J] (1) EB B) = ray(er+]). Furthermore, e~r+]) is 

the unique distinguished eigenvector of J] ( 1) EB B (corresponding to 1) in K] . 
Now consider the case when s > 1 . Denote by W the coordinate subspace 

of lRr+s corresponding to the block B of Js ( 1) EB B . From the first part of our 
proof, there exists a proper polyhedral cone K] of span{ e~r+s)} EB W invariant 

under Js(1) EB B such that coreK
I 
(Js(1) EB B) = ray(e~r+s)). Let K2 be the 

nonnegative orthant of the coordinate subspace corresponding to the first block 
of Js(1) EB B. Then K2 is invariant under Js (1) EB B, and by Corollary 4.3 
coreK2(J2(1)EBB)=ray(e~r+S)). Now take K=K]+K2. Clearly K is invariant 
under A. Furthermore, by Lemma 7.3 it is not difficult to see that K is a 
proper cone of lRr+s and also that coreK(Js(1) EB B) is equal to ray(e~r+S)). 

For any real number e, let Re denote the 2 x 2 rotation matrix 

[
COS e sin e] 

- sin e cos e 

If m is a positive integer and A is a k x k matrix, we use Jm(A) to denote 
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the upper block triangular matrix 

A I 
A C) 

C) 
(:) I 

A 

513 

with m blocks A on the main diagonal, m - I k x k identity matrices on the 
superdiagonal, and zero elsewhere. 

Lemma 7.6. Let e be a real number which is not an integral multiple of n . For 
any positive integers r, s with s ~ r, there exists a proper cone K of ]R2,+s such 
that Js (1) E9 J,(Ro) E n(K) and coreK(Js (1) E9 J,(Ro)) is equal to ray(el2,+s)) 

if s > r, or a 3-dimensional cone that contains el 3
, ) in its relative interior if 

s = r . In case s = r, if C is any proper cone of the direct sum of the (rea£) 
eigenspaces of J,( I) 181 J,(Ro) that contains el3

,) in its relative interior, then the 
cone K can also be constructed in such a way that coreK(J,(I) E9 J,(Ro)) ~ C. 
If, in addition, e is a rational multiple of n, then K can always be chosen to 
be polyhedral. 

Proof. We first treat the case when s = r. It is clear that the (euclidean) unit 
disc D of ]R2 is mapped onto itself under the matrix Ro . Let KI be the closed, 
pointed cone that arises from D in the standard way. Then KI is a proper cone 
of ]R3 and J I (1) E9 JI(Ro) [= (1) E9 Rol E Aut(Kd; hence our assertion holds 
for r = 1. For r > 1, using Lemma 7.4 repeatedly, we can find an upper block 
triangular matrix T with r block equal to (1) E9 Ro along its main diagonal, 
which leaves invariant the cone KI x .. . X KI (r times) and is such that its 
core relative to this cone is equal to KI x {O} X . .. x {O} ({O} , occurring r - 1 
times). Furthermore, by the same lemma, T is similar to J,(l ) E9 J,(Ro) . It 
is clear that the corrdinate subspace of ]R3, corresponding to the first block of 
T is equal to the direct sum of the (real) eigenspaces of T , and that core(T) 

contains the (unique) eigenvector of T corresponding to 1 (namely, el3
, ) ) in 

its relative interior. Hence, we can find a proper cone K, of ]R3, invariant 
under J,(l) E9 J,(Ro) such that coreK,(J,(l ) E9 J,(Ro) ) is included in the direct 
sum of the (real) eigenspaces of J,( 1) E9 J,(Ro ) and contains the vector el3

, ) 

in its relative interior. In the above construction of K" by replacing the unit 
disc D by aD for some suitable positive scalar a , we can also ensure that 
coreK,(J,(l) E9 J,(Ro)) is included in any given cone C with the properties 
given in the lemma. 

Now consider the case when s > r. From the first part of our proof, there 
exists a proper cone K, of ]R3, invariant under J,(I) E9 J,(Ro) such that 1 is 
a simple eigenvalue of the restriction of this matrix to its core (relative to K,) . 
By Lemma 7.4 we can find a rank-one matrix y z T such that the matrix 

[ 
Js-, ( 1 ) y Z T ] 

o J,(l)E9J,(Ro) 

is similar to Js (1) E9 J,(Ro) , and leaves invariant the cone ]R~' x K" and that 
its core relative to this cone is equal to ray(el2,+s)). So the existence of the 
desired proper invariant cone for Js (1) E9 J,(Ro) follows. 
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Finally, suppose in addition that () is a rational multiple of n _ Then () is 
an nth root of unity for some positive integer n. In this case, we modify our 
above construction of the proper cone K by working with the polygon 

en = conv{(cos2kn/n, sin2kn/n)T: k = 0, I, . . . , n - I} 

(or its suitable positive multiple) instead of the unit disc D. The resulting cone 
K obtained thus is always polyhedral. 0 

Remark 7.7. In Lemma 7.6 if we replace Jr(R()) by Jr(-l), the corresponding 
result still holds, subject to the following slight changes: ]R2r+s, e;2r+s) are re
placed by ]Rr+s and e;r+s) respectively, coreK(Js(l)EDJr(-I)) isa 2-dimensional 
cone in case r = s , and K can always be chosen to be polyhedral. The proof 
is similar. 

Theorem 7.8. Let A be an n x n real matrix. Then there exists a proper cone 
K such that A E n(K) and coreK(A) is polyhedral if and only if A satisfies the 
Perron-Schaefer condition and every eigenvalue in the peripheral spectrum of A 
with the same index as that of p(A) is equal to p(A) times a root of unity. 

Proof. The "only if' part follows from Corollary 7.2. 
"If' part: We may assume that A is in real canonical form. If p(A) = 0, 

simply take K to be ]R~. So we need only consider the case when p(A) > O. 
By normalizing A, we may assume that p(A) = 1. For simplicity, write VI (A) 
as v. We may assume that the first p (~1) blocks of A all correspond to the 
eigenvalue 1 and with the first block of order v , each of the next q (~O) blocks 
is either of order v and corresponds to the eigenvalue -lor is of order 2v 
and corresponds to a pair of conjugate unimodular complex eigenvalues, each of 
the next further r (~O) blocks is either of order less than v and corresponds 
to the eigenvalue -lor is of order less than 2v and corresponds to a pair of 
conjugate unimodular complex eigenvalues, and the remaining s (~O) blocks 
correspond to eigenvalues with modulus less than one: Write ]Rn as EB~=I *1, 
where t = P + q + r + 1, Wj is the coordinate subspace corresponding to the 
jth block for 1 ~ j ~ p + q +.r , and Wt is the direct sum of the coordinate 
subspaces corresponding to the last s blocks (which, of course, may not exist). 

For each j, 2 ~ j ~ p , choose Kj to be the nonnegative orthant of *i. 
Then since A I Wj can be represented by Jk (1) for some k (depending on j), 
by Corollary 4.3, the core of Alwj relative to Kj is a single ray. 

Consider any j, p + 1 ~ j ~ p + q. Then the restriction of A to WI ED *1 
is similar either to JII(l) ED JII(R()) for some real number () not an integral 
multiple of n, or to JII ( 1) ED JII ( -1). In the former case, since the index of 
e i () as an eigenvalue of A is v, according to our hypothesis e i () is a root of 
unity. So by Lemma 7.6 we can find a proper polyhedral cone Kj of WI ED *1 
invariant under A such that coreKj(A) contains the eigenvector e;n) ,and is 
a 3-dimensional cone included in the direct sum of the (real) eigenspaces of 
Alw1E!lW; . In the latter case, by Remark 7.7 we can also find a proper polyhedral 
cone K j of WI ED Wj invariant under A such that coreKj(A) contains e;n) , 
and is a 2-dimensional cone included in the direct sum of the eigenspaces of 
Alw1E!lW; . 

Consider any j, p + q + 1 ~ j ~ p + q + r . Then AI""1E!lwj is similar either 
to JII(l) ED Jm(R()) or to J,,(I)EDJm(-I) for some real number () which is not 
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an integral multiple of n, and some positive integer m < v. In either case, by 
applying Lemma 7.6 or Remark 7.7, we can find a proper cone Kj of WI EB Uj 
invariant under A such that coreKj(A ) equals ray(ein)). 

Finally, by Lemma 7.5 we can also find a proper polyhedral cone K/ of 
WI EB Jtt (where t = p + q + r + 1) invariant under A such that coreKj(A) 
equals ray(ein)). 

p . 
Now take K to be the cone EB j =2 Kj EB (Kp+I + Kp+2 + ... + Kp+q+r+I)' 

Clearly K is a full cone of ]Rn invariant under A. Note that, for any j, 
p + 1 ~ j ~ p + q + r , we have, 

[coreKp+ 1 (A) + ... + coreKj(A)] n [- coreKj+ 1 (A)] = {O}. 

By repeated applications of Lemma 7.3 it follows that Kp+I + .. ·+Kp+q+r+1 is a 
closed, pointed cone invariant under A such that the core of A relative to this 
cone equals the sum ofthe polyhedral cones coreK/A ) , p+ 1 ~ j ~ p+q+r+ 1 . 
But coreK(A ) is the direct sum of the rays coreKj(A ) , 2 ~ j ~ p, and the core 
of A relative to Kp+1 + ... + Kp+q+r+1 , hence it is polyhedral. The proof is 
complete. 0 

Theorem 7.9. Let A be an n x n real matrix. Then there exists a proper polyhe
dral cone K such that A E n(K ) if and only if A satisfies the Perron-Schaefer 
condition, and every eigenvalue in the peripheral spectrum of A is equal to p(A) 
times a root of unity. 

Proof. The "only if' part follows from [B-T, Theorem 2]. The "if' part follows 
from a modification of the proof of the "if' part of Theorem 7.S. 0 

Theorem 7.10. Let A be an n x n real matrix. Then there exists a proper ·cone 
K such that A E n(K) and coreK(A) is a single ray if and only if p(A) > 0 , 
and the Jordan form of A has exactly one block of maximal order corresponding 
to p(A ), and the index of p(A) is larger than that of every other eigenvalue in 
the peripheral spectrum of A. 

Proof. The "only if' part follows readily from Theorem 7.1 (ii), because we 
always have coreK(A) '2 M n K, span(M n K) = M (where M denotes the 
linear subspace as given in Theorem 7.1 ) and dim M is equal to the number of 
Jordan blocks of A of order vp(A)(A ) corresponding to the eigenvalues in its 
peripheral spectrum. 

"If' part: There is no loss of generality in assuming that p(A) = 1 . We apply 
the construction given in the "if' part of the proof of Theorem 7.S. In this case 
q = O. If A does not have blocks of order less than v corresponding to 1, 
then p = 1 and our construction will yield a proper cone K of ]Rn invariant 
under A such that coreK(A) = ray(ein)) , and we are done. Otherwise, for each 
j , 2 ~ j ~ p , as we are going to show, it is possible to construct a proper cone 
Kj of WI EB Uj invariant under A such that coreK (A) = ray(e;n)) . For each 

J 

j , instead of taking K j to be the nonnegative orthant of Uj as in the original 
construction, we take Kj to be this K j . Then our method still works. 

Consider any fixed j, 2 ~ j ~ p . Clearly A I WI Ell Iff is similar to J/J ( 1 ) EB Jk ( 1 ) 
for some positive integer k = k(j ) < v . For each positive integer I, 1 ~ I ~ k , 
let PI denote the cone generated by elv+k ) , e~:~k ) + e~/J+k ) and the images of 
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e~:~k) + e~v+k) under the action of all positive powers of J" (1) EB Jk( 1). Since 

[Jv(l) EB Jk(l)he~:~k) + e~v+Ic))/II[Jv(l) EB Jk(I)]i(e~:~k) + e~v+k))11 

tends to elv +k
) as i -> CXl, it is clear that PI is a closed, pointed cone invariant 

under A . Noting the above limit, and the fact that for each positive integer i, 

[Jv(l) EB Jk(l)]ip, 

{ (v+k) [T (1) J (1)]m( (v+k) (v+k)) " 1 } = pos el ,oJv EB k ev+1 + ev , m = I, Z + ,... , 

it is not difficult to show that corep, (Jv( 1) EBh( 1)) = ray(elv+k)) . Now let Cj be 
the sum of the cones PI, 1 ~ I ~ k, and the cone pos{elv +k

), eiv+k) , ... , e~v+k)}. 
S· (v+k) (v+k) (v+k) (v+k) (v+k) (v+k).. b' f mce el ' ••• , ev ,ev+1 + ev , ... ,ev+k + ev lorm a aSlS 0 

IRv+k, clearly Cj is a full cone of IRv+k. An application of Lemma 7.3 shows 
that Cj is in fact a proper cone of IRv+k invariant under Jv(l )EBJk( 1) such that 
corecj(Jv(l) EB Jk(I)) = ray(el 'J+k)). Since Alw,ffiWj is similar to Jv(l) EB Jdl), 

the desired cone Kj clearly exists. The proof is complete. 0 

In [Schn 1, Corollary 5.3] Schneider showed that if A E n(K) then K con
tains at least p linearly independent eigenvectors of A corresponding to p(A), 
where p is the number of Jordan blocks of A of order IIp(A) (A) . Our next 
result implies that this lower bound for the number of linearly independent 
eigenvectors is best possible. 

Theorem 7.11. Let A be an n x n real matrix that satisfies the Perron-Schaefer 
condition. Let p be the number of blocks in the Jordan form of A of maximal 
order that correspond to p(A). Then for each positive integer k, p ~ k ~ 
dim ryt(p(A)/ - A) , there exists a proper cone K of IRn such that A E n(K) and 
ryt(p(A)/ - A) n K is a cone of dimension k, 

Proof, When p(A) > 0, the desired cone K can be constructed by the method 
given in the proofs of the "if' part of Theorems 7.8 and 7.10. 

Now consider the case when p(A) = O. We may assume that A is in Jordan 
canonical form. It suffices to show that if A has exactly one block of maximal 
order then we can construct a proper cone K invariant under A such that 
ryt(A) n K is of dimension 1. (The general case then follows by a direct sum 
argument.) Suppose that the first block of A is of maximal order, say of order 

I , , h" d 'f h h (n) (n) (n ) (n) 
1I. t IS stralg tlorwar to ven y t at t e vectors el , ••• , ev , ev+1 + ev , 

e~~2 + e~n) , ... , e~n) + e~n) form a basis of IRn. Let K be the cone generated 
by these basis vectors together with their images under the action of all positive 
powers of A. Since A is nilpotent, clearly K (being finitely generated) is 
polyhedral. K is also pointed, because K ~ IR~, Thus K is a proper cone 
of IRn , invariant under A. Also, it is not difficult to show that ryt(A) n K = 

ray(eln)). 0 

Now we treat the question of determining a necessary and sufficient condition 
on an n x n real matrix A for which there exists a proper cone K of IRn such 
that A E n(K) and coreK(A) is a nonzero simplicial cone. As we shall see, 
in this case, our equivalent condition depends not only on eigenvalues in the 
peripheral spectrum of A with the same index as that of p(A), but also on other 
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eigenvalues in the peripheral spectrum. Just for convenience, we normalize our 
matrix A and assume that p(A) = 1. 

Theorem 7.12. Let A be an n x n real matrix with p(A) = 1 that satisfies the 
Perron-Schaefer condition. Let S be the multi-set of eigenvalues in the peripheral 
spectrum of A with index equal to VI (A) , the multiplicity of each number being 
equal to the number of corresponding blocks in the Jordan form of A of order 
VI (A). Let T be the multi-set of eigenvalues in the peripheral spectrum of A for 
which there are corresponding blocks in the Jordan form of A of order less than 
VI (A) , the multiplicity of each number being equal to the number of such blocks. 
For each positive integer m, denote by Zm the set of all mth roots of unity. 
Then there exists a proper cone K in Rn such that A E 7r(K) and coreK(A) is 
a simplicial cone if and only if there is a (possibly empty) multi-subset T of T 
such that the multi-set union of Sand T is the same as the multi-set union of 
certain Zm 'so 

Before we come to the proof, an example is in order. Let A be a 7 x 7 real 
matrix whose Jordan form is J2( 1) EEl J I (1) EElJ2( -1) EEl h( -1) . In the notation of 
our theorem, the multi-sets Sand T in this case are respectively {I, -1 , -I} 
and {I}. So their multi-set union is {I, 1, -1 , -I} which is the same as the 
multi-set union of Z2 and Z2. According to our theorem, there exists a proper 
cone K of R7 such that A E 7r(K) and coreK(A) is a simplicial cone. 

Proof of Theorem 7.12. "Only if" part: Suppose that there exists a proper cone 
K in Rn such that A E 7r(K) and coreK(A) is a simplicial cone. Denote by 
M the intersection of Rn with the subspace ffiJ.[(U - At- I I)1((U - At)], 
where the direct sum runs through all unimodular eigenvalues of A with index 
V = VI (A). Then by Theorem 7.1 (ii) M = span(M n coreK(A)). Since AIM is 
diagonalizable, all eigenvalues of AIM are of modulus one and 1 is an eigenvalue 
of AIM, by Theorem 5.9 (a) => (d) A has an eigenvector in relint(Mncore(A)), 
say x, corresponding to the eigenvalue 1. For any subset S of core(A) , denote 
by <I>(S) the face of core(A) generated by S. Then <I>(M n core(A)) = <I>(x) 
and is an A-invariaEt face of core(A) 1.... because x is an eigenvector of A; hence 
by Lemma 3.7, A(<I>(MncoreiA)) = <I>(Mncore(A)). For convenience, denote 
the restriction of A to span[<I>(M n core(A))] by B. Note that x also lies in 
relint <I>(M n core(A)) , so by Theorem 5.9 (b) => (a), B is diagonalizable, and 
all of its eigenvalues are of modulus one. Hence the spectrum of B (as a multi
set) is included in the union of the multi-sets Sand T (which is in fact the 
multi-set of all eigenvalues in the peripheral spectrum of A, the multiplicity 
of each number being equal to its geometric multiplicity as an eigenvalue of 
A). Note also that the spectrum of B includes the spectrum of AIM (asM = 
span(Mncore(A))) , and that the latter spectrum is in turn equal to the multi-set 
S. On the other hand, as a face of the simplicial cone core(A) , <I>(Mncore(A)) 
is itself a simplicial cone. Since B takes this latter cone onto itself and the 
eigenvalues of B are all of modulus one, it follows that B is similar to a direct 
sum of nonnegative monomial matrices, each of which has spectral radius one, 
and hence the spectrum of B is the multi-set union of certain Zm's. Thus the 
existence of the desired multi-subset T of T follows. 

"If" part: We need treat only the case when A has exactly one Jordan block 
of order V = VI (A) corresponding to the eigenvalue 1. The general case then 
follows by a direct sum argument. 
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Suppose that there is a multi-subset T of T such that the multi-set S U 

T is equal to the multi-set union of Z'I , ... ,Z,s for some positive integers 
'I , ... , 's ' By a real similarity transformation, we may assume that A is of 
the form Al EB . . . EB As+ I where P(Ai) = 1 for 1 ~ i ~ s and the following 
conditions are satisfied: (i) For each i, 1 ~ i ~ s , the set of eigenvalues of Ai is 
equal to Z'i (not counting multiplicities) and Ai has exactly one Jordan block 
corresponding to each of its eigenvalues; (ii) The index of each unimodular 
eigenvalue, if any, of the matrix As+I (which may not exist at all) is less than 
v; and (iii) vI(A I ) = v> vI(A i ) for 2 ~ i ~ s . 

Denote by Wi the coordinate subspace of R n corresponding to the block Ai 
of A for i = 1, ... , s+ 1. Denote by U the direct sum of the (real) eigenspaces 
of the restriction map AI$S w.. Also let u be the (unique) eigenvector of A 

/=1 I 

in WI that corresponds to the eigenvalue l. Then A I u is similar to the matrix 
EB~=I P'i , where we use P, do denote the, x , permutation matrix given by 

P, = 

o 
1 0 

1 

o 

Furthermore, there exists a proper A-invariant simplicial cone C of U that 
contains u in its relative interior. [Indeed, if T is an isomorphism between 
Rm and U, where m = 2:~=1 ' i, that takes 2:::1 ejm) to u, and every (real) 
eigenspace of EB~=I P'i to the corresponding (real) eigenspace of Alu, then 
T-I (A I u ) T = EB~= I P'i and the desired cone C can be taken to be TR~.] 
Note that AC = C. 

For each i, 1 ~ i ~ s , and for each conjugate pair of nonreal complex 
eigenvalues A., I of Ai, by Lemma 7.6 we can construct an A-invariant cone 
Ko. which is a proper cone in the direct sum of the generalized eigenspace of 
A I WI corresponding to the eigenvalue 1 and the real generalized eigenspace of 
All¥; corresponding to the conjugate pair A., I such that coreK;;. (A) equals 
ray(u) if vA(A) < v, or is a (3-dimensional) proper cone of the direct sum of 
the corresponding (real) eigenspaces that contains u in its relative interior, if 
vA(A) = v. Indeed, because u E relint C , when vA(A) = v by the same lemma 
the cone KiA can also be constructed in such a way that coreKiJ. (A) ~ C. For 
each i , 1 ~ i ~ s, also construct a similar cone Ki , -I for the eigenvalue -1 
of A I I¥; , if it exists. 

For each i , 2 ~ i ~ s, by the proof of the "if" part of Theorem 7.10, we 
can construct an A-invariant cone Ki which is a proper cone in the direct sum 
of the generalized eigenspace of A I WI corresponding to the eigenvalue 1 and 
that of All¥; corresponding to the same eigenvalue such that coreKi(A) equals 
ray(u) . Finally, also construct an A-invariant cone KS+I which is a proper cone 
in the direct sum of the generalized eigenspace of A I WI corresponding to the 
eigenvalue 1 and the coordinate subspace Ws+I such that coreKs+1 (A) equals 
ray(u) . 

Now take K to be the sum of the cone C and all the cones KiA and Ki 
constructed above. Using Lemma 7.3 it is not difficult to show that K is a 
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proper cone of ]Rn invariant under A such that coreK(A) equals the simplicial 
cone C _ The proof is complete. 0 

In this section, Lemmas 7.3 and 7.4 have played an important role in our 
construction of invariant cones K for a matrix A with the Perron-Schaefer 
condition such that coreK(A) satisfies certain properties. So far, in our con
struction, coreK(A) is always included in the direct sum of (real) eigenspaces of 
A corresponding to the eigenvalues in its peripheral spectrum. By a direct sum 
argument, it is clear that K can be chosen in such a way that any nonnegative 
eigenvalue can be a distinguished eigenvalue of A for K . By Corollary 7.14 be
low one can also choose K so that coreK(A) contains generalized eigenvectors 
of A of order two or more. We omit the details. 

Theorem 7.13. Let A be a positive real number. For each positive integer n. 
there exists a proper cone K of lRn such that In(A) E Aut(K) if and only if n 
is odd. 
Proof. In view of D-I[Jn(A)/A]D = I n(1) , where D = diag(l, A, ... ,An-I), it 
suffices to consider the special case when A = 1 . 

"Only if' part: Assume to the contrary that for some even positive integer n 
and some proper cone K of lRn , we have, In (1) E Aut(K). Since K is full, 
we can choose a vector x from K with a nonzero nth component, say it is 
positive. Straightforward calculations yield limk->oo In(1)k x /IIJn(1)k x ll = e;n) 
and limk->oo In(1 )-k x/IIJn(1)-kx ll = -eln). In view of the closedness of K, 
we have, eln) E (-K) n K , which contradicts the pointedness of K. 

"If' part: When n = lour assertion holds trivially. Consider an odd integer 
n greater than 1. For any integer k and any positive integer r, let e) denote 
the number k(k - 1)··· (k - r + l)/r!. Let C be the unbounded convex set 
with extreme points 

k = 0, ±l, ±2, ... , 

and recession cone O+C = ray(e;n-I)). As can be shown C is a closed convex 
set, with nonempty interior. Let K be the proper cone of lRn given by: K = 
{a(~): a ~ 0, X E C} U (O+C x {O}). For each integer k, note that the point 

(~k) is in fact In(1le~n). Thus In(l) takes the convex set Cnx{l} ontoitself, 
and so I n(1) E Aut(K). 0 

Corollary 7.14. Let n be a given positive integer. Then for each odd positive 
integer d ;;; n, there exists a proper cone K of lRn such that In (1) E n(K) and 
coreK(Jn(1)) isaconeofdimension d. 

Proof. Let d be an odd positive integer less than or equal to n. By Theorem 
7.13 there exists a proper cone Kd of lRd such that Jd(l) E Aut(Kd). By 
Lemma 7.4 there exists a rank-one matrix yzT such that the matrix 

[
Jd(l) YZT] 

o In-d(l) 

is similar to In (1) , leaves invariant the cone Kd x lR~-d , and its core relative 
to Kd x lR~-d is the d-dimensional cone Kd x {O}. So our result follows. 0 

I 
I 
[ 

L . 
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Finally, one may also ask the question of determining an equivalent condition 
on an n x n real matrix A for which there exists a proper cone K of ]Rn such 
that A E n(K) and coreK(A) is a full cone. As can be readily seen, this 
question is equivalent to asking when there exists a proper cone K such that 
A E Aut(K). This question seems more difficult and will form the subject 
matter of our future work [Tam 2]. 

8. THE COMPLEX CASE 

In this paper we restrict our attention to cones in a real vector space, because 
"cone" is a real concept. Schneider [Schn I; see the discussion preceding Corol
lary 5.3] has shown that if A is an n x n complex matrix which leaves invariant 
a proper cone of en then A satisfies the Perron-Schaefer condition. Here we 
treat en as a real vector space (of dimension 2n) and borrow the definition 
of a proper cone from the real case. It is natural to ask whether the results in 
this paper still hold for a complex matrix preserving a proper cone of en. As 
we are going to explain, to a great extent, the answer to this question is in the 
affinnative. 

Let A be an n x n complex matrix, and let K be a proper cone of en such 
that AK ~ K. As before, we can define coreK(A) to be the set n:1 AiK. 
Treating A as a real linear transfonnation on en (as a real vector space), we 
can apply Theorem 2.2 to deduce that coreK(A) is a closed, pointed cone, and 
that A[coreK(A)] = coreK(A) . Also, by Theorem 2.4 coreK(A) is a polyhedral 
cone, whenever K is. Since the definitions of a distinguished eigenvalue, a 
distinguished eigenvector, and A-invariant face, the nullspace of A , etc. depend 
only on the property of A as a real linear transformation, many results in this 
paper a priori hold also in the complex case; for instance, Theorem 3.2, Lemmas 
3.7, 3.9, 5.2 and Corollary 3.15, to mention just a few. Because "cone" is a real 
concept, for a result or a concept in which a linear span is involved, to extend 
it to the complex case, we usually take the span to be a real span. With this 
slight modification, Theorem 3,14 and Lemma 7.3 can also be carried over to 
the complex case. 

To extend results that involve the spectrum of A, care must be taken; because 
the spectrum of A as a complex linear transfonnation and that of A as a real 
linear transfonnation are not the same. Fortunately, the two spectra are related 
in a simple way, as indicated in the following result. 

Lemma 8.1. Let A be an n x n complex matrix. Treated as a real linear 
transformation acting on en, A is similar to the matrix diag(A, A), where A 
denotes the conjugate matrix of A. 

Proof. Write A as C + iD, where C, Dare n x n real matrix. For any 
vectors x, y E ]Rn, we have, A(x + iy) = (Cx - Dy) + i(Dx + Cy). Denote 
by 17: en -+ ]R2n the canonical real isomorphism given by 17(X + iy) = G). 
Then it can be easily checked that 17 0 A = A 0 17 ,where A is the 2n x 2n real 
matrix [g -tJ. So A (as a real linear transformation) is similar to the real 
matrix A. But A is, in turn, similar to the matrix diag(A, A), because we 
have p-I AP = diag(A , A) , where P is the 2n x 2n nonsingular matrix given 
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Hence, our assertion follows. 0 

It is clear that if a complex matrix A satisfies the Perron-Schaefer condition 
then so does the matrix diag(A, "A), and conversely. In view of Lemma 8.1, it 
follows that an n x n complex matrix A leaves invariant some proper cone of 
en if and only if A satisfies the Perron-Schaefer condition. (This completes 
the observation made by Schneider mentioned at the beginning of this section.) 

Lemma 8.1 can also be used to deduce readily the complex analogs of many 
other results in this paper, including Theorems 5.4, 5.9, 7.8, 7.9, etc. For an 
n x n complex matrix A , the necessary and sufficient condition for the existence 
of a proper A-invariant cone K of en such that coreK(A) is simplicial is not 
exactly the one given in Theorem 7.12. The condition given there has to be 
modified: consider the peripheral spectrum of diag(A, A) instead of that of 
A. For instance, by this modified condition, the matrix J1 (1) EB J1 (-1) EB J1 (i) 
has an invariant proper cone in e3 such that its core relative to this cone is 
simplicial. 

The complex analog of Theorem 6.3 also holds. This can be seen as follows. 
Consider a proper cone K of en and an n x n complex matrix A E n(K) . 
Let A be a nonzero distinguished eigenvalue of A. Also let f.I. be a nonreal 
eigenvalue of A with the same modulus as A. Then the direct sum 'iJt(f.l.I - A) 
EB 'iJt(llI - A) is equal to the real eigenspace of A (when treated as a real linear 
transformation) corresponding to the conjugate pair f.I., ll. (Here, of course, 
'iJt(llI - A) is the zero subspace if II is not an eigenvalue of A as a complex 
matrix.) Indeed, both spaces are equal to 'iJt((a2 + b2 )I - 2aA + A2) , where 
a, b E 1R, b =I- 0 such that A = a + ib . With this in mind, it is clear that 
the set JV" for A as a real linear transformation is equal to the direct sum of 
all eigenspaces of A (as a complex matrix) corresponding to eigenvalues with 
modulus A. So Theorem 6.3 can be carried over to the complex case. 

Similarly, it is also true that if A is an n x n complex matrix and f.I. is a 
nonreal eigenvalue of A then the direct sum of the generalized eigenspaces of 
A corresponding to f.I. and II (if II is not an eigenvalue, the corresponding 
generalized eigenspace is the zero subspace) is equal to the real generalized 
eigenspace of A (treated as a real linear transformation) corresponding to the 
conjugate pair f.I. , ll. So Theorem 5.10 can also be extended to the complex 
case, if we take M to be the direct sum of the generalized eigenspaces of A 
corresponding to eigenvalues in its peripheral spectrum. 

The complex analog of Theorem 7.1 also holds, since the original proof works. 
One special feature about cone-preserving maps is that the important con

cepts of irreducibility, primitivity and strict positivity cannot be carried over 
to the complex case in the natural way. (This is also another reason why the 
theory of complex cone-preserving maps is less interesting.) The point is, there 
do not exist a proper cone K of en (n ~ 1) and an n x n complex matrix 
A E n(K) such that A has (up to nonnegative multiples) a unique eigenvector 
that lies in int K ; this is because, if U E int K is an eigenvector of A then in 
the real linear span generated by U and iu , we can find another eigenvector 
of A that lies in int K and is not a nonnegative multiple of u. So the results 
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we obtain in §5 about the primitivity or irreducibility of cone-preserving maps 
cannot be extended to the complex case. By the above reasoning (or by Lemma 
8.1 and Theorem 7.10) it is clear that there do not exist a proper cone K of 
en and an n x n complex matrix A E n(K) such that coreK(A) is a single ray. 
Thus Lemma 5.3 cannot be extended to the complex case, since its conclusion 
cannot be satisfied at all. Lemma 3.14 also has no complex analog, because its 
hypothesis cannot be satisfied in the complex case. 
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