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ABSTRACT 

Finite-dimensional theorems of Perron-Frobenius type are proved. For A E e nn 

and a nonnegative integer k. we let w/t(A) be the cone generated by AI:, Ak+l .... in 
en". We show that A satisfies the Perron-Schaefer condition if and only if the closure 
wk(A) of w/t(A) is a pointed cone. This theorem is closely related to several known 
results. If k> po( A). the index of the eigenvalue 0 in spec A . we prove that A has a 
positive eigenvalue if and only if w/t(A) is a pointed nonzero cone or. equivalently 
w/t(A) is not a real subspace of en". Our proofs are elementary and based on a 
method of Birkhoff's. We discuss the relation of this method to Pringsheim's theorem. 

1. INTRODUCTION 

Parts of Perron-Frobenius theory may be viewed thus: What is the 
relation between the algebraic and the geometric properties of a matrix 
A E IR nn? Here an algebraic property is one which can be determined from 
the Jordan form of A and which may be stated for all A Ecnn

• By a 
geometric property we mean some association between A and a geometric 
object. in this case a cone. Our aim in this paper is to give elementary arid 
direct proofs of some general finite-dimensional theorems of this type. TIle 
term elementary is taken to mean that we base ourselves on simple and 
familiar properties of complex numbers. and we avoid advanced parts of 
complex analysis. We deal directly with the class of operato~ involved. 
rather than first proving results under some form of irreducibility condition. 
Further. the theorems presented are general ill the sense that they yield as 
corollaries (or are equivalent to) theorems concerning matrices which leave 

·This research was supported in part under NSF grant MCS 7~1087. 

LINEAR ALGEBRA AND ITS APPLICATIONS 38:253-271 (1981) 253 , 
co Elsevier North Holland, Inc., 1981 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/81/040253 + 19f02.50 



254 HANS SCHNEIDER 

invariant an arbitrary proper cone in IRn. Thus we do not make use of certain 
simplifications which arise when an absolute value is available for the matrix. 

Our principal results may be found in Secs. 5 and 6. The results of Sec. 5 
are variations on a familiar but important theme, though perhaps they have 
not been stated in our fonn. The theorems in ,Sec. 6 are probably new. 

We begin by stating a standard theorem of Perron-Frobenius type. For 
details and references see [3, Chapter 1]. Further definitions will be given in 
Sees. 2 and 3 below. 

THEOREM 1.1 [3, Theorem 3.2, p. 6]. Let K be a proper cone in Illn. Let 
A E Rnn: and suppose that AK kK. Then: 

(a) The spectral radius p=p(A) i$ an eigenvalue of A. 
(b) If A is an eigenvalue of A and I A 1= p, then the index of A as an 

eigenvalue of A does not exceed the index of p. 

Conclusion (a) is a generalization of the classical Perron-Frobenius theo
rem for nonnegative matrices. (For references to Perron and Frobenius see 
[3].) The inequality in (b) is found in H. H. Schaefer [15; 16; 17, p. 263; 18, 
p. 8]. We shall call (a) and (b) the Perron-Sc1wefer condition. Actually, (b) 
implies (a), see our definition of the tenn index. l Observe that the hypothe
ses of the theorem are geometric in the sense indicated, but the conclusions 
in (a) and (b) are algebraic. The proof given in [3] is an adaptation of a proof 
of (a) due to Birkhoff [4]. 

There is a striking converse due to Vandergraft [20], see also Elsner [6]. 

THEOREM 1.2 [20; 3, Theorem 3.5, p. 8]. Let A E Rnn be such that 
conditions (a) and (b) of Theorem 1.1 hold. Then there exists a proper cone K 
in IR n for which AK (;; K. 

Together Theorems 1.1 and 1.2 characterize conditions (a) and (b) of 
Theorem (1.1) 'by a geometric property. In [20] the construction of the cone 
K and the proof of its invariance are elementary, but rather involved. It is 
therefore desirable to characterize (a) and (b) by a geometric property 
directly associated with the matrix A . Thus we are led to introduce a cone 
intrinsic to A, which however lies in n2 dimensional space e nn• (We 
concentrate on complex space.) In fact, we consider a sequence wk(A) of 
cones for k=O, 1, . .. and their closures wk(A): 

DEFINITION 1.3. Let A E e nn, and let k be a nonnegative integer. Then 
the intrinsic cone wk(A) of A consists of all nonnegative linear combinations 
of A\ Ak + 1, • •• in enn. 

IThis is one of several remarks made to us by H. Wielandt. 
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We now state part of what may be called an intrinsic Perron-Frobenius 
theorem, (cf. Theorem 5.2): 

THEOREM 1.4. Let A E C"", and let k be a nonnegative integer. Then 
conditions (a) and (b) of Theorem 1.1 hold if and only if wk(A) is pointed. 

Consideration of the cone wo(A) is not new. In [15], Schaefer con'lidered 
an operator on a Banach space and imposed a nonn condition on the cone 
wo(A) which, in finite dimensions, is equivalent to the pointedness of wo(A). 
Thus one direction of Theorem 1.4 is essentially due to Schaefer [15]. Our 
result is closely related to the theorems previously stated, as will be ex
plained. Another well-known result is the following: 

THEOREM 1.5 [3, Theorem 3.2, p. 6]. Let A E lR"n, and let K be a proper 
cone in IR n. If AK s:; K, then there is at least one eigenvector in K belonging to 
the eigenvalue p of A. 

Our approach naturally yields a stronger version of this result. Under the 
assumptions of Theorem 1.5 it is possible to obtain an algebraic lower bound 
for the number of linearly independent eigenvectors for p which lie in K. 
This bound is the exponent of the eigenvalue p of A, as defined in Sec. 3. 
Though the result (Corollary 5.3) is an immediate consequence of Karlin [13. 
Theorem 5], or of a remark made by Krein-Rutman in the course of the proof 
of [14, Theorem 6.1], the bound may be stated here explicitly for the first 
time. A fonn of Karlin's [13] result is the last part of our Theorem 5.2. 

In the final Sec. 6 we consider geometric conditions under which 
A E C"" has a positive or nonnegative eigenvalue. The following is a combi
nation of theorems obtained in this section. 

THEOREM 1.6. Let A EC"". Let k be a nonnegative integer such that 
k> Po' the index of the eigenvalue 0 in spec A. Then the follcwing are 
equivalent: 

(a) wk(A) is a pointed nonzero cone, 
(b) wk(A) is not a real subspace of cnn, 
(c) A has a positive eigenvalue. 

Condition (b) above is equivalent to the existence of a complex linear 
functional on cnn whose real part is nonnegative, but not identically zero, on 
wk(A); cf. Lemma 2.2. Thus (b) is a natural weakening of the condition that 
wk(A) is pointed, since this last condition is known to be equivalent to the 
existence of a proper cone of functionals whose real part is nonnegative on 
wk(A). A characterization of matrices that have a nonnegative eigenvalue 
will also appear in Elsner [7]. j 
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In Sec. 4 we use an observation first employed by Birkhoff [4J in the 
context of Perron-Frobenius theory to give an elementary proof of an 
analytic Lemma 4.3. The method of proof of this lemma, and thus Birkhoff's 
technique, is the principal tool in the proofs found in Sees. 5 and 6. It is 
interesting to observe (cf. See. 4) that in spite of its elementary nature, our 
analytic lemma is related to a special case of Pringsheim's theorem; cf. 
Titchmarsh [19, p. 214J. The latter theorem has been used extensively to 
study nonnegative matrices and operators. (e.g. Schaefer [15; 17, p. 261], 
Friedland [8]). Its use can be traced back as far as Jentzsch's [12J paper on 
integral equations with a positive kernel. 

Preliminaries may be found in Secs. 2 and 3. 

2. GEOMETRIC PREUMINARIES 

A cone K is a nonempty subset of V=IR· or V=C· stich that K+KkK 
and o:K kK if 0:;;> O. The case V= IR' may be found in [3, pp. 1-3], [11, pp. 
353-356J. Further definitions are given for the case V= C'. For details see 
Ben-Israel [lJ or Berman [2, pp. 1-1OJ. Let K be a cone. Then K is pointed if 
x E K and x E - K imply that x = O. The cone K is solid in C· if real span K = 
C' ~1Il2., or equivalently, K - K = C', or int K:;i=0 [2, p. 8]. (We use the 
Euclidean topology on C.) A cone is proper if it is pointed, solid, and closed. 

The dual space of C' consisting of all (complex) linear functionals on C' 
will be denoted by (C')*. The dual cone of K is defined by 

It is well known that KDD =K if and only if K is closed; cf. [1, Theorem 1.5]. 
If K is a pointed, closed cone in C', we write x <. Y (with respect to K) if 
y-xEK. Let K be a closed cone in C'. Then K is pointed if and only if KD 
is solid [2, p. 8J. Further, KD is solid if and only if there exist 1/11, ... ,1/12, in 
KD which form a real basis for (C')*~R2' or, equivalently, if and only if for 
each xEC' there is a I/IEKD such that Re I/I(x):;i=O. Let K be a pointed 
closed cone in C', and assume that O<,xm <,zm (with respect to K), m= 
0,1, .... If limm-.oozm =0 then also limm-.ooxm =0. This result is easily 
derived from [11, p. 355]. In our first lemma we state this resultIn a slightly 
different form and prove it together with a converse. 

LEMMA 2.1. Let K be a cone in C', and let K be its closure. Then K is 
pointed if and only if for all sequences xmEK, YmEK, m=O,l, ... , it 
follows that limm-.oo(x", +Ym)=O implies that limm-.ooxm =0. 
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Proof. Suppose that K is pointed. We then have 

m=0.1 ..... 

. where the inequalities are with respect to K. Since K is pointed, KD is solid 
in (C')· and hence there exists a real basis 1/11 ..... 1/12. for (C')· such that 

:I/Ij EKD. i=1 ..... 2s. Since 0" Rel/lj(x m )" Rel/lj(xm +Ym)' m=0.1 • ..:: .• 1= 
1 •...• 2s. it follows that limm-:,poxm =0. Conversely. suppose _that K is not 
pointed. Then there exists zEK such that z:pO and also -zEK. For suitable 
Xm• Ym EK. m=O.I ..... we have z=limm-oooxm and -z=lim",-oooYm' Obvi-
ously lim",-ooo(xm + Y ... ) = o. • 

The next lemma is required in Sec. 6. 

LEMMA 2.2. Let K be a closed cone in C'. If K not a real subspace of 
C'. then there is a complex linear functional cp on C· such that 

(a) Re cp(x) > 0 for all xEK. 

(b) Recp(x»9forsomexEK; 

and conversely. 

Proof. Every functional cpEKD satisfies Recp(x) >0. Since KDD =K. we 
have 

(2.1) 

Suppose that (a) and (b) do not hold. Then Re cp( x) = 0 for all cp E K D and 
xEK. By (2.1) we obtain that aK C:K for all a E IR. Thus K is a real subspace 
of C'. 

Conversely. suppose that K is a real subspace of C'. Then. for each x E K. 
we have -xEK. Hence, if (a) holds for CPt then Re cp(x) > o and Recp( -x) > O. 
Thus Recp(x)=O for all xEK. • 

A cone K in C· is called simplicial if it consists of all nonnegative linear 
combinations of a set of vectors in C· which is linearly independent over IR. 
It is easy to prove that a simplicial cone is pointed and closed. Indeed. it is 
well known that a cone which consists of all nonnegative linear combinations 
of any finite set of vectors is closed (e.g. [11. p. 326]). 

3. ALGEBRAIC PREUMINARIES 

Let A E cnn
• and let spec A be the spectrum of A. Let A E C. The index 

p~(A) (called degree in [3. Chapter 1]; also called ascent) of A is defined by 

p~(A) = min{ P: rank (A - AI)~+ 1 = rartk (A - AI)~} (3.1) 
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Thus v,,(A) >0 if and only if A Espec A. The exponent /L,,(A) of A is defined 
by 

/L,,(A) = rank (A -AI)P-l_rank(A -AIt, where v=v,,(A). (3.2) 

For A Espec A, v,,(A) is the size of the largest Jordan block belonging to 
A in the Jordan form of A, while /L,,(A) is the number of such blocks of size 
v,,(A). Also, v" is the degree of t-A in the minimum polynOmial of A: We 
use t as an indeterminate, and we write v" for v,,(A), etc., when no confusion 
should arise. 

Our next definition and lemma are standard in matrix theory (e.g. 
Gantmacher [10, Vol. I, p. 14]). They are stated here for ease of reference. 

DEFINITION 3.1. Let A E C nn. For I.E C let E'f) = E~O)( A) be the projec
tion on Ker (A - A I Y A along 1m (A - A I YA. We define the components of A 
by 

r=O,l, .... 

We observe that E~r)=o if r">v". In particular, Et)=O, r=O,l, ... , if 
A flspec A. In our next lemma, and throughout the paper, it will be conveni
ent to write sums in the form ~"ec~::"_o,8"E~r), where ,8" EC, when it is 
clear that all but a finite number of terms vanish. 

LEMMA 3.2. Let AEcnn, and let E~r) =Et)(A), r=O,l, ... , AEC, be 
the components of A. Then: 

(a) For any polynomial p( t) E C[ t], 

00 (r)(A) 
= ~ ~ _P_E~r). 

"eCr-O rl 

(b) The set of rruztrices 

{E~r): A Espec A, r=O, ... , v" -I} 

is linearly independent. 
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(c) Let F=Er,,-l). Then AF=AF. and rankF=I-'>.. where 1-'>. is the 
exponent of A in spec A. 

These results are simply proved using the Jordan fonn of A. A special 
case of (a) that will be needed frequently is 

00 

Am = ~ ~ (~)AmEr). 
>.eCr-O 

(3.3) 

The spectral radius of A will be denoted by p = p( A). 

4. ANALYTIC LEMMAS 

Let iii + ,1. + be the sets of nonnegative numbers and nonnegative in
tegers respectively. Let kE1.+ and let AEcnn

• By o(mk) we denote the set 
of sequences Pm(A). where Pm(t) E C[t]. m = 0.1..... for which 
limm .... oom-kpm(A)=O. We write Pm(A)EPm(A)+o(mk) for Pm(A)-Pm(A) 
Eo(mk). (This notation will also be used for scalar sequences.) 

A key ingredient in the proof of the main result in Sec. 5 is the follOwing 
lemma on the growth of matrix polynomials. 

LEMMA 4.1. Let v(t)EC[t]. and define 

m=O.I ..... (4.1) 

Let AEcnn
, and suppose that p(A)=1. Let 

(4.2) 

A= {AEC: IAI = 1 and P>. =p}. (4.3) 

Pm(A} E ~ m"-l Am-v+1V(A}Er- 1) +0(m-- 1}. (4.4) 
AeA 

and 

Pm(A}EO(m"-l} if and only if V(A}=O for all AEA. (4.5) 
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Proof. Observe that v>O and A;f:=0. For large m, 

( ml ml (l p,:l(t) = tm-rv(t}+r t m-,+lv'(t}+ ... +tmv r (t). 
(m-r}1 (m-r+l}1 

If IAI < 1, it follows that for all fixed r=O, 1,2, ... , we have p~l(A) Eo(I). If 
IAI=I, then p~)(A)Em'Am-rV(A)+o(m'-I). We now deduce (4.4) from 
Lemma 3.2(a). 

If V(A)=O for all AEA, evidently Pm(A)'Eo(m"-I) by (4.4). Conversely, 
suppose that V(AO);f:=O for some AO EA. Since the E~P-ll, AEA, are linearly 
independent, there exists a linear functional tJ! on cnn such that tJ!(Ei.:- 1l ) = 1, . 
but tJ!(Ek'-I») =0 for AEA, A;f:=A O' Hence 

I 

and so tJ!(Pm(A)) fto(mP
-

1
). Hence also Pm(A) ftO(m"-l). • 

In Sec. 5 we shall apply Lemma 4.1 with the particular choice for v( t ) 
given in the next lemma with an appropriate set A'. Lenima 4.2 was first 
applied in a related context by Birkhoff [4]; cf. [3, p. 8]. Its proof is so easy 
that it is not found in our references. 

LEMMA 4.2. Let A' be a finite non-empty set of complex numbers such 
that each A E A' is off the positive real axis. Then there exists a polynomial 
v(t) E R +[t] with v(O) = 1 such that V(A) =0 fOT all A EA'. 

We shall call a polynomial v(t) which satisfies the conditions of Lemma 
4.2 an annihilating polynomial for A'. If A' = 0, we shall suppose . that 
v(t)= 1. . 

The rest of this section is devoted to an analytic lemma needed in Sec. 6. 
In that section a key ingredient is the growth of Re CP(Pm(A)), where cP is a 
linear functional on cnn and Pm(t) is a polynomial of form (4.1). Thus we 
obtain sums of type ~j)'I_l/1).Am, whp.re /1). EC. Hence we cannot employ 
the linear independence of the coefficients as in the proof of (4.5). The 
corresponding tool is a lemma for which a simple proof is given in [9]: If 
limm .... oo~I).I_l/1).Am exists, then /1). =0 fOT all A, A;f:=1. In the lemma which 
now follows we do not assume that ~1).I_l/1).Am is real. 

LEMMA 4.3. Let F(m), m=O,I, ... , be a sequence in C. Suppose that 

F ( m ) > 0 fOT all sufficiently large m, 

f(m).E: L p).Am +0(11. 
1).1-1 

(4.6) 

(4.7) 
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where /3x EC for AEC. and all but a finite number of /3x are O. Then 

F(m)Eo(l) ifandonlyif /3x=O foralllAI=l. (4.8) 

Further. if F(m)~o(I). then 

/31 >0. 

l=inf{a: F(m)/a m Eo(I)}. 

1 =limsupF(m)l/m. 

Proof. Let 

A={A: IAI=1 and/3x*O}. 

(4.9) 

(4.10) 

(4.11) 

If A=0. then obviously F(m)Eo(l) and there is no more to prove. If 
A={I}. then F(m)E/31 +0(1) and /31>0 by (4.6). Thus (4.8)-(4.11) follow 
immediately. So suppose that A' == A \ {l } * 0. 

By the result from [9] noted before the statement of · the lemma, 
"i.xEA,/3xAm does not tend to a limit. In particular 

~ /3xAm =/31 + ~ /3XA"' ~o(I). 
XEA XEA' 

and so (4.8) follows. 
To prove (4.9) let 

be an annihilating polynOmial for A'. Since a, ;;;. O. i= 1 ..... s. we have for 
sufficiently large m 

O<F(m) <F(m)+aIF(m+ 1)+·" +a8 F(m+s) 

E ~ /3xAfflV(A)+o(I)=,BIV(I)+o(I). 
XEA 

Since v(I»O. we have by (4.8) that /31 >0. which yields (4.9). To prove 
(4.10) and (4.11) we first note that F(m). m=O.I; .... is bounded above. 
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Since F(m)flo(I), there is a y such that O<y<F(m) for infinitely many m. 
From these remarks, (4.10) and (4.11) follow. • 

Our lemma is related to a theorem on analytic functions usually called 
Pringsheim's theorem (Titchmarsh [19, p. 214]; Let f(z) = ~:_oamzm have 
radius of convergence (1. If am;> 0, m=O, 1, ... , then (1 is a singularity off(z), 
If F(m), m=O,I, ... , satisfies the hypotheses of Lemma 4.3 and f(z)= 
~:_oF(m)zm, then 

00 

f(z) = ~ ,8 A(I-AZ)-l '+ ~ q>(m)zm. 
1>'1-1 m-O 

Thus we have given a very elementary proof of a rather special case of 
Pringsheim's theorem (when q>(m)=O) with some extra information added. It 
is possible to choose q>(m) Eo(l) so that (1= 1 is a singularity of ~:_oq>(m)zm, 
e.g. q>(m)=I/m, m=I,2, ... , In that case direct use of Pringsheim's theo
rem does not supply information on the singularities of ~IAI_l,8A(I-AZ)-l. 
It may be noted that S. Friedland [8] has recently proved some highly 
interesting theorems related to Pringsheim's by means of less elementary 
methods. 

5. CHARACTERIZATION OF THE PERRON-SCHAEFER 
CONDITION 

Let A EC"", and let kE Z +. We recall that wk(A) was defined in 
Definition 1.3, and we observe that 

and that BEwk(A) if and only if there exists a sequence Pm(t)EtklR +[t], 
m=O,I, ... , such that B=limm-.ooPm(A). We first discuss the case of nilpo
tent A. 

LEMMA 5.1. Let AEC"" be nilpotent. Let kEZ+. Then 

(a) wk(A) is pointed, 
(b) wk(A)=wk(A). 

Proof. If Ak = 0, the result is obvious. Suppose that Ak *0. Then k < 
/lo(A) =/1, In this case N=Eb')(A), r=I, .. . ,/I-l, in Lemma 3.2. Thus 
Ak, ... , N- 1 are linearly independent, and N =0. Hence K is the simpliCial 
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cone which consists of all nonnegative linear combinations of Ak, . .. , N- 1
• 

The lemma follows by the remarks at the end of Sec. 2. • 

An alternative formulation of Birkhoffs Lemma 4.2 motivates the results 
. of this section and the next: Let aEC. Then wo(a)=wo(a). If aER +' then 

wo(a) is to} or R+, and so wo(A) is pointed. If a~R+, then wo(a) is R or 
C, and so wo(a) is a real subspace of C. More generally we have: 

THEOREM 5.2. Let A E C nn and let k E Z +. The following are equiva
lent: 

(i) wk(A) is a pointed cone, 
(ii) (a) p=p(A)EspecA, 

(b) JI,,(A)<Jlp(A)ifIAI=p· 

Further, if (i) or (ii) holds and Ak :;l=0, then we have 

(iii) Let F=E!vp-l)(A). Then FEWk(A), AF=pF, and rankF=fLp , the 
exponent of p in spec 4. 

Proof· 

I. Assume that A is nilpotent. Then, by Lemma 5.1, wA;(A) is pointed. 
Since spec A= to}, (ii) is trivial. If Ak :#=0, then k < Jlo• and F=No- 1 EWA;(A). 
The other conclusions in (iii) are part of Lemma 3.2. 

II. Assume that A is not nilpotent. Without loss of generality we may 
normalize A so that p(A)=l. 

(1) We first prove that (i) implies (ii) and (iii). So let wk(A) be a pointed 
cone in cnn. We define JI and A as in (4.2) and (4.3) respectively. aJ,ld we 
observe that JI> 0 and A:#= 0. Also condition (ii) is equivalent to 1 EA. 

Suppose that 1 ~ A. By Lemma 4.2 there exists an annihilating poly
nomial v( t) for A. Let 

m=O.l . ... . 

as in (4.1). Then by (4.5). since V(A)=O for AEA, Pm(A)Eo(m"-l). On the 
other hand. if we put Pm(t)=t m in (4.1). we have again by (4.5) that 
Am ~o(mv-l). 

Since v( t) E R + [t] and v(O) = 1. we obtain 

m>k, 

the inequalities being with respect to wA;(A). But m-v+1pm(A) Eo(l). Hence 
I 
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by Lemma 2.1 (see remark preceding it), also m-~+lAm Eo(l). 'Thus ArnE 
o( m~-l). This is a contradiction. It follows that 1 E A, and this proves (ii). 

To prove (iii), let v(t) be an annihilating polynomial for A \{l}. We may 
rewrite (4.4)" as 

since v(X)=O for XEA\{l}. But Pm(A)~Wk(A). m=k,k+1 ..... and we 
deduce that F= E1~-1) EWk(A). 'The other conclusions of (iii) are a repetition 
of Lemma 3.2(c). 

(2) We now prove that (ii) implies (i). Let Em EWk(A). Cm EWk(A). 
m = 0.1 .... be sequences such that Em + Cm Eo(l). We may suppose that 
Em =qm(A), Bm +Cm =Pm(A), m=O,l, ... , where qm(t), Pm(t) EtkR +[t]. By 
Lemma 3.2(a) and (b) it follows that p!;)(X) Eo(l) for X Espec A, r= 
0 ..... VA -1. In particular p!;)(l) Eo(l) for r= 0 ..... v -1. Suppose I X I = 1. 
and let 0 < r< v-, 1. Since 

m=O.l ..... 

it follows that q!;)(X Eo(l). Now let I X 1< 1 and r > O. Let 

e"'min{lz-XI: Izl = 1}. 

'Then e > O. By Cauchy's inequality [5, p. 125] and since I qm(X)1 < qm(l) < 
Pm(l) if I X 1< 1. we have 

r=O.l ..... 

Hence. for IXI<l. we obtain q!;)(X) Eo(l). 'Thus. by Lemma 3.2. qm(A)E 
0(1). By Lemma 2.1 we now deduce that wk(A) is pointed. • 

We remark that we can avoid the use of Cauchy's inequality in the proof 
of the implication from (ii) to (i). Instead. we could use elementary estimates 
on the convergence and bounded ness of the coefficients of Pm( t). m = 0.1 •.... 
'Theorem 5.2 could also be proved by applying Lemma 4.3. but no significant 
shortening would result. 

We now discuss the interrelations between 'Theorem 1.4. which is part of 
the theorem just proved. and Theorems 1.1 and 1.2. We confine ourselves to 
the case k=O. We shall call the implication (i)=>(ii) of Theorem 5.2 the 
direct part of Theorem 1.4 and the reverse implication the converse part. 

Let K be a proper (pOinted, solid, closed) cone in c nn
• and put '1T(K) = 

{AEc nn
: AK\:K}. It is well known that '1T(K) is a proper cone in c nn [11. 
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p. 379], and for AEw(K) clearly Wo(A)kW(K). Hence wo(A) is pointed. 
This observation shows that Theorem 1.1 is a consequence of the direct part 
of Theorem 1.4. The same observation shows that Vandergraft's-Theol'em 1.2 
implies the converse part of Theorem 1.4. 

. Next, we may consider A as an operator on the space spanned by wo(A) 
in cnn. It is easily proved that the spectnun and the indices JlA are not 
affected thereby. Thus Theorem 1.1 immediately proves the direct part of 
Theorem 1.4. We have not found a simple argument deriving Theorem 1.2 
from the statement of the converse part. 

The stronger form of Theorem 1.5 is given in the next corollary. We 
recall that the exponent J.L p was defined in (3.2). 

COROlLARY 5.3. Let K be a proper cone in cn. and let AK~K. Then K 
contains at least J.Lp(A) linearly independent eigenvectors which belong to the 
spectral radius p of A, where J1. p is the exponent of p in spec A. 

Proof. There exists a basis Xl"'" X n for C n with x I E K, i == 1 •...• n. As 
shown in the remarks following Theorem 5.2. the cone wo(A) is pointed. 
Hence F=E!pp -ll(A) satisfies Theorem 5.2(ili), But then Fx, EK, i= 1 •... , n. 
Since rank F= J.L p' we may choose J.L p linearly independent vectors from 
Fx1 •••• , Fx n • • 

As already remarked in the introduction. condition (i) of Theorem 5.2 
may be reformulated. Suppose wk(A) is pointed. Then wk(A)D is a solid cone 
in (CnR

)., and conversely. Hence in Theorem 5.2 we may replace (i) by 

(i') there exists a set i' of linear functionals such that realspani' = (cnn). 
and for each t/lEi' we have Re t/I(Am);> 0, m=k, k+ 1, .... 

A special case is obtained by considering A E RRn and defining t/I' I by 
t/l11(A) ==a ,l, i, j == 1, ... , n. If i' == {t/I'I: i, j= 1, ... , n}, then (i') is equivalent to 
the elementwise nonnegativity of A, which, of course, is the situation 
considered by Perron and Frobenius. In the next section we shall weaken (i') 
in a natural manner. 

6. CHARACTERIZATIONS OF MATRICES WITH A POSITIVE 
EIGENVALUE 

THEOREM 6.1. Let A E C Rn
, and let kE l +' k;> Jlo(A). Then the foUow

ing are equivalent: 

(a) The cone wk(A) is not a real subspace of C'lR. 
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(b) There exists a linear functional q> on CRR for which 

Re q>( Am} , 0 for all sufficiently large m, 

(c) A has a positive eigenvalue. 

Proof. (a)=*(b): Immediate by Lemma 2.2 and the definition of wk(A). 
(b)=*(c): For m, po. we have by (3.3) that 

00 

q>(Am}= ~ ~ (,:!)a~)Am, 
AEC\{O) ,-0 

where a~) =q>(E~'» for AEC. Hence 

00 

Req>(Am}= ~ ~ (,:!)p~')Am, 
. AEC\{O) ,-0 

(6.1) 

where p~,) = i(a~) +aY». Suppose that (b) holds. Then it follows that 
p~'):I=O for some AEC\{O} and some r, r, O. Without loss of generality we 
may suppose that 

Let 

l=sup{IAI :P~'):I=O for some r}. 

p=max{ r+ 1: IA I = 1 and Pt):I=O}, 

A= (A: IAI = 1 and f3~~-I) :l=0}. 

Then p>O and A:I=0. Let 

( 
m )-1 F{m)= p-l Req>(Am}. 

Then 

F{1Tl} E ~ .B~~ - I)Am +0(1}. 
IAI-l 

(6.2) 

(6.3) 
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The assumptions of Lemma 4.3 hold and hence, since A~0, PI >0. But 
since 1 E IR, we have a~'-l) =P~'-l) ~O. Thus E1~-1) ~O and so 1 Espec A. 

(c)~(a): Without loss of generality we suppose that 1 Espec A. We 
choose a functional 1/J for which 1/J(E~O») = 1 and 1/J(Eir ») =0 otherwise, for 
XEspec A, r=O, ... , 1'>, -1. Then Re1/J(wk(A)))= IR +. Let V be a real sub
space of cnn. Then for every functional 1/JE(cnn ). either Re1/J(V)=O or 
Re 1/J(V) =IR, and (a) follows. • 

We have so far used only the first part of Lemma 4.3. We now use the 
second part to characterize the positive eigenvalue of A detennined in 
Theorem 6.1(c). 

COROLLARY 6.2. Let cp be a linear functional on cnn. Let A E cnn. If 
Recp(Am);~O for all sufficiently large m, and Recp(Amo)~O for some mo, 
where mo ;> Po' then A has a positive eigenvalue a with the following 
properties: 

a= lim sup [Re cp(Am)] 11m, (6.4) 

and 

. {_ Recp(Am) } 
a=1Of a: am Eo(I), (6.5) 

{ 
Re cp(Am) r } 

p,,;>max r+l: am Eo(m). (6.6) 

Proof. We use the notation of the proof that (b) implies (c) in Theorem 
(6.1). Provided that A is suitably normalized, F(m) given by (6.3) satisfies the 
conditions of Lemma 4.3 and (1 = 1 E spec A. By Lemma 4.3, the conditions 
(6.4) and (6.5) hold. By the definition (6.2), we have 1'" ;> p. If r;> 1', then 
Re cp(Am) Eo(mr). On the other hand, by Lemma 4.1 and (6.1), 

( 
m )-1 F(m)= -1 Recp(Am)= L p>-.xmflo(I), 

I' AeC 

since PI > O. • 
It is well known that a linear functional cp on c nn can be represented as 

cp(X)=trace(BX) for XEc nn, where BEcnn is a fixed matrix. An easy 
I 
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consequence of Theorem 6.1 and Corollary 6.2 is the following interesting 
result: Let A Ecnn

, and suppose that Re(trace(Am) > 0 for all large m. Then 
p(A)EspecA. This theorem may be found in an implicit fonn in Wielandt 
[21, p. 26] and is stated explicitly by Friedland [8] [under the assumption 
trace(Am) > 0]. Applications of the special case of Corollary 6.2 where 
cp(A) =a.

" 

for given i,;, 1 <. i, ; <. n, may be found in [9]. 
We cannot replace (6.4) by o=lim[Recp(Am)]l/m, as may be seen by 

considering 

and cp(A) =all' 

THEOREM 6.3. Let A E cnn
• The following are equivalent: 

(a) wo(A) is not a real subspace of cnn
, 

(b) There exists a linear functional cp on C nn for which 

Recp(Am)>0 

Re cp(Amo) =FO 

for all sufficiently large m, 

(c) A has a nonnegative eigenvalue. 

Proof. (a)::>(b) follows from Lemma 2.2. 
(b)::>(c): Suppose (c) is false. In particular, OflspecA. Then Recp(Am) is 

again given by (6.1), and by the second condition in (b), f3~r) =FO for some 
A E C and r E 1. +. Hence it follows as in the proof of Theorem 6.1 that 
1 Espec A, if A is suitably nonnalized. This is a contradiction. 

(c)::>(a): Let oEspecA, where 0>0. If p(t)EIR+[t], then p(o»O. 
Hence every matrix in wo(A) has a nonnegative eigenvalue, and since the 
spectnun varies continuously with the entries of a matrix, the same result is 
true for every matrix in wo(A). Thus -If£wo(A). Since 1Ewo(A), the 
conclusion follows. • 

In Theorem 6.1 we cannot omit the hypothesis k> vo' The matrix A = 0 
prOvides a counterexample if k-O. Nor does Theorem 6.3 hold for wk(A) for 
arbitrary k. If A =0 and k> 1, we obtain a counterexample. It is possible to 
state Theorem 6.3 for 0 <. k < vo' But such a fonnulation trivializes part of the 
theorem, for O<vo implies that OEspecA. 

We now consider the cone wk(A). 
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THEOREM 6.4. Let A E e nn be rwn-nilpotent. Let k E Z +. Then the 
following are equivalent: 

(a) wk(A) is pointed, 
(b) A has a positive eigenvalue. 

Proof. (a)~(b): Suppose A has no positive eigenvalue. Let v(t) be an 
annihilating polynomial for specA\{O} which is nonempty, and let p(t)= 
t1v(q, where v=max{v>.:hEspecA\{O}} and l;;>min{k,vo}. Then p(f)(h) 
=0 for hEspec A \{O}, r=O, ... , v-I. Hence p(A) =0 by Lenuna 3.2(a). But 
p(A)-A1 EWk(A) and 0+A1 EWk(A). Thus wk(A) is not pointed. 

(b)~(a): Suppose A has a positive eigenvalue a. Let B, CEWk(A), where 
B+O. Thus B=p(A), C=q(A) for some p(t), q(t) Etklll +[t], and p(t)+O. 
Then p(a)=q(a)+O and p(a)+q(a) is an eigenvalue of B+C. Hence 
B + C+ O. It follows that Wk( A) is pointed. • 

By combining Theorems 6.1 and 6.4 we obtain Theorem 1.6 stated in the 
introduction. It may be noted that for gener~ cones in e·, in Theorem 1.6 
condition (b) does' not imply condition (a). The implication from (a) to (b) 
holds for general nonzero cones. In view of this, our next result is an 
immediate corollary to both Theorem 6.3 and Theorem 6.4. 

COROLLARY 6.5. Let AEe nn
• If wo(A) is a pointed cone, then A has a 

rwnnegative eigenvalue. • 

However, the converse of this corollary is false, as may be seen by 
considering 

Finally, we remark that it is possible to derive the results of this section 
directly from Pringsheim's theorem in place of Lemma 4.3. A particularly 
Simple proof of this type can be constructed for Theorem 6.3. To confonn 
with our statement of Pringsheim's theorem we prove a slightly weaker 
result. 

THEOREM 6.6. Let A Eenn, and let cp be a linear functional on enn. If 

Re cp( Am) ;;> 0, 

Recp(Amo)>0 

then A has a rwnnegative eigenvalue. 

m=O,I, ... , 

for some mo ;;> 0, 

(6.7) 

(6.8) 
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Alternate Proof. We may assume that 0 ~spec A, for otherwise there is 
no more to prove. Let /31'), AEC, rEI + be defined as in (6.1). Then 

. pi') =1=0 only if A Espec A or XEspecA and O<r<n. By (6.8), Pi') =1=0 for 
some AEC and 0< r<n. Let 

o=min{IA 1-1: Pi') =1=0 for some rEI +}. 

Then 0>0. 
We now consider the power series 

(6.9) 

It follows from (6.5) that the power series converges to the rational function 

00 13 (,) 
f(z}= ~ ~ A 

AEC ,-0 (1-Az)' 

provided that I z I < o. Since the poles of f( z) are precisely those A-I E C for 
which pi') =1=0 for some rE I +' the radius of convergence of the power 
series (6.9) is 0 (e.g. [19, p. 214]). Hence by (6.1) and Pringsheim's theorem, 0 

is a pole of f( z), and so by the remarks at the beginning of this proof, 
oEspecA. • 

We record with thanks helpful remarks by G. P. Barker, W. Wasow, and 
H. Wielandt. We acknowledge with particular thanks many conversations 
with S. Friedland which have led to significant improvements in this 'paper. 
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