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We give an upper bound for the determinant of a matrix with positive dominant 
diagonal and nonpositive off-diagonal elements. A lower bound is derived for the 
permanent of a nonnegative matrix with dominant diagonal. Conditions for equality 
are investigated. There are applications to stochastic, nonnegative, and M-matrices. 

1. INTRODUCTION 

Lower bounds for the determinant of a matrix with posItive dominant . 
diagonal and nonpositive off-diagonal elements are classical; upper bounds 
have not been considered to any great extent. It is an easy consequence of a 
theorem due to Ostrowski [4} that the determinant of such a matrix is less 
than or equal to the product of diagonal elements. In Theorem 1, we improve 
this bound and we investigate conditions for equality of our bound. In 
Theorem 2, we show that any upper bound for the determinant of this type of 
matrix yields a lower bound for the permanent of the corresponding matrix 
of absolute values. Thus, in Theorem 3, we state a lower bound for the 
permanent of a nonnegative matrix with dominant diagonal and immediately 
derive conditions of equality from corresponding parts of Theorems I and 2. 
We give some applications to nonnegative matrices and to M-matrices, and 
consider stochastic matrices in particular. In the last section we state a similar 
result for the determinant of a positive semi-definite Hermitian matrix H 
with known minimal eigenvalue. This result sharpens the Hadamard inequality. 

t This author's current address is IBM, 101BM54, Owego, New York 13827. The work 
was completed while on educational leave of absence from IBM. 

t This research was supported in part by NSF Grant GP 17815, and by the Mathematics 
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The conditions for equality in our theorems and corollaries describe the 
patterns of zeros in the various matrices. At Gatlinburg Y, we learned that 
our Theorem 5 was anticipated in a slightly weaker form by Keilson-Styan [3]. 

2. CONDITIONS FOR TRIANGUlABIIJTY 

Let p be a nonempty subset of {l, ... , n}. By r" we denote the symmetric 
group on p. The identity in r" will be denoted bye. A cycle ex is a permutation 
in r", if, for some r > I, and distinct integers i" ••• , i" the permutation ex 
satisfies ex(ip) = ip + 1' P == I, ... , r-I, ex(i,) = i" and exU) =j for all other 
j in p. (Thus 8 is not a cycle.) We write ex = (i" ... , i,) and call {i" ... , i,} 
the support of ex. The support of ex will be denoted by (j. 

A cycle ex E r" is called afull cycle in r", if ex = p. Let v be a nonempty subset 
of p. If ex E r" and ex £: v, then ex restricts to a permutation ex' E r y • Conversely, 
if ex' E r y, then we can extend ex' to a permutation ex E r" by putting exU) = i 
for i Ep\V. In the sequel, we shall write ex' = ex. 

If F is a set, F" is the set of all square matrices over p. Let ME F". If 
lP c f1 £: P (we use c for proper set inclusion), M[P] will denote the sub
matrix of M lying in the rows and columns indexed by elements of f1 in their 
natural order. Similarly, M(f1) will denote the principal submatrix comple
mentary to M[P] in M. If ME F", where F is a field, and ex E r", then 
IT(M) == IT m/a(j). A matrix ME F" is triangulable if there exists a perm uta-
Il jell 

tion matrix P E F" such that p- 1 MP is upper triangular. 
By R, C, R+ we denote respectively the real field, complex field, and the 

nonnegative numbers. We put (n) = {I, ... , n}. 
The following lemma is essentially Harary-Norman-Carwright [2], 

Theorem (10.1), equivalence of conditions (I) and (6). 

LEMMA I Let F be afield, and let ME F(n)' Then the folio wing are equivalent: 

Mis triangulable, (2.1) 

For aI/ cycles ex E r(n)' IT(M[(j]) == O. (2.2) 
II 

To show the power of Lemma I, we prove a lemma closely related to a 
result due to R. A. Brualdi [I], Theorem 2.1, who gives a different proof. 

LEMMA 2 Let M E Rtn) and let m 1/ > 0, i = I, 2, ... , n. Then the fol/owing 
are equivalent: 

Mis triangulable, 
n 

per M == IT mil' 
''''I 

(2.3) 

(2.4) 
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Proof (2.3):::> (2.4). This is immediate. 
(2.4) :::> (2.3). Suppose that (2.4) holds. Let <X be a cycle in r(n)' Then 

o = n(M) = n(M[aJ) n mil' Thus n(M[aJ) = 0, since mil > 0, for 
II II "Ii .. 

i E (n). Hence by Lemma I, M is triangulable. 
If <X E r,., then p .. = P is the permutation matrix given by PI} = 8I1W}' 

where 81j is the Kronecker delta. 

LEMMA 3 Let A E F(n) and let 4> c J.l ~ (n). If A is triallgulable, tlrell A[P] 
is triangulable. 

Proof Let <X be a cycle in rl" Then <X is also a cycle in r(n)' By Lemma I, 
n(A[aJ) = O. Hence, again by Lemma I, A[P] is triangulable . .. 
LEMMA 4 Let A E F(n)' Then tire following are equivalent,' 

A(i) is triangulable for all i, i = I, ... , n, 

Either a) A is triangulable, (2.5) 
or b) A = Dl +Py D2" where D1, D2, are diagonal matrices (2.6) 

and,,/ is full cycle in r (n). 

(To accommodate the case n = I, we adopt tire following conventions,' If 
A E F( 1), then A[l] is triallgulable, and also (2.6b) holds.) 

Proof (2.6):::> (2.5). 
a) Suppose A is triangulable and let j E (n). By Lemma 3, A(i) is triangul

able. 
b) Suppose (b) holds. 

Let i E (II), and let B = I +Py D2,' It is enough to prove B(i) triangulable. 
Let (n)' = (n)\{i}. Let <X be a cycle in r(n)" Then, extending <X to permuta
tion in r(n), we have n(B) = n(B(i». Since <X :I: "/ and <X :I: 8, we have 

.. CI 

n(B) = O. Since 'bu = I, for k E (n), also n(B[a» = O. Hence, Lemma I, 
II .. 

B(i) is triangulable. 
(2.5) :::> (2.6). Let (2.5) hold and assume A is not triangulable. Then, by 

Lemma I, there exists a cycle,,/ in r(n) such that TI(A[ji» :I: O. Suppose,,/ is 
y ' 

not a full cycle. Then there exists an i such that "/0) = ;. Restrict"/ to r(n)', 

where (n)' = (n)\{;}. Then n(AO)[ji)) :I: 0, whence A(;) is not triangulable, 
y 

by Lemma 1. It follows that"/ is a full cycle. To complete the proof we must 
show that i :I: j and al) :I: 0 imply thatj = ,,/(i). So suppose that i :I: j, a/j :I: 0 
and thatj :I: ,,/(;). We may write"/ = (i1o i2" ••• , in)' where i = i1 andj :I: ;2' 
There is an r, 2 < r ~ n such that j = i,. Let <X = 010 i" i,+lo ... , in). 
Then <X :I: e and nAra] :I: o. By Lemma I, A[a] is not triangulable and thus 

CI 

contrary to (2.5), A(i2 ) is not triangulable. Hence a/j :I: 0 implies j = "/(i), 
and (b) follows. 
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3. UPPER BOUNDS FOR DETERMINANTS 

For Me RI" we put 

Define 

ml = ( L Imlji) - Imiil, ie J1. 
JEI' 

!.tl' = {MeRI': mil ~ 0, iEJ1 and ml}:::; 0, i #j. i,jeJ1}, 

!.t~ = {M E !.tl': mil > O}, 
.i{ I' = {M E !.t 1': m Ii ~ m:, i E J1}, 

J{~ = {ME.,!'I': mil> 0, iE/I}, 

jt~ = {M E .;HI': mil > m:, i E J1}. 

For A E FI" we put 

g(A) = ,det A - nail' 
IEI' 

We adopt the following conventions: 

11 eli = 1, 
I E<P 

de~A[4>] = I, 
but 

g(A[4>D = 0, 

LEMMA 5 Let A E F(n), and let D = diag (dt , ••• , d.) E F(n). Then 

g(A + D) = . L (11 el,)g(A(J1». 
I"' c. (n) IeI' 

Proof By a well-known result, e.g. Schneider-Barker [5], p. 249, 

det (A + D) = L (n el,) det A(tt). 
I'S(n) 161' 

Hence (with J1' = (n )\tt) 

det (A + D) = L (n d,)(g(A(J1» + 11 ai;) 
I'S <n> IEI' IEI" 

L (n d,)g(A(,I» + L (n d,) n ail 
I'S <n> IeI' I'S (n) IEI' IEI" 

L (11 el,)g(A(tt» + n (all + d,), 
,I C <.) IEI' le<n> 

and the results follows. 

THEOREM 1 i) Let ME .,// (n). nen 
n n 

det M :::; 11 mil - 11 mi· 
1= 1 1= 1 

(3.1) 

(3.2) 
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jii) Le.t M E vI{~n). Then 
n 

det M = IT mil (3.3) 
1= 1 

if and only if 

Mis triangulable. (3.4) 

iii) Let M E .,({~n). Then the equality holds in (3.2) if and only if 
M(;) is triangulable for each i such that mil > nil' (3.5) 

iv) Let ME vIt(.). Then the equality holds in (3.2) if and only if M saTisfies 
(2.6). 

Proof i) Let 9 be defined by (3.l). Evidently (3.2) is equivalent to 

geM) ~ - IT m;. (3.6) 
Ie (.) 

Let d l = m/i-mi, i = 1, ... , n, and let D = diag (d l , ••• , dn), and 
A = M - DE R(n). Since Ae = ° where eT = (I, I, ... , I), follows that 
det A = 0, and so 

g(A) = - IT ajj = - IT Ill;. 
le(n) le(n) 

By Lemma 5, 

geM) = g(A + D) = L (11 d;)g(A()1» 
Il<=(n) lell 

It now follows from (3.6) and (3.7) that (3 .2) is equivalent to 

L ( IT dl)g(A()1» ~ 0. 
4><=Il<=(-) lell 

(3.7) 

(3.8) 

(3.9) 

(For future rererence, we observe that the equality holds in one of (3.2), 
(3.6), (3.9) if and only if the equality holds in all of these.) 

We now proceed to prove (3.6) by induction on the order n. Clearly (3.6) 
holds by convention if n = 1. Suppose n ~ 2 and (3.6) holds for matrices 
of smaller order. Let 4> C J1 C (n). Since A E vIt (n), we have A[J1'] EAt Il" 

where fJ' = <n)\fJ· Hence, by inductive assumption 

g(A()1» = g(A[,u'J) ~ - IT ali ~ 0. (3.10) 
Ie Il' 

But d l ~ ° for i E (n). Hence 

( IT d j)g(A()1» ~ 0, 
Ie Il 

t The equivalence of (3.3) and (3.4) is also an easy consequence of Ostrowski [41. 
Zusatz zu Satz I. We require (ii) in the proof of (iii) and hence have included a proof. The 
inequality in (i) of Theorem I is also contained in [4] formula (l8) where the symbol nn = 1 

should be deleted. 
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and (3.9) (and hence (3.6» follows. The inductive step is proved, and (3.2) 
follows by induction. This completes the proof of (i). 

ii) Clearly (3.4) implies (3.3). To prove that (3.3) implies (3.4), we again 
proceed by induction. The result is true if n = 1. Suppose the result holds 

" with n replaced by (n-l). Let MEAt,,), and det M = TI mil' Hence by 
" 1=1 

(3.2), TI mi = O. Thus there exists an i E (n) such that m, = O. For this i, 
i=J 

m,} = 0 ifj "" l,jE (n). (3.11) 
Hence 

" n m JJ = det M = mIl det M(i). 
j= 1 

Since mil > 0, it follows that det M(i) = n mjj' where (n)' = (n)\{i}. 
I e (If)' 

Hence, by inductive assumption, M(i) is triangulable. But then, by (3.1 I), 
Mis triangulable. We now obtain (3.4) by induction. 

iii) Suppose (3.5) holds. Let tP c p c (n). 

Case I d, = mi/-I1l, = 0, for all i E p. 
Then 

TId, = O. 
1& " 

Case II There exists an ; E p such that d, > O. Then, by (3.5), M(i) is 
triangulable, and so is A(i). But (n)\p £;; (n)\{i), whence A(i) is also 
triangulable. It follows that g(A(p» = det A(p)- n all = O. 

IEI' 

Thus, in either case, 

( n dJ)g(A(p» = O. (3.12) 
IeI' 

It follows that the equality holds in (3.9) and hence in (3.2). 
Conversely, suppose that the equality holds in (3.2) and hence in (3.9). 

Since d, ~ 0, i E (n), and g(A(p» ~ 0, tP c p c (n), (since (3.2) holds 
for JlI')' 

Now let i E (n) be such that d, = mll-m, > 0 and put p = {i}. Then 
djg(A(i» = 0 and so 

g(A(i» = O. 

It fol1ows by (ii) that A(i) is triangulable. 
iv) This follows from (iii) and lemma 4. 

(3.12) 

Remark In the proof of theorem 1, we did not use the full force of the 
inductive hypothesis, but rather the weaker inequality g(A) ~ 0 (cf. (3.10». 
Suppose that for tP c p c (n) we have the bound g(A(p» ~ - b{j.t) ~ O. 
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Then we obtain from (3.8) for ME .,II <n), 

n n .... , ... '!'ll ~ ~1 • 
det M ~ n mil n mj - L n (mil - mj)b(Jl). 

1=1 1=1 I/>cpc<n)lep 

Define m{Jl)~ = (L ImljD - Imill for i ¢ Jl. Since ME .,II <n) implies 
Up 

A(Jl) E viI <n)\p we may use the bound of theorem 1 for b(Jl) and obtain 
n n 

det M ~ Il mil - n 111; - L (mil - 111;) Il m{Jl);. (3.14) 
1=1 1=1 I/> c pc <n) IfP 

n 

If n = 1, the classical bound det M ~ Il mil is sharp. If n ~ 2, then the 
1= 1 

equality always holds in (3.2). Hence, by (3.8) for n ~ 3, equality 
always holds in (3.14). In general, given r > 0, starting with the classical 

n 

det M ~ Il mil and iterating our procedure r - 1 times, we obtain a bound 
1= 1 

which is an identity .if n ~ r. Similar remarks apply to some of our sub
sequent theorems. The same arguments can also be used to improve the 
classical Hadamard bound for the determinant of a nonnegative definite 
Hermitian matrix (cf. section 7). 

4. Per A + det M 

Our next lemma is a corollary to theorem l(iv), but a direct proof is easy. 

LEMMA 6 Let M E ~ (n), and let ex be a cycle in r (n). Then (sgn ex) n (M) ~ O • .. 
Proof Let ex = (i1> • .. , i,) be a cycle. Then ex = (ili2)(i2i3) ... (i,-I i,), 

whence sgn ex = ( ..... 1).-1. Hence (sgn ex) Il (M) = (- 1)'-1 Il nI'%(I) 
" 1& (n) 

= (- 1)2.-1 Il I m/«(I) I ~ O. 
I&(n) 

If M E Rp , we shall define IMI E R,t by A = IMI where a'l = Im/jl. 
THEOREM 2 i) Let M E ~ <n). Then 

n 

det M + per IMI ~ 2 Il mjj. 
1=1 

ii) Let M E ;'l'~n)' The equality holds in (4.1) if and only if 
For all sets Jl such that ljJ c: Jl c: (n> either 

M[u] or M{Jl) is triangulable. 

Proof i) For ex E r(n), let 

j,,(M) = (sgn ex) Il (M) + Il (IMI)· 
" " 

(4.1) 

(4.2) 

(4.3) 
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Then/.(M) = 2 rr (M) and for cx E f(n), 

• 
Ja(M) = (± sgn cx + 1) rr (1M!) ~ O. (4.4) 

a 

But 

det M + per IMI = L Ja(M), (4.5) 
(I E r (n) 

and it follows from (4.4) and (4.5) that 

n 

det M + per IMI ~ 2 rr (M) = 2 rr mil' 
I j= 1 

iii) Let ME !2"tn)' Suppose that (4.2) holds, and let cx E f(n), CX ¥= e. Then 
cx = CXICX2 • • • CX,' where the cx, are cycles with disjoint support. We shall 
prove thatf~(M) = O. 

Case I Suppose that r = I. Then, by Lemma 6, (sgn cx) rr (M) ::::; 0 
a 

whence (sgn cx) rr (M) = - rr (I M I) and so Ja(M) = O. 
(I a 

Case II Suppose that r > 1. Let Jl = eX l • Then 4> c: Jl c: (n), and, by 
(4.2), either MfJl] or M{J1) is triangulable. Assume that MfJl] (and hence 
I MfJl]l) is triangulable. By Lemma I, rr (lMfJlJl) = 0 (where we interpret CXI 

<I, 

as a permutation on Jl) . Next, suppose that M{J1) is triangulable. Then, 
since eX2 £; (n )\11, M[a2] is triangulable. By Lemma I, rr (IM[a2]i) = O. 

, a2 

Hence, in either case, ¥ 
rr (1M!) = rr (IM[atJ!) rr (IJw[a2]!) ... rr (IM[ar]!) rr mil 

(I (I, (12 a, IE II\iZ 

= 0, 

whence Ja(M) = 0. Thus, by (4.5), 
n 

det M + per IMj = 2 rr (M) = 2 rr mjj. 
• 1= 1 

To prove the converse, suppose that Jll is a set, 4> c: Jl c: (n) such that 
neither M(J1d nor M(JlI) is triangulahle. Let 112 = (n)\JlI ' By Lemma I, 
these exist cycles cx, E fll' such that rr (M[JlID ¥= 0, i = I, 2. Hence, by 
Lemma 6, a, 

(sgn CX,) rr (M[JlI]) < 0, i = 1,2. (4.6) 

Consider CXj as a permutation in f(n), and put cx = CX1CX2 E f(n). Then 
(sgn cx) n (M) = (sgn cxl)(sgn CX2) rr (MUll]) rr (MfJl2]) n (MfJl3])' where 

a <I 
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/1J = (n )\(JLl U ·/12) and e E r 1'1' Since TI M(JLJ) > 0, it follows from (4.6) 
• 

that (sgn a) TI (M) > O. Hence fa.(M) > O. We now deduce from (4.4) and 
a w 

(4.5) that det M + per IMI > 2 TI mil' 
i= 1 

COROLLARY 2 Let M be a matrix in fr(n) where n ~ 3. Then 

n 

det M + per jMI = 2 TI mjj. 
i= 1 

Example: 
We indicate (without proof) how condition (4.2) is satisfied when n = 4. 

Let 

A = [:: ;:~: ::1 
d4 C4 b4 a4 

be in F(4), where F is a field. Then (4.2) holds if and only if there exist i, j, k, 
I ~ i,j, k ~ 4, such that bl = c] = dk = O. 

5 LOWER BOUNDS FOR PERMANENTS 

THEOREM 3 i) Let ME j{(n), and A = IMI. Theil 

n n 

per A ~ TI mji .. + TI mi· (5.1) 
i= 1 1= 1 

ii) Let M E J(~n). Then the equality holds in (5.1) if alld ollly if (4.2) and 
(3.5) hold. 

jii) If ME J(n), then the equality holds if (5.1) if and only if (2.6) holds. 

Proof i) We have by (3.2) and (4.1) that 

per A = (det M + per A) - det M ~ 2 il mii - CD - fL /Ill) (5.2) 

n n 

= TI mji + TI m:, 
i= 1 i= 1 

and (5.1) is immediate. 
ii) Let M E J(~n)' The equality holds in (5.1) if and only if it holds jn (5.2), 

and hence if and only if the equalities hold in (3 .2) and (4.1). Hence, by 
Theorems I and 2, the equality holds in (5.1) if and only if (4.2) and (3.5) 
hold. 
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iii) Let ME ..I(n). If (2.6) holds for M, then clearly the equality holds in 
(5.1). Suppose that the equality holds in (5.1). Then by (ii), M(i) is triangul
able for i = I, ... , n, whence (2.6) holds, by Lemma 4. 

LEMMA 7 i) Let a, ~ b, ~ 0, i = I, ... , n. Then 

n /I /I (a + b) IT a, + IT b, ~ 2 IT ~2 ' • 
1=1 '=1 1=1 

(5.3) 

ii) Let 0, > 0, i = I, ... , n. Then the equality holds in (5.3) if and only if 
There is aj, I ~ j ~ n, such that a, = b,,/or i #- j i = I, ... , n. (5.4) 

A proof is by induction, and the following identity: For n ~ 2, 

n n ~n-I 11-1) jI\ a, + iI\ b, = "2 \,1] a j + II\ b, 

b ("-I n-I) + an; n IT a, - IT b, • 
I=- I 1= I 

A matrix S E R(n) is a stochastic matrix if S,} ~ 0, i, j = 1, ... , nand 
II 

L sl} = I, i = I, ... , n. A matrix S E R(II) is doubly stochastic if both S 
j=1 

and the transpose ST are stochastic. 

COROLLARY 3 Let S E R(n) be a stochastic matrix such that Sll ;?; t, i = 1, 
... , n. 

i) Then 
per S;?; mn-I. (5.5) 

ii) The equality holds in (5.5) if and only if S satisfies (3.5), (4.2) and 

There is a j, 1 ~ j ~ n such that SII = t, for i #- j, 1 ~ i ~ n. (5.6) 

iii) If n ~ 2 and S is doubly stochastic, then the equality holds in (5.5) if 
and only if S satisfies (4.2) and Sll = t, i = I, ... , n. 

Proof i) Clearly there is an ME.I( (n) such that S = IMI. Hence, by 
Theorem 3, and Lemma 7 

n II 

perS ~ IT S/I + IT (1 - SIl) ~ (1),,-1. (5.7) 
I'" 1 I = I 

ii) The equality holds in (5.5) if and only if both equalities hold in (5.7); 
hence by Theorem 3 and Lemma 7, this equality holds if and only if (3.5), 
(4.2) and (5.6) hold for S. 

iii) Suppose that S is doubly stochastic. To prove the last part of the 
corollary we need only prove that the equality in (505) implies Sli = t, i = I, 
... , n. Suppose that the equality holds in (5.5). Then (3.5), (4.2) and (5.6) 
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hold, by (ii). Suppose Sil > t, for some i, 1 ::;; i ::;; n, say snn > t. Then by 
(3 .5), S(n) is triangulable. Hence there exists a k, 1 ::;; k ::;; n - 1 such that 
Skj = 0, if j oF k, 1 ::;; j ::;; n - 1. By (5.6), Su = t, and so since S is doubly 

n 

stochastic, Sln = t. Hence L sin ~ skn + snn > 1, a contradiction. 
1= I 

Hence Sll = t, i = I, ... , n. 
An example of a stochastic matrix for which the equality holds in (5.5) is 

s= .[~ ~ ~ i]· 
Observe that Sl1 > t. 

An example of a doubly stochastic matrix for which the equality holds 
in (5.5) is 

s = ![~ 
o 
2 
1 
1 

1 
o 
2 
1 rl 

For n ~ 3, we observe that 

(t)"-1 > ~. 
n 

Thus Van der Waerden's conjecture holds for all (doubly) stochastic 
matrices with dominant diagonal. 

Remark With the use of Lemma 3, it is easy to prove the following result: 
Let A E F(n) and let 1 ::;; i ::;; n. If A(i) is triangulahle, then A satisfies (4.2). 
By means of this result, it is possible to restate the conditions for equality 
in Theorems 3 and 4 and Corollaries 3 and 4 in a more descriptive form. 
We shall restate the appropriate parts of Theorem 3 and Corollary 3, omitting 
the proofs. 

THEOREM 3(ii), alternative form Let M E vH~n). Then the equality holds in 
(5.1) if and only if either 

mil = mUor i = 1, .. . , nand M satisfies (4.2), (5.8) 

or 
There is an i, 1 ::;; i ::;; n such that mil > ml and (3.5) holds. (5.9) 

COROLLARY 3(ii), alternative form The equulity holds in (5.5) if and only if 
S satisfies either (5.8) or 

There is an i such that sJJ = t for j oF i, 1 ::;; j ::;; n, 
- sa > t and S(i) is triangulahle. 

(5.10) 
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6. NONNEGATIVES MATRICES AND M-MATRICES 

For the definition of an irreducible matrix, see Varga [6], Definition 1.5, 
page 18; for a statement of the Perron-Frobenius Theorem, see [6], Theorem 

n 

2.1, page 30. For S E R(n), we shall again use sj = L Is,}1 - su, etc. 
1= 1 

LEMMA 8 Let n ~ 2 and let A be a nonnegative irreducible matrix in R(n) 

with spectral radilts r. Let a = min {au: i = 1, ... , n}. 

i) There exists a nonsingular diagonal matrix X E R(n) such that, for all 
t~r-2a, (6.1) 

a) S = (r + t)- l X- 1(tI + A)X is stochastic, 
b) Sjj = (r + t)-I(t + au) and sj = 1 - Sjj = (r + t)-I(r - au), 

i = 1, . .. , n. 
c) Sjj ~ t, i = 1, ... , n. 

ii) Let t ~ r - 20 and suppose S satisfies (6.1). Let 1 ~ i ~ n. Then 
Sjj = t if and only if 

t = r - 20 and (Iu = a. (6.2) 

Proof i) By the Perron-Frobenius theorem there exists a strictly positive 
vector x such that Ax = rx. Let X = diag (Xl> • •• , xn). Then B = X-lAX 

n 

satisfies L bl} = r, i = 1, ... , n. Let t ~ r - 20. Since A is irreducible, 
1= 1 

r > ali ~ a, i = 1, ... , n, whence r + t ~ 2(r - a) > O. Hence S = 
(r + 1)-I(tI + B) is stochastic. Suppose 1 ~ i ~ n. Then (r + t)su = t + bu 
= t + ajj and (r + t)(l - Sjj) = bl = r - au. This proves (6.1)(b). Finally, 
t + 2ajj ~ t + 20 ~ r whence t + ajj ~ r - all' and (6.1)(c) follows from 
(6.1)(b). 

ii) Let .I'll = t. Then by (6.1)(b), t + ajj = r - all' whence 

t = r - 2ai/ ~ r - 20 ~ t (6.3) 

and (6.2) follows. Conversely, if (6.2) holds then the equalities hold in (6.3). 
Thus t + OJ; = r - 2a + ajj = r - ajj, whence Sjj = t. 
THEOREM 4 Let A be a nonnegative matrix in R(n) with spectral radius r. 
Let a = min {ajj: i = 1, .. . , n}. 

i) 1ft ~ r - 20, then 
n n 

per (tI + A) ~ TI (t + a/l ) + n (I' - all)' (6.4) 
1= I 1= I 

ii) If A is irreducible and t = r - 20, then the equality holds in (6.4) if alld 
only if A satisfies (4.2) and 

If ajj > a, then A(i) is triangulable. (6.5) 



INEQUALITIES FOR DETERMINANTS AND PERMANENTS 199 

iii) If A is irreducible and t > r - 2a, then the equality holds in (6.4) if and 
only if A satisfies (2;6)(b). 

Proof If n = 1, the theorem is trivial, so let n > 1. 
i) The functions per (A + tI) and r are continuous in the elements of A. 

Hence it is enough to prove the result for irreducible A. Let A be irreducible, 
and let t > r - 2a. Let S be the matrix satisfying (6.1). By Theorem 3(i), 

n n 

per S ~ IT Sit + IT (1 - SI/)' (6.6) 
1= 1 1= 1 

Since per A = (r + t)n per (tI + A), the inequality (6.4) follows from (6.6), 
and (6.1)(b). 

ii) Let A be irreducible and let t = r - 2a. Let S be the matrix of (6.1). 
Suppose the equality holds in (6.4). Then the equality holds in (6.6), whence 
by Theorem 3(ii), S satisfies (3.5) and (4.2). For 1 ~ i ~ n, by Lemma 8, 
5 11 > ! is equivalent to all > a. Hence A satisfies (6.5) and (4.2). 

The converse is obtained by reversing the above argument. 
iii) Let A be irreducible and let t > r - 2a. Let S be the matrix of (6.1). 

Suppose the equality holds in (6.4). By Lemma 8(ii), Sll > t, i = 1, •.. , n 
and hence (2.6) holds for S, and so for A. But A is irreducible, and therefore 
not triangulable. Thus A satisfies (2.6)(b). 

Conversely, if (2.6)(b) holds, then by theorem 3(iii), the equality holds in 
(6.6) and therefore in (6.4). 

COROLLARY 4 Let A be a nonnegative matrix in R(n) with spectral radius r. 
Let a = min {ail: i = 1, ... , n}. 

i) If t ~ r - 2a, th~n 

(
,. + t)n 

per(t] + A) ~ t -2- (6.7) 

ii) Let n ~2, and let A be irreducible. Then the equality holds in (6.7) if 
and only if t = r - 2a, A satisfies (4.2), (6.5) and 

There is a j, 1 ~ j ~ n, such that all = a,for i '" j, i = 1, .. 'J n. (6.8) 

Proof i) Since, t + all ~ r - alb i = 1, ... , n, the result follows from 
Theorem 4(i) and Lemma 7(i). 

ii) Let S be the matrix of (6.1) and suppose the equality holds in (6.7). 
Then the equality holds in (5.5), whence S satisfies (4.2), (3.5) and (5.6). 
Since n ~ 2, there is a k, 1 ~ k ~ n such that Skk = t. By applying Lemma 
8(ii) to (3.5) and (5.6) for S, we see that t = r - 2a and that A satisfies (4.2), 
(6.5) and (6.8). Conversely, if t = r - 2a, and A satisfies (4.2), (6.5) and 
(6.8), then S satisfies (4.2), (3,5) and (5.6), whence the equalities hold in (5.5) 
and (6.7). 
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A matrixM E R(n) is called an M-matrix if there is a nonnegative A E R(n) 

with spectral radius r such that M = tI - A and I ;?; r. (Our definition is 
equivalent to Ostrowski [4].) If z = I - r, then z is an eigenvalue of M, and 
we shall call z the minimal eigenvalue of M. The upper bound det M ~ In - rn 
is due to J. Keilson and O. P. H. Styan [3], Theorem 2. We now improve this 
bound. 

THEOREM 5 Let M be an M-matrix in R(n) with minimal eigenvalue z. 
i) Then 

n n 

det M ~ n mil - n (mil - z). 
1= 1 1= 1 

ii) If M is singular, then both sides qf(6.9) are O. 

(6.9) 

iii) If M is nonsingular and irreducible, then the equality holds in (6.9) if 
and only if M satisfies (2.6)(b). 

The proof of Theorem 5 is by use of Lemma 8 and Theorem I (in a manner 
similar to the use of Lemma 8 and Theorem 3 in the proof of Theorem 4). 
We give a short sketch of the proof. If M is an irreducible M-matrix, then 
M is diagonally similar to an irreducible matrix P E .At~n) such that PII = mil' 
and pi = mil - z, i = I, ... , n. There are two cases in the discussion of 
equality in (6.9): either z = 0 and pi = Pib i == I, ... , n, or z = 0 and 
pi; <piI,i= l •...• n. 

7 NONNEGATIVE DEFINITE HERMITIAN MATRICES 

Analogues to Theorems 4 and 5 hold for nonnegative definite Hermitian 
matrices. Their proof involves techniques similar to those used in this paper. 
It appears possible to define a class of matrices which contain all M-matrices 
and all nonnegative definite Hermitian matrices in which similar theorems 
hold. We now state the analogue of Theorem 5 for a nonnegative definite 
Hermitian matrix. omitting the proof. 

THEOREM 6 Let H be a nonnegative definite Hermitian matrix in C(n). Let r 
denote the smallest eigenvalue of H. 

i) Then 
n n 

det H ~ n h" - n (h" - r). . (7.1) 
1=1 1=1 

ii) If H is singular. then both sides of (7.1) are O. 
iii) If H is nonsingular, then equality holds in (7.1) if and only if either H 

is of dimension 2 or H is a diagonal matrix. 
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Note added in proof: The inequality of Theorem 3(i) has been found inde
pendently by James J. Johnson: Bounds for Certain Permanents and Deter
minants, Lin. Aig. Apps., to appear. 
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