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1. Let A be an n X n non-negative irreducible matrix wJth row sums (all 
summations go from 1 to n.) . 

(1) r. = La.,., .. R = max. r. , 

We shall suppose throughout that 

(2) r < R. 

r = min. r •. 

It is well known that because of (2) the maximal characteristic root of A satisfies 
the inequality 

(3) r < w < R. 

In §2 we shall use simple arguments to determine bounds Land U for w 
satisfying 

(4) r < L ~ w ~ U < R, 

which may be computed easily in terms of the elements of A; more precisely. 
Land U will depend only on rand R in (1) and ' 

(5) 

(6) 

(7) 

A = min. a •• 

K = min ..... a ... (a.l' > 0), 

i.e. Kis the minimum of the non-vanishing a.l' with II ¢ p.. 

In §3 a more refined and longer argument will lead to better bounds which 
still depend only on the r. in (1) and K and X. but require more computation. 

When A is positive, bounds satisfying the inequality (4) have already been 
found by Ledermann [2] and improved by Ostrowski [3] and Brauer [1], but 
these bounds may coincide with l' and R if A has zero elements. Of course, 
there are bounds which for many matrices 4. are better than r or R. but these 
may again reduce to rand R in some cases. For example, one of us has proved, 
{4], that w :s; max.~z!-p where z. = Ljl ajl' and 0 ~ p ~ 1, but this hound equals 
R if A is symmetric. 
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2. THEOREM 1. Le' w be the maximal characteristic mot of an n X n non.
negative irreducible matrix A. Let r, R, p, A, and K be given by (1), (1), (5), (6), 
and (7), respectively and set 

(8) ( )

n-l 
E= .R~A . 

Then 

(9) (n - 1)(1. - E)r + nEp < w < (n - 1)(1 - E)R + nEp , 
(n - l)tl - E) + nE - - (n - 1)(1 - E) + nE 

so that, independently of n, 

(10) L = r + E(p - r) = (1 - E)r + tp :::; w :::; (1 - E)R + EP 

= R - E(R - p) = U j 

and these bounds obviously satisfy (4). 

Proof. Let y be the positive characteristic (left-sided) row vector belonging 
to w; 

(11) II = 1, .. ', n. 

Summing these equalities we obtain the identity which is at the basis of our 
results: 

(12) 

Now we may suppose that after a cogredient transformation and a normalization 

(13) 

and we shall set 

(14) 

Then from (12) 

Ly. = 1, 

o = min. 'lb... = / 
max, y. Yn Yl . 

(15) R - w = I: y.(R - w) = L y.(R - r.) ~ Yn L (R - Tv) = ny,,(R - p), 
, " p • 

and similarly 

(16) til - r = L Yv(w - r) = L Yv(rv - r) ~ Yn L (rv - r) = ny .. (p - r) . . 
Since 

(17) Yn = -y~ > Yn 
L Y. - (n - I)Yl + Y .. (n - 1) + 0 • 
• 
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it now follows from (15) that 

(18) R~w> n~ 
R - p ~ (n - 1) + ~ 

and from (16) that 

(19) w-r> n~ 
p - r - (n - 1) + ~ 

We note that the right-band side of (18) and (19) increases monotonically 
with ~ for ~ non-negative and hence in both (18) and (19) we may replace ~ 
by any positive lower bound. Such a bound is obtained by applying the argu
ment of the lemma in [6] to the Y. : 

(20) 

and hence by (3), E in (8) is also a lower bound. Thus 

(21) 

and 

(22) 

R-w ~ -- > -:----'-''7--
R - ~ - (n - 1) + E ' 

w-r> nE 
p - r - (n - 1) + E ' 

and (21) and (22) are equivalent to (9). 
For (10) we simply note that 

(23) 

(n - 1)(1 - E)R + llEP 

(n - 1)(1 - E) + llE 

< (n - 1)(1 - E)R + 1IEp + (1 - E)R = (1 _ E)R + E 
(n - 1)(1 - E) + nE + (1 - E) p, 

and similarly for the lower bound. Thus our theorem is proved. 

We remark that (10) could have been obtained directly by using 

(24) 

in place of (17). 

3. In this section we shall no longer assume (13) but suppose instead that 
after a convenient cogredient transformation 

(25) 
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For any vector x = (x! , ... , Xn) ~ 0 with x, Z 0, v = 1, ... , n we shall define 

L:r.x. 
(26) 1/I(x) = ---;;'=--LX. 
and prove: 

LEMMA L Lei 1 > E > 0, and let X, be the set of 1Jectors (XI , ••• ,xn ) with 

(27) Ii = 1, "', n, 

The function f is continnmts on the closed bonnded set X, and thus attains its 
least 1lpper bound there, say 

(28) 1/1* = max f(x) , X t X, . 

JI :( belongs to X, , then 1f;(x) = l/t* if and only if 

(29) 
{

X, 

x, = E 

1 if r. - l/t* > 0, 

if 1', -- 1/1* < o. 
Prooj . \Ve note that 

(30) al/t 1 
- (x) = -- (1', - l/t(X») , 
ax, L Xp 

whence by the mean value theorem 

(31) 
l/t(x + z) = l/t(x) + L z, ~ifj ex + (Jz) 

• oz" 

f(x) + L (~. 1 _ ,,) (2:>.(1', - ¥'(x + (Jz)) 
," ..vF -{ 6c,JI ~ 

for some 6, C < 8 < L 
Now su.ppose that. if/(x) = t/;* and that z ~ 0 and 

( > > t z, ~ (l according as 1' , - if,,* < 0 " (32) 

Let z be lWy , 'ector whose modulus is EO SIna.l!. that for all 11 and all 0, with 
C < 6 < J, ; tl:e signs of 1\ - '1/;(1 -+~ 62:) and 1';; - It.r*- =: 1'~ - VI(;r) are the saInE 
\vh.ene\rel r ~. --- tj-* r! 0. 1<'01 al} stH:L z, it fol1c,,~s fron1. (31) and (32) t.hat. 

(33) 

But tb.is implies that for these z the vecter x -I- z does not belong to X. , and. 
(29) follows immediately. 

Conversely, suppose the vector x satisfies (33) and belongs to X.. Since 
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1/; attains its maximum on X, , there exists a vector x* in X, with if;(x*) = if; * • 
Put x = x* + w. By the first part of the proof x* also satisfies (29), whence 

(34) Wv = 0 if Tv - 1/;* ~ 0 

and so 

(35) L r .Wv = 1/;* L w •. 
v 

Thus 

L r,xv L rvx~ -+ I>vw , 1/;* L x~ -\- v/" L Wv 

(30) 1/;(x) = -'--. = ' , 
L :t:. L x; -\- L Wv 

, , 

LX: + L W,. 
1/;*, 

v 

and the lemma is proved . 
The analogous result for the greatest lower bound is 

LEMMA 2, Let Xc ue defined by (27). The function if; attains its greatest lower 
bound on X, , say 

(37) 1/;* = min 1/;(x), Xl'; Xc. 

If x belongs to X, then if;(x) = 1/;* if and only if 

(38) {Xv = ~ if Tv - tP,., > 0, 

X, = 1 if r, - "'* < 0, 

We shall now state and prove 

THEOREM 2. Let w be the maximal characteristic root of an n X n nan~negative: 
irreducible matrix A. Set 

(39) 

(40) 

p, = (lM(y, + ... + y·,J,. 

G, = (lM(rn -.n + , .. + 1',,], 

where th(; r,. are ordered by (25), and ret r; be gt'ven by (8}. Then 

(4.1) q(l - €)a. -{- 1UP' '" < pO - €)p. + n F.p 
q(l - E) -+ n", :::::: W - p(l - (} + 71.( 

wherc p is iliB smallest <'nieger Ii for which 

(4.2) (T', --0 r" ->1) -+ .. , + (r, - 1\+ ,) :::. ((1",+1 - 1',+2) -j- , .. + (1',{) - Tn)) 

and c;: iii the smaHesC ,'ni8gcT II for which 

(4.3) (1'0_" - .. 7" __ ,, 1) .+ . , . + (rn-, - 1',,; 2:. ~ «(i; - ;'r.-") + ... + (7,,_,- 1 - f r._,))' 

Proof. \Y <:: introduce a nl(:\',,' notation for certain vectors: \V rit.e 

(44) x = (Xl •• ", x,,) = (a:, rr-') 
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if 

(45) 
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Xl = ... = X. = Oi, X,,+l = ... = Xn = (3, 

and from now on we shall suppose e is given by (8). Let y again be the character
istic row vector belonging to wand, since e is a lower bound for 8 in (14), we may 
suppose that y is normalized to belong to X •. 

The equation (12) asserts that w = 1/;(y), whence by (28) and Lemma 1 

(46) w ::; 1/;* = 1/;(X) , 

where X is any vector satisfying (33). Since 

(47) 

for all X in X. , there is a unique integer p, 1 ;:::: p > n such that 

(48) 

and as (1", en
-,,) satisfies (33), we obtain 

w ::; 1/;* = 1/;(1", r,,) 

(49) _ (r1 + ... + rp) + e(r,,+1 + ... + r.) _ p(l -e)p" + nEp 
- p + E(n - p) - p(l - e) + ne ' 

which is one of the inequalities of (41). 
Now by (48) p obviously satisfies 

(50) 

while for v < p, in virtue of r'+1 ;:::: T" and (48) 

(51) 

Hence by (50) and (51) the integer p is the smallest v with 

(52) 

But 

(53) 
1 + ( ) «rl - r.+ 1) + ... + (r. - r,+1) v n - ve 

- E«rHl -.: TH 2) + ... + (rHl - r,,))) 

whence it follows that p is the smallest integer satisfying (42). 
Using Lemma 2 we may prove similarly that 1/;* = 1/;(e"-O, 1°), where q is the 

smallest integer v satisfying (43); or alternatively this result may be obtained 
by applying Lerwna 1 to r 1 .:.- rn , ... , r 1 - r 1 in place of Tl , '" ,T •• We 
have completed the proof of Theorem 2. 

It is clear that the bounds of Theorem 2 are better than those of Theorem ], 
since for all v 
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(54) v(1 - f)pV + nfp < vO - f)R + nfp < (n - 1)(1 - E)R + nEp 
v(1 - E) + nE - v(1 - E) + nE - (n - 1)(1 - E) + nE ' 

and these upper bounds are equal if and only if r 1 = ... = r n - 1 > rIO • 
A similar argument holds for the lower bounds, with equality here if and only 

if r1 > r 2 = ... = r ... 

4. Recently one of us [5] has obtained some other bounds for 0, and thus at 
the expense of introducing more data depending on the elementis of the matrix 
A our results may be improved. When A is a positive matrix, a particularly 
simple bound for 0 is m/ M where 

(55) m = min •. " a." and M max •. " a." • 
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