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1. It is well-known that if 'V is a norm on the algebra On of all n-th order complex 
matrices then 'V(A) ~ e(A), where e(A) is the spectral radius of A, that is, the 
greatest modulus of the characteristic roots of A. As a preliminary, we complete a 
theorem of HOUSEHOLDER [6], [7] by giving sufficient, and now also necessary, con­
ditions that there exists a norm 'V such that 'V(A) = e (A) for a given matrix A of On. 
This leads naturally to the wider problem: to find necessary and suffiQient conditions 
for the existence of a norm satisfying 'V(A) = e(A) for all A of a subset Il( of On. 
If this is so we say that the norm 'V is minimal on the set Il(. . 

We find that the conditions for the existence or otherwise of such a minimal norm 
are related to the behaviour ofthe ratio 'V (A)/e (A). We say that Il( is relatively boun'ded 
if, for some norm 'V, the ratio 'V (A)/e (A) is bounded on the subset Il( of On. This con­
dition is to be understood as implying that 'V(A) = 0 when e (A) = O. The norm 'V 
here is arbitrary, but a result of OSTROWSKI [11] shows that if 'V' is a second norIV 
on On then 'V'(A)/'V(A) is bounded on On so that, if 'V (A)/e (A) is bounded for some 
particular norm, then it is in fact bounded for all norms. We show that the relatively 
bounded subalgebras of On are precisely the algebras of simultaneously diagonable, 
and therefore, commutative matrices. We shall demonstrate the existence of minimal 
norms on all relatively bounded matrix algebras and also on certain relatively 
bounded matrix groups. 

2. We give the usual definition of a norm (see FADDEEVA [4], HOUSEHOLDER [6] 
or OSTROWSKI [11]). A (multiplicative) norm on the algebra On is a mapping 'V of On 
into the non-negative real numbers satisfying 

(i) 'V(A) > 0 if A =!= 0; 
(ii) 'V(AA) = I A I 'V(A) for any scalar A; 
(iii) 'V(A + B) ~ 'V (A) + 'V(B); 
(iv) 'V(AB) ~ 'V (A) 'V (B) . 

A consequence of these axioms is that 'V (0) = O. 
We first show that for any norm 'V (A) ~ e (A). Various proofs of this result are 

known and we include a proof partly for completeness but also to emphasise the 
methods used in the rest of this note. We shall make use of the classical canonical 
form of a matrix (see, for example, TURNBULL and AITKEN [13] or WEDDERBURN [14 ]). 
Thus the classical canonical form A of A is a direct sum of certain upper triangular 
matrices: 
(1) A = X-lAX = L EB(Ai1i + Uil, 
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where the Ii are unit matrices, the Ui are auxiliary unit matrices with elements 
unity in the superdiagonal and zeros elsewhere, so that Ut is empty if Ii is of order 1, 
and the Ai are the characteristic roots of A. 

We shall use in our proof of this theorem and the next the two particular norms that 
follow. If B = [bij] is a matrix of Cn we define the norm VI by vr(B) = max. Lj 1 bij I, 
and then define a second norm V2 by v2(B) = VI (X-l BX), so that v2(A) = vl(A). 

Theorem 1. Let A be an n-th order complex matrix. The greatest lower bound of v(A) 
over all norms V is the spectral radius e (A) . 

Proof. By OSTROWSKI'S theorem mentioned above we have, for any norm v, 
a positive constant K such that V (Ar) ~ K V2 (Ar) for all positive integers r. It then 
follows, using also the definition of a norm, that 

. I 

v(AY ~ v(Ar) ~ KV2(Ar) = KVl(Ar) . 

But Ar has an element of absolute value e (At in the leading diagonal so that 

VI (AI') ~ e (AY 
and hence" 
(2) 

If e(A) = ° the theorem ,is clearly true, so we can suppose that e(A) > 0. It then 
follows immediately from (2) , which is true for all positive integers r, that v(A) ~ 
~ e (A) , for otherwise v(AYle (A)T < K, which is positive, for sufficiently large 
values of r. 

Thus e (A) is a lower bound for V (A). To show that it is the greatest lower bound 
let D be a diagonal matrix given by D = diag. {I, e, ... , en-I} for some e> 0, 
and write .11 = D-IAD. Define a third norm V3 by v3(B) = VI (D-IX-l BXD) for all 
B of Cn. Then consideration of Al shows immediately that 

v3(A) = vl(A1) ~ e(A) + e, 

so that e (A) is the greatest lower bound for v(A), and the theorem is proved. 

3. We now consider the class of matrices for each of which a norm exists such 
that the greatest lower bound of the preceding theorem is attained, that is, the 
nature of a matrix A for which a norm exists that is minimal on A alone. 

We shall call a characteristic root of A maximal i£ it is not exceeded in modulus 
by any other root. 

Theorem 2. Let A be an n-th order complex matrix. ThenJhe following four conditions 
are equivalent: 

(i) Each maximal characteristic root o/A is a simple zero of the minimum polynomial 
(that is, the elementary divisors belonging to each maximal root are simple). 

(ii) The semi-group (A)+ of positive powers of A is relatively bounded. 
(iii) There exists a norm minimal on (A)+. 
(iv) There exists a norm v for which v (A) = e (A). 

Proof. It is immediate that (iii) implies (ii) and almost immediate that (iv) 
implies (iii), for with (iv) we have 
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,V (Ar) ~ V (A)r = e (A)r = e (Ar) , 

so that (iii) holds (and in fact v(Ar) = e(Ar), from Theorem 1). 
That (i) implies (iv) (see HOUSEHOLDER [6J) can be proveq as follows. If every 

characteristic root of A is maximal the result is immediate with norm '113 as in the 
proof of Theorem 1. Otherwise, define the diagonal matrix D as before and suppose 
that e' (A) is the greatest modulus of the characteristic roots of A other thiw the 
maximal roots. Then if (i) holds we have by the same argument as before that 
v3(A) ~ max {e(A), e'(A) + e}, so that, since e'(A) < e(A), it follows on taking e 
sufficiently small that v3(A) = e(A). . 

To prove the main part of the theorem, that (ii) implies (i), we shall show that the­
negation of (i) implies the negation of (ii). Thus suppose that some characteristic root 
of A is not a simple zero of the minimum polynomial. Then A 9= 0, so that if e (A) = 0 
then v(A) > 0 = e(A), and hence (A)+ is not relatively bounded. If, on the other hand, 

. e(A) > 0 then the matrix Ar of the proof of Theorem 1 has an element of absolute 
value re (AJr-l in the superdiagonal, whence 'Ill (AT) > re (Ajr-l. Thus for all positive r 

v2(AT)/e(AT) ~ VI (AT)/e(AJr > r/e(A) , 

and in this case also (A)+ is not relatively bounded. Thus (ii) implies (i), and the 
proof of the theorem is complete. 

4. We now consider the existence of a minimal norm, not on a single matrix A, 
but on a sub algebra \}{ of Cn. We consider first the case when \}{ is an algebra of 
polynomials in A. This widening of the domain on which the norm is minimal natu­
rally leads to a strengthening of the conditions for its existence. We give such neces­
sary and sufficient conditions in the following theorem. 

Theorem 3. Let C[AJ be the algebra of all polynomials in A, and AC[AJ the algebra 
of such polynomials without constant term. Then the following conditions are equivalent: 

(i) The matrix A is diagonable. 
(ii) The algebra AC[AJ is relatively bounded. 

(iii) The algebra C[AJ is relatively bounded. 
(iv) There exists a norm minimal on C[AJ. 

Proof. Evidently (iv) implies (iii), and (iii) implies (ii) since the algebra AC[AJ 
is contained in the algebra C[A]. Also (i) implies (iv), since we can take for the norm 
here the norm 'liz of Theorem 1. Thus we have only to prove that (ii) implies (i). _ 

We do this as in the preceding theorem by showing that the negation of (i) implies 
the negation of (ii). Let AI', _ .. , Ar' denote the distinct non-zero characteristic roots 

r 

of A , and define the polynomial p(x) by p(x) = xII (x - A/). Then for each cha-
i=l 

racteristic root A (possibly zero) of A we have p(A) = 0 but p' (A) 9= O. The matriX' 
polynomial P = p(A) belongs to AC[AJ, and if A = X-lAX = 2: EB (Ai I. + Ut ) 

is the classical canonical form of A as in (1), then 

X-IP X = p (A) = 2:EB{p' (Ai) Ut + p" (Ai) U t Z/2! + ... + p(m-l) (Ai) U'!'-l/(m -I)!}, 

where m is the order of It. Thus p (A) has zeros throughout its leading diagonal and 
hence e (P) = e (A) = O. On the other hand if (i) does not hold, so that A is not 

1* 

/ 
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diagon!tble, then at least one Ui of the direct sum (1) is not empty whence, since 
p' (~) '*' 0, the superdiagonal of p (A) is not zero. Thus 1II(A) > ° and hence 112 (P) > O. 
We conclude P is not relatively bounded and (ti) does not hold. Thus (ti) implies (i), 
aJ;ld the theorem is proved. 

5. We now generalise Theorem 3 by considering the ' conditions unde~ which 
a minimal norm can exist on a general subalgebra III of On. In doing this we use 
a theorem essentially due to MOTZKIN and TAUSSKY [9] (cf. also [3], [12]): If III is a 
linear space of matrices each of which is diagonable, then all matrices of III are simul­
taneously diagonable and therefore commute. This theorem was proved in [9] for the 

' case of dim III = 2. To pass to the general case, let AI, A 2 , .•. , As be a linear basU; 
for Ill, and note that, since the space generated by each pair of matrices Ai and Aj 
consists of diagonable matrices, each Ai and Aj commute. Thus AI, . . . -, As is a; set 
of commutative diagonable matrices and the matrices are therefore simultaneously 
diagonable. The general theorem follows. 

We shall Cll,lllll diagonable if all matrices of III can be diagonalized simultaneously. 

Theorem 4. Let III be an algebra of n-th order complex matrices. Then the following 
conditions are equivalent: 

(i) The algebra III is diagonable. 
(ii) The algebra III is relatively bounded. 

(iii) There exists a norm minimal on Ill. 
Proof. We have only to prove that (ii) implies (i). To do this let A be a matrix 

of Ill. The algebra A O[ A] is contained in III and so, if (ti) holds, is relatively bounded. 
Then, by Theorem 3, A is diagonable, and then (i) follows from the theorem . of 
MOTZKIN and TAUSSKY quoted above. 

6. We could have moved from section 3 in a different direction, by taking as a 
subset ·of On more general than a single matrix A not an algebra but a group; and 
this we now do. One particular case of a group on which a minimal norm evidently 
does exist is that of a group of simultaneously diagonable matrices, for we can con­
sider the algebra generated by the group and so have the existence of a minimal 
norm assured by Theorem 4. We shall exhibit, however, certain relatively bounded 
groups which are not diagonable, or even commutative,. and show that a minimal 
norm exists for them. 

We call a matrix of On a group matrix if it is a member of some group of n-th order 
matrices. A matrix A is a group matrix if and only if A is either non-singular or has 
zero as a simple root of its minimum equation (F ARARAT and MIRSKY [5] or BARNES 
and SCHNEIDER [2].) Further., if Z is the group inverse of A in a particular group @ 

then it is the inverse of A in any other group that contains A. For there exists a matrix 
Y in On such that, for all Bin @, y-IBY is a direct sum given by y-IBY = BlEB 0, 
where BI is non-singular and of the same order for all B of @ and 0 may be empty, 
so that the group inverse of A is the matrix Z for which Y-IZ Y = All EB O. Thus the 
group (A) consisting of AZ and of (A)+ and (Z)+, the semi-groups of positive powers 
of A and Z respectively, is the intersection of all matrix groups containing A and is 
naturally called the cyclic group generated by A. 

We now find conditions for the existence of a minimal norm on such a cyclic group. 
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Theorem 5. Let A be a group matrix in On. Then the following conditions are equi­
valent: 

(i) Eaeh maximal characteristic root, and each root of least non-zero modulus, is a 
simple zero of the minimum polynomial. 

(ii) The cyclic group (A) is relatively bounded. 
(iii) There exists a norm minimal on (A). 

Proof. All three conditions hold trivially in the case of A = O. We can therefore 
suppose that A * 0, and it then follows since A is a group matrix that e (A) > O. 

It is obvious that (iii) implies (ii). To prove that (ii) implies (i) we suppose tha,t ,10 
is a non-zero characteristic root of A of least modulus. If Z is the group inverse of A, 
then e(Z) = 1,101-1, and (A)+ and (Z)+ are relatively bounded by our assumption. 
Condition (i) then follows from Theorem 2 applied to the semi-groups (A)+ and (Z)+. 

To prove that (i) implies (iii) let X-I AX be the canonical form of A as in (1), so 
that X-lAX = L EEl (At It + Vi). Also 

(3) X-lZX = L Etl{,utli - ,ui2 Tii + ,ut3 V t2 - ••• + (_l)m-l,u;n V;n-I} 

and X-lAZX = L EEl {)tlt where ,ut = {)t = 0 if At = 0 and ,ui = A~l, ()t = 1 other­
wise. If, as in Theorems 1 and 2, V3 is the norm given by v3(B) = VI (D-lX-lBXD), 
where D = (1, e, ... , en-I) and 0 < e < e (A) - e' (A), then we know already from 
Theorem 2 that v3(A) = e(A) and V3 is minimal on A and hence on (A)+. But this 
norm is also minimal on Z, and hence on (Z)+, if Cl is sufficiently small. This we show 
in a similar way, but have to consider now the non-zero characteristic roots of 
least· modulus. Let ,10 be asab ove and I All be the least modulus of roots A for which 
I A I > 1,10 I. If there are no such roots of modulus I All the result is trivial. Otherwise 
we have from the condition (i) that all roots of modulus 1,10 I are simple zeros of the 
minimum polynomial and so we have from (3) that V3 (Z) = 1,101-1 = e (Z) provided 
that e is such that 

1 + I e,ull + I e,u112 + ... + I e,ullm-l ~ I ,uo!,ull ' 
which is certainly true if e < I ~ll - I ,10 I. Thus for e sufficiently small V3 is a norm 
minimal on both (AJ+ and (Z)+ and so, since v3(AZ) = 1 = e(AZ), V3 is a norm 
minimal on (A). 

7. The cyclic group (A) above is a particular commutative group, but a minimal 
norm can exist on a non-commutative group. 

Theorem 6. Let @ be a group of n-th order unitary matrices. Then there exists a norm 
minimal on @. 

Proof. Define the norm V4 by v4(B) = Ve(B*B) for all B of On. Then v4(A) = 

== 1 = e (A) for all A of @. 

This theorem allows us to show the existence of a minimal norm on a wider class of 
groups. A group @ is bounded if for some norm v, and hence for all norms v by OST­
ROWSKI'S theorem, v (A) is bounded for all A of @. Thus, in particular, a finite group is 
bounded. By AUERBACH'S Theorem' [1] (see also LITTLEWOOD [8], and MURNAGHAN 
[10]) any bounded group of non-singular matrices is similar to a unitary group. We 
now have, almost at once, 
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Theorem 7. Let@ be a bounded group of n-th order complex matrice$. Then @ is 
relatively bounded, and there exists a norm minimal on @. 

Proof. If @ consists ofthe zero matrix alone, the result is obvious. Otherwise there 
exists a matrix Y of On such that y-IAY = Al EB 0 for each A of @, where Al is 
non-singular and of the same order for each A . By AUERBACH'S Theorem we can choose 
Y so that each Al is unitary. We now define the norm V5 by v5(B)' = V4(Y-IBY) 
for all B of On, so that v5(A) = V4(Y-IAY) = 1 = e(A) for all A of @. This proves 
the theorem. 

8. We could have formulated some of our theorems in a slightly different way, 
strengthening them a little in one direction but weakening them in another. For if v 
and v' are norms, not on the whole of On but merely on a subalgebnL containing the 
subset m of On, then v' (A)/v (A) is bounded on m. Thus we could have called a subset 
relatively bounded if there exists a norm v on an algebra containing m such that 
v (A)/e (A) is bounded on m. With this definition the conditions of the theorems are 
changed correspondingly. Thus in Theorem 4, for example, (ill) is replaced by (ill)': 
e is a norm on m. 
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