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MATRICES WHOSE POWERS ARE M-MATRICES 
OR Z-MATRICES 

SHMUEL FRIEDLAND, DANIEL HERSHKOWITZ, AND HANS SCHNEIDER 

ABSTRACT. A matrix A all of whose (positive) powers are Z-matrices is 
called here a ZM-matrix. A matrix is called a ZMA-matrix if all powers of 
A are irreducible Z-matrices. We prove that the spectrum of a ZMA-matrix 
is real and only the eigenvalue minimal in absolute value may be negative. 
By means of an operation called inflation which generalizes the Kronecker 
product of two matrices, we determine the class of ZMA-matrices of order n 
in terms of the classes of ZMA-matrices of smaller orders. We use this result 
to show that a Z M A-matrix is positively diagonally similar to a symmetric 
matrix. Similar results hold for M M A-matrices which are defined in analogy 
with ZMA-matrices in terms of M-matrices, and for ZMO-matrices which 
are defined to be ZM-matrices such that all odd powers are irreducible and 
all even powers reducible. We also prove that a matrix is a ZMA-, ZMO- or 
M M A-matrix under apparently weaker conditions. If A is a real matrix such 
that all sufficiently large powers of A are Z-matrices, then A is a Z M A-matrix 
if A2 is irreducible, A is a ZMO-matrix if A is irreducible and A2 is reducible, 
and A is an M M A-matrix if A is an irreducible Z-matrix and some odd power 
of A is an M-matrix. 

1. Introduction. A Z-matrix is a real n X n matrix with all its off-diagonal 
elements nonpositive. An M-matrix may be defined as a Z-matrix all of whose 
eigenvalues have nonnegative real parts. There is a voluminous literature on Z­
and M -matrices which, since such matrices are related to nonnegative matrices 
in an obvious manner, may be said to have originated even before the explicit 
definition of M-matrices by Ostrowski [7] and Z-matrices by Fiedler and Ptak [3]. 
For much information on Z- and M-matrices see Berman and Plemmons [1]. 

In this paper we shall investigate matrices whose powers are Z- or M-matrices, 
usually under some irreducibility condition. There is a surprisingly rich structure 
theory for such matrices. Before describing our principal results we shall give some 
definitions. By R (C) we denote the real (complex) numbers and by Rmn (cmn) 
the set of all m x n matrices with elements in R (C). From now on if we say a power 
of A we shall mean a positive power of A. By spec(A) we shall denote the set of 
(distinct) eigenvalues of A. We say that the matrix A is a direct sum of matrices B 
and C (A = B E9 C) where other authors might say that A is permutation similar 
to B E9 C (see the beginning of §4). 
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DEFINITIONS 1.1. Let A E Rnn. 

(i) We call A a ZM-matrix (MM-matrix) if all powers of A are Z-matrices 
(M -matrices) . 

(ii) We call A a ZM A-matrix (MMA-matrix) if A is a ZM-matrix (MM-matrix) 
and all powers of A are irreducible. 

(iii) We call A a ZMO-matrix if A is a ZM-matrix and all odd powers of A are 
irreducible, while all even powers of A are the direct sum of two or more matrices. 

(iv) We call A a ZME-matrixif A is either a ZMA-matrix or a ZMO-matrix. 
(v) We call A an eventual Z -matrix (eventual M -matrix) if for some positive k 

the matrix AT is a Z-matrix (M-matrix) whenever r ~ k. 
(vi) We call A essentially an M M A-matrix if there is an s E R for which A + sl 

is an M M A-matrix. 
Our definitions of ZMA-, ZMO-, and MMA-matrices are motivated by results 

showing that ZM-matrices satisfying apparently much weaker irreducibility condi­
tions belong to these classes. The strongest results of this type appear in §7 and 
depend on the structure theory developed in §6. 

We now summarize our principal results. In §2 we investigate Z-matrices A 
whose squares are also Z-matrices. We show that the graph of such a matrix is 
essentially transitive (Lemma 2.10) and it follows easily that if A is also irreducible, 
then the off-diagonal elements of A are negative (Corollary 2.14). We also charac­
terize those patterns S such that for all matrices A with pattern S both A and A2 
are Z-matrices. Furthermore, in this case A is a ZM-matrix (Theorem 2.18). 

In<>§3 we study an eventual Z-matrix A such that A is an irreducible Z-matrix. 
Our fundamental lemma shows that spec(A) is real. We put 

(1.2) spec(A) = {O:l, ... ,o:tl, 

and we show that all eigenvalues are nonnegative with the possible exception of 0:1 

which is a simple eigenvalue. Further, 

(1.3) 

We then turn to the study of the class of ZM-matrices A such that A is irreducible. 
We show that such an A is in fact a Z ME-matrix, and that A is a Z M A-matrix if 
and only if A2 is irreducible or the strict inequality holds in (1.3) (Corollary 3.8 and 
Theorem 3.6). Thus ZMO-matrices are characterized within the class considered 
by the reducibility of A2 or by the equality in (1.3), and MMA-matrices by the 
existence of an odd power of A which is an M -matrix or by 0 :::; 0:1 (Theorems 3.7 
and 3.9). 

In §4 we introdruce an operation called inflation which generalizes the Kronecker 
and Hadmard products of two matrices. Suppose there is a given partition of 
{1, ... , n} into m subsets. For C E cmm and U E cnn we define a matrix Cx xU E 
cnn relative to the given partition (Definition 4.1). If U belongs to a certain subset 
of the rank 1 partitioned matrices in Rnn (denoted here by U; see Definition 4.3), 
then the operation of inflation has simple properties. Let C E cnn and let U E U 
and suppose that 

(1.4) A = (C x xU) + (3G(U) = C x xU + (3G(U), 



MATRICES WHOSE POWERS ARE M-MATRICES OR Z-MATRICES ·345 

where G(U) is a certain idempotent associated with U E U. Then spec(A) = 
spec C U {,8}. Indeed, if the spectral decomposition of C (cf. [5, Vol. I, p. 104]) is 

(1.5) C = ('"nEl + Zt) + ... + htEt + Zt), 

where Ep is idempotent and Zp is nilpotent, p = 1, ... ,t, then for U E U and 
,8 tI. Spec(C) the spectral decomposition of A in (1.4) is given by 

(1.6) A = hlEl X xU + Zl X xU) + ... + htEt x xU + Zt X xU) + ,8G(U) 

(Lemma 4.19). 
In §5 we study completely reducible idempotent M -matrices G such that every 

irreducible component of G is singular (called a totally singular M -idempotent). We 
show that such an idempotent is of the form G(U), where U is a positive element of 
U defined above, and that U is unique under an appropriate normalization (Lemma 
5.5). 

Our main results are contained in §6. If A is a Z M A-matrix of order n, n > 
1, with spectral radius p(A), then there exist a unique partitioning of {1, ... ,n} 
into m subsets, 1 ~ m < n, a unique normalized positive U E U, and a unique 
ZMA-matrix C E Rmm whose spectral radius satisfies p(C) < p(A) such that 
A = C x xU + p(A)G(U) (Theorem 6.12). Thus the class of all ZMA-matrices of 
order n may be determined from the classes of Z M A-matrices of orders less than 
n. It follows (Theorem 6.18) that a ZMA-matrix may be constructed by inflation 
starting with a matrix 

(1. 7) 

of order 1, successively forming 

(1.8) p = 2, ... ,t, 

where Up is a matrix in U of appropriate dimension, and then setting 

(1.9) 

The matrices Cp, p = 1, ... , t, and normalized Up, p = 1, ... , t, obtained in this 
manner are unique. Conversely, a matrix A obtained by inflation in the above 
manner is a Z M A-matrix. We then deduce that the spectral decomposition of a 
ZM A-matrix A is of form 

(1.10) 

where the Ep , p = 1, ... , t, are themselves given by inflation in a simple manner 
(Corollary 6.25). As another application we deduce (Corollary 6.28) that any matrix 
B obtained from a ZM A-matrix A by replacing O:p by ,8p in (1.10), p = 1, ... , t, 
remains a ZM E-matrix provided the inequalities (1.2) and (1.3) are maintained. 

In §7 we show that a ZMA-matrix (ZMO-matrix) has unique rth root which 
is a ZMA-matrix (ZMO-matrix) provided r is an odd positive integer, and that 
an M M A-matrix has a unique rth root which is an M M A-matrix for all positive 
integers r (Theorem 7.1). We also show that if A is an eventual Z-matrix and some 
power of A is irreducible, then A is a ZME-matrix (Theorem 7.7). Therefore A is a 
ZMA-matrix if A is an eventual Z-matrix and an even power of A is an irreducible 
Z-matrix. 
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In §8 we show that eA is an M M A-matrix if A is essentially an M M A-matrix. 
Further, if eA is an M M A-matrix, then A is essentially an M M A-matrix if and only 
if spec(A) is real (Theorem 8.7). We also show that the semigroup {e sA ; s > O} 
consists entirely of M M A-matrices if and only if A is essentially an M M A-matrix 
(Theorem 8.9). 

In §9 we show that if A is a symmetric ZMA-matrix, then all the matrices which 
occur in the inflation process (1.7)-(1.9) are symmetric and that every ZM A-matrix 
is positively diagonally similar to a symmetric ZMA-matrix (Theorems 9.2 and 
9.6). 

It may be remarked that most of our results on ZMA-matrices (and in particular, 
our main theorems in §6) have analogues for ZMO-matrices which are often not 
stated. This is a consequence of the result (Lemma 3.10) that A is a ZME-matrix 
if and only if A + d is a ZM A-matrix for all positive 6. 

We also remark that it is easy to find an example of a ZM-matrix none of whose 
powers is irreducible, e.g. Example 5.7. We have not investigated the theory of 
ZM-matrices without an irreducibility condition except for our results in §2. It 
is clear that many of our results will not hold in this more general context. For 
example, compare the obvious result that every nilpotent matrix is an eventual 
Z-matrix with the last theorem quoted above from §7. 

We end this introduction with a natural problem; Characterize the ZMA­
matrices and MMA-matrices of order n without reference to ZMA-matrices of 
smaller order. In view of the results of §9 it is sufficient to characterize symmetric 
Z M A-" and M M A-matrices. 

2. Z-matrices whose squares are Z-matrices. 
DEFINITIONS 2.1. Let A E Rnn. 
(i) The (directed) graph f(A) of A has {1, ... ,n} as its vertex set and (i,j) is an 

arc of f(A) if aij i= O. An arc (i,j) of f(A) is normally denoted by i -+ j. 
(ii) A path from i to J' in A of length m is a sequence of arcs (io, it), ... , (irn-I, im ) 

in f(A) with i = io and j = i m . We normally denote this path by io -+ i 1 -+ ... -+ 

~m' 

(iii) The path io -+ i 1 -+ ... -+ im is called a simple path if, for l > k, ik = il 
implies k = 0 and l = m. 

(iv) The path io -+ i 1 -+ ... -+ im is called a circuit if it is simple and io = im . 

Usually we refer to an arc (path) of f(A) as an arc (path) in A. If there is a 
path from i to J' in A, then there exists a simple path from i to J' in A. 

DEFINITIONS 2.2. Let A E Rnn. 
(i) We call A essentially graph transitive if, for every path i -+ j -+ k with i i= k 

in A, it follows that i -+ k in A. 
(ii) We call A graph transitive if i -+ j -+ k in A implies that i -+ k in A. 
(iii) We call A essentially full if i -+ j in A (viz. aij i= 0) whenever i i= j, 

i,j = 1, ... ,no 
(iv) We call A full if i -+ J' in A (viz. a'ij i= 0), i, j = i, ... ,n. 
(v) (As usual) we call A irreducible if there is a path in A from i to J' for every 

i,j, i,J'= 1, ... ,n. 
(vi) We call A completely reducible if there is a path in A from j to i whenever 

there is a path in A from i to y'. 
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It is clear that A is essentially graph transitive if and only if for every simple 
path i ---'; J. ---'; k with i #- k it follows that i ---'; k. Observe that every matrix in R 11 

and R 22 is essentially graph transitive and that every matrix in R 11 is essentially 
full. Note that an irreducible matrix is completely reducible, and that (as is easily 
proved and well known) a completely reducible matrix is a direct sum of irreducible 
matrices. 

LEMMA 2.3. Let A E Rnn, and suppose that A is essentially graph transitive 
and i #- J, 1 ~ i, J ~ n. If there exists a simple path from i to J in A of length m, 
then there exists a simple path from i to j of length r for all r, 1 ~ r ~ m. 

PROOF. Easy. 0 

LEMMA 2.4. Let A E Rnn be irreducible. 
(i) The matrix A is essentially full if and only if it is essentially graph transitive. 
(ii) If n > 1, then A is full if and only if it is graph transitive. 

PROOF. (i) If A is essentially full, then it is evidently essentially graph transitive. 
To prove the converse, suppose that A is essentially graph transitive. Let i #- J., 
1 ~ i, J. ~ n. Since A is irreducible, there exists a simple path from i to J. in A. 
Hence, by Lemma 2.3, there exists a path of length 1 from i to J, viz. aij #- O. 

(ii) The proof is similar. 0 

LEMMA 2.5. Let A E R nn and suppose that A and A 2 are Z -matrices. Let 
i #- k, L~ i, k ~ n. Then 

(2.6) 

and 

(2.7) 

if there exists a simple path i ---'; J. ---'; k in A. 

PROOF. Note that the element of A2 in position (i, k) is given by 

(2.8) 

where 

(2.9) S = L aihahk· 

h-li,hf-k 

Since every term of the last sum is nonnegative we have S ~ O. But a~~) is 
nonpositive and (2.6) now follows from (2.8). 

If i ---'; j ---'; k, then one term of the sum in (2.9) is positive. Hence S > 0 in 
(2.9), and (2.7) follows from (2.8). 0 

LEMMA 2. 10. Let A E R nn and suppose that A and A 2 are Z -matrices. Then 
(i) A is essentially graph transitive. 
(ii) If there is a path from i to k in A, i #- k, then 

(2.11) 

(2.12) 

aik < 0, 

(aii + akk) ~ 0, 
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and 

(2.13) 

only if i -+ k is the unique simple path from i to k in A. 

PROOF. (i) Let i -+ J. -+ k be a simple path in A. Then aik =f. ° by (2.7) in 
Lemma 2.5, and (i) is proved. 

(ii) By Lemma 2.3 and part (i) either there exists a simple path i -+ j -+ k in A 
or i -+ k is the unique simple path from i to k in A. The results (2.12) and (2.13) 
follow from (2.6), (2.7), and the nonpositivity of aik. D 

COROLLARY 2.14. Let A E Rnn and suppose that A and A2 are Z-matrices, 
where A is irreducible. Then 

(i) A is essentially full. 
(ii) If n = 2, then A has at most one negative diagonal element and (if it exists) 

its absolute value is less than or equal to the other diagonal element. 
(iii) If n > 2, then A has at most one nonpositive diagonal element and (if it 

exists) its absolute value is less than any other diagonal element. 

PROOF. (i) follows from Lemmas 2.1O(i) and 2.4. 
(ii) If n = 2, then by irreducibility 1 -+ 2 and the assertions follow from (2.12). 
(iii) If n > 2, then by (i), there is a simple path of length 2 from i to k in A for 

all i, k,"i =f. k, 1 :::; i, k :::; n. Hence, by (2.12) and (2.13), aii + akk > ° and the 
assertions follow. D 

To illustrate the various possibilities which may arise in Corollary 2.4 we give 
three examples of irreducible Z-matrices whose squares are also Z-matrices. 

[ ° -1] [2 -4] 
A= -1 0' B= -2 -1 ' c = [ =! -~ = ~l. 

-6 -2 3 

In fact, the matrices A and C are examples of ZMO-matrices and B is a ZMA­
matrix. The matrix A above shows that we cannot improve "negative" to "non­
positive" in part (ii) of Corollary 2.14. 

DEFINITION 2.15. (i) A pattern matrix S is an n x n matrix with each entry in 
{-1, 0, 1}. 

(ii) For a pattern matrix S we define the subset IT(S) of Rnn by A E IT(S) if 
aij > 0, aij = 0, aij < ° according as Sij = 1, Sij = 0, Sij = -1, i,j = 1, ... ,no 

DEFINITION 2.16. Let A E Rnn and let io -+ ... -+ im be a path in A. This 
path is said to be a positive (negative) path if aij is positive (negative) for each arc 
i -+ J. of the path. 

LEMMA 2.17. Let A E Rnn and suppose that every simple path in A of length 
2 is a circuit. Then every path in A contains at most two distinct vertices. 

PROOF. Without loss of generality, we prove the result for a path io -+ ... -+ im 
in A, where ik =f. ik+l, k = 0, ... ,m - 1. Then i k -+ ik+l -+ ik+2 is a simple path 
and hence ik+2 = ik, k = 0, ... , m - 2. Thus io = i2 = ... and i1 = i3 = . . .. D 
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THEOREM 2. 18. Let S E R nn be a pattern matrix. Then the following are 
equivalent. 

(i) Every positive path in S of length 1 is closed and every negative path in S of 
length 2 is closed. 

(ii) For all A E II(S), the matrix A is a ZM-matrix. 
(iii) For all A E II(S), the matrices A and A2 are Z-matrices. 

PROOF. (i)*(ii). From the first part of (i) it follows that every path i -+ j in 
A with i "# j is negative. Hence every simple path i -+ J' -+ k in A is negative and 
so, by the second part of (i), it is a circuit. 

Let m be a positive integer and let i "# J', 1 :::; i,y' :::; n. We observe that 

(2.19) 
1:::;i1 , .. "irn - 1 :Sn 

Since every simple path in A of length 2 is a circuit, it follows from (2.19) and 
Lemma 2.17 that 

(2.20) 
O:Sml,m2,m3 

ml +2m2+m3+1=m 

Suppose a~j) "# O. Then, by (2.20), aij "# O. Hence aij < O. Further aji :::; 0 and 
so aijaji ~ O. Also aii ~ 0, for otherwise i -+ i -+ J' is a negative path contrary 

to (i). Si:rp.ilarly ajj ~ O. It now follows from (2.20) that a~j) < O. Thus Am is a 
Z-matrix. 

(ii)*(iii) is trivial. 
(iii)*(i). Since A is a Z-matrix, clearly every positive path in A of length 1 is 

closed. Suppose there exists a negative path g -+ h -+ k such that g "# k. Define 
an n x n matrix A by 

(2.21) a .. _{-n if (i,j) = (g,h) or (h,k), 
tJ - Sij otherwise. 

Then A E II(S). If h tI- {g,k}, then lagjajkl :::; 1 for J'"# h. Hence it follows from 
(2.21) that 

(2.22) a~i) = L agjajk ~ n 2 - (n - 1) = (n - 1)2 + n > O. 
l~j~n 

If h = g, then, since (g,h)"# (h,k), aggagk = n 2 , lagkakkl:::; n, and lagjajkl:::; 1 for 
j tI- {g, k}. Hence, 

(2.23) 

Similarly if h = k we again obtain (2.23). Thus in every case a~i) > 0, which is a 
contradiction since A2 is a Z-matrix. 0 

REMARK 2.24. Condition (i) of Theorem 2.18 has the following matrix theoretic 
interpretation: After permutation similarity the pattern matrix S is a direct sum 
of matrices of the following three types: 

(a) 1 x 1 matrices, 
(b) 2 x 2 matrices with nonnegative diagonal elements and negative off-diagonal 

elements, 
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( c) matrices of the type 

T = [T~l ~~~ 1 ' 
where Tn and T22 are nonnegative diagonal matrices, and T12 is nonpositive. 

3. ZMA-, ZMO-, and ZME-matrices. Let A E Rnn be a Z-matrix. Then 
A has an eigenvalue Il(A) for which Il(A) < Re 0: for every eigenvalue 0: of A, 
0: =I- Il(A), and some associated eigenvector is nonnegative. We shall call1l(A) the 
minimal eigenvalue of A. If A is irreducible, then Il(A) is a simple eigenvalue, viz. 
a simple zero of the characteristic polynomial of A and its associated eigenvector 
may be chosen positive, e.g. [1, Theorem 4.16, p. 156]. 

By considering the Jordan canonical form of A E cnn (or the spectral decompo­
sition (1.5)) it is easy to prove the following result: Let o:P be a simple eigenvalue 
of AP, p ~ 1. Let x be the eigenvector of AP belonging to o:P (which is unique up 
to a scalar multiple). Then 0: is a simple eigenvalue of A with eigenvector x. 

LEMMA 3.1. Let A E Rnn be an eventual Z -matrix and suppose that some 
power of A is an irreducible Z -matrix. Then 

(i) All eigenvalues of A are real. 
(iii) Ifspec(A) is given by (1.2), then 0:1 is a simple eigenvalue of A, its associated 

projection is positive, and 

(3.2) p = 2, ... ,t. 

(Thus" O:p > 0, p = 2, ... , t.) 

PROOF. By assumption there is a p, p ~ 1, for which AP is an irreducible Z­
matrix. Suppose 0: is an eigenvalue of A such that o:P is the minimal eigenvalue 
Il(AP) of AP. Since o:P is a simple eigenvalue of AP and its associated eigenvector 
x is positive, it follows from the remark preceding this lemma that 0: is a simple 
eigenvalue of A with associated eigenvector x. 

Now suppose that AT is a Z-matrix for all r ~ k and let r ~ k. Then AT is a 
Z-matrix and hence its minimal eigenvalue Il(AT) has a nonnegative associated row 
eigenvector yT. Thus 

o:T yT x = yT AT X = Il(AT)yT x, r ~ k, 

and, since yT x =I- 0, it follows that 

(3.3) r ~ k. 

Thus o:T is real for all positive integers r ~ k, and it follows that 0: is real. 
Let (3 be an eigenvalue of A. By (3.3) we have 

(3.4) Re((3T) ~ o:T, r ~ k. 

Since this holds for all r ~ k and o:T > 0 when r is even, it follows that (32 is 
nonnegative. Hence (3 is real which proves (i). Thus (3.4) becomes 

(3.5) W ~ o:T, r ~ k. 

We now consider (3.5) for an odd and an even r and obtain respectively (3 ~ 0: and 
(32 ~ 0:2, which proves (3 ~ 10:1. Thus spec(A) satisfies (3.2) with 0: = 0:1 a simple 
eigenvalue. 
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We must still show that the projection E associated with a is positive. We have 
shown that the column eigenvector x corresponding to a is positive. Similarly the 
row eigenvector u corresponding to a is positive. But E = xuT juT x and (ii) is 
proved. 0 

When A E Rnn is an eventual Z-matrix and some power of A is an irreducible 
Z-matrix, we shall assume that spec(A) is given by (1.2). We now consider ZM­
matrices. In §7 we shall return to eventual Z-matrices. 

THEOREM 3.6. Let A E Rnn be a ZM-matrix. Then the following are equiva-
lent. 

(i) A is irreducible and -a2 < a1' 
(ii) A is a ZMA-matrix. 
(iii) A2 is irreducible. 

PROOF. (i)*(ii). By Lemma 3.1(ii), a1 = J.l(A) is a simple eigenvalue of the Z­
matrix A and its associated row and column eigenvectors are positive. If -a2 < a1, 
then J.l(AT) = al is a simple eigenvalue of AT with positive associated eigenvectors 
and hence [1, Theorem 3.14, p. 41] AT is irreducible, r = 1,2, . ... This proves (ii). 

(ii)*(iii) is trivial. 
(iii)*(i). Suppose A2 is irreducible. Then J.l(A2) = at is a simple eigenvalue of 

A2 and hence a2 =I- -a1. We deduce (i) from (3.2). 0 

THEOREM 3.7. Let A E R nn be a Z M -matrix. Then the following are equiva­
lent. .. 

(i) A is irreducible and -a2 = a1. 
(ii) A is a ZMO-matrix. 
(iii) A is irreducible and A2 is reducible. 

PROOF. (i)*(ii). If (i) holds, then J.l(AT) = al is a simple or multiple eigenvalue 
of AT according as r is odd or even. Since, by Lemma 3.1(ii), al has associated 
with it positive row and column eigenvectors, the complete reducibility of A for all 
positives follows from [1, Theorem 3.14, p. 41]. This proves (ii). 

(ii)*(iii) is trivial. 
(iii)*(i) follows immediately by (i)*(ii) of Theorem 3.6 and Lemma 3.1. 0 

COROLLARY 3.8. Let A E Rnn be a ZM-matrix. Then the following are equiv-
alent. 

(i) A is irreducible. 
(ii) A is a ZME-matrix. 
(iii) All odd powers of A are irreducible. 

We now easily obtain the following result on M M A-matrices. 

THEOREM 3.9. Let A E R nn be a Z M -matrix. Then the following are equiva-
lent. 

(i) A is irreducible and a1 ;::: O. 
(ii) A is an MMA-matrix. 
(iii) A is irreducible and there is an odd power of A which is an M -matrix. 

PROOF. (i)*(ii). By Theorem 3.6 the matrix A is a ZMA-matrix since -a2 < 
a1. But J.l(AT) = a1 ;::: 0, r = 1,2, ... , and (ii) follows. 
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(ii)::::;.(iii) is trivial. 
(iii)::::;. (i). Since A is irreducible we may write spec(A) in form (1.2) by Lemma 

3.1. If AT is an M-matrix, then 0:'1 ~ O. Since r may be chosen odd it follows that 
0:1 ~ O. 0 

LEMMA 3. 10. Let A E R nn be a Z M -matrix. Then A is a Z ME-matrix if 
and only if A + cI is a ZMA-matrix for all positive c. 

PROOF. Suppose A is a ZME-matrix and let c > O. Let r be a positive integer. 
Then (A + cIy is a positive linear combination of I, A, ... , AT and hence (A + cIt 
is a Z-matrix. Since A is irreducible, (A + cIt is irreducible and therefore A + cI is 
a Z M A-matrix. Conversely, suppose A + cI is a Z M A-matrix for all c > O. Since 
A+cI is irreducible, so is A, and AT = limc->o(A+cIy is a Z-matrix, r = 1,2, .... 
Hence by Corollary 3.8 the matrix A is a ZME-matrix. 0 

4. The operation of inflation. Our notation will not distinguish between a 
subset of {1, ... ,n} and its cardinality. An unordered partition {n1' ... ,nm } of n 
(viz. {1, ... , n} ) into m subsets will be called an m-partition of n. By C( n1, ... , nm ), 
we denote the set of all n X n complex matrices with the partition induced by 
{n1,'" ,nm }, viz. Aij is the submatrix of A E c nn whose rows are indexed by 
ni and whose columns are indexed by nj. We shall write AiJ· E cninj. Given 
an underlying partition m-partition of n we shall also write Xi E Cni for a vector 
whose elements are indexed by ni. When displaying matrices it may be convenient 
to assume that the sets ni consist of consecutive integers. Similar notations will be 
used for Rnn. 

Clearly G E cnn is reducible if for some 2-partition of n we have G 12 = 0, 
and completely reducible if, for some m-partition, the matrix G is a direct sum of 
irreducible Gii , 

G = Gu EB··· EB Gmm , 

viz. Gii is irreducible and Gij = 0 if i i=- j, i, j = 1, ... ,m. We call {n1' ... ,nm } the 
partition that reduces G and we call m the reducibility of G and write red( G) = m. 
Note that a completely reducible matrix is irreducible if and only if red(G) = 1. 
We now define an operation which associates an n X n matrix denoted by C X x U 
with an m X m matrix C, and an n X n matrix U with a given m-partition. 

DEFINITION 4.1. Let {nb ... ,nm } be an m-partition ofn, U E C(n1,' .. ,nm ), 
and C E cmm . Then the inflation matrix of C with respect to U (relative to 
{n1,' .. ,nm }) is defined by 

[ 
Cu ~u 

CxxU= . 

Cm1Um1 

C1m U1m 1 
cmm~mm 

Note that the notation C X X U does not make explicit the m-partitioning 
involved. Also note that C E Rmm and U E R(n1, ... , nm) implies that C X X U E 

Rnn. Let n = rm, wherer is a positive integer, and let ni = r, i = 1, ... ,m. If 
Uij = V, i,j = 1, ... , r, then C X X U = C X V, the Kronecker product of C and 
V. Thus our operation of inflation is a generalization of the Kronecker product. 
We shall use the inflation operation C X X U is some cases when U = In, the n X n 
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identity, and, most frequently, when U belongs to a certain subset of the rank 1 
matrices, which we now define. 

DEFINITION 4.3. Let {ni, ... , n m } be an m-partition of n. We define the subset 
U(ni, ... , n m ) of e(ni,"" n m ) by U E U(ni"'" n m ) if 

( 4.4) 

and 

rank Uii = 1 and Uii is irreducible, i = 1, ... ,m, 

(4.5) UijUjk = Uik, i,j, k = 1, ... , m. 

Equivalently, U E e nn belongs to U (ni, ... , n m ) if and only if there exist Ui, Vi E 
en, such that Ui, Vi have no zero components and 

(4.6) (vifui = 1, i = 1, ... ,m, 
(4.7) UiJ" = ui(vjf, i,j = 1, ... , m. 

Note that Uii is idempotent and hence trace Uii = rank Uii = 1. The following 
properties are easily proved for U E U(ni"'" n m ). 

(4.8) (aC) X X U = a(C X xU), 

(4.9) (C + D) X X U = (C X X U) + (D X xU), 
(4.10) (CD X X U) = (C X X U)(D X xU), 

where C, D E emm . 

If m = n, then UiJ" = 1 E e l1 , i,j = 1, ... , n, and hence C X X U = C. (Usually 
n > m.) Wi~h every matrix U E U (ni , ... , n m ) we associate a matrix 

(4.11) 

Thus 

(4.12) 

where 

(4.13) 

and hence 

(4.14) 

G = Gl1 EB ... EB Gmm , 

i = 1, ... ,m, 

i = 1, ... ,m. 

Conversely given G E enn satisfying (4.12)-(4.14) with Uii an irreducible rank 
1 matrix we can find Ui,Vi, i = 1, ... ,m, satisfying (4.6) and hence construct a 
U E U(ni, ... ,nm ) to which G corresponds, viz. G = G(U). However, U is not 
unique. Thus we call U E U (ni, ... , n m ) normalized if in (4.6) we have 

(4.15) i = 1, ... ,m, 
where II II is the Euclidean norm of appropriate dimension. We then have unique­
ness: 

LEMMA 4.16. Let {ni'"'' n m } and {n~, ... , n~/} be m- and m'-partitions of 
n respectively and let U E U (ni, ... , n m ) and U' E U (n~, ... , n~/) be normalized. If 
G = G(U) = G(U') is given by (4.11)' then m = m', {ni, ... , n m } = {n~, ... , n~}, 
and U = U'. 

PROOF. Let Gii be given by (4.13), i = 1, ... , m. By (4.12), since Gii is 
irreducible, Gii = I - Uii , after renumbering the sets of one of the partitions, 
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i = 1, ... , m. Thus we have m = m' and the identity of the two partitions. By 
(4.15), Uii determines Ui,Vi uniquely and hence U = U'. 0 

In the rest of this section we assume that {nl,"" nm } is an m-partition of n. 

LEMMA 4.17. LetCEemm andletUEU(nl, ... ,nm). Then 

rank( C x x U) = rank C. 

PROOF. For x E em and xT = (Xl"'" xm) define cp(x) E en by 

cp(x)T = (X1Uf, ... ,XmU;;,), 

where Uij = UiVJ, i, J = 1, ... , m. It is easy to check that cp is a linear map 
of em into en which is 1-1 since cp(x) = 0 implies that X = O. We claim that 
cp(RangeC) = Range(C x x U). Suppose first that Z E RangeC, say z = Cx, 
where X E em. Direct computation shows that (C x x U)cp(x) = cp(Cx) = cp(z). 
Hence cp(RangeC) <:;:: Range(C x x U). Next let y E Range(C x x U), say y = 
(C x x U)w, where wEen. Partition w conformably with U and define W E em 
by Wi = V'[Wi, i = 1, ... ,m. Then y = (C x x U)w = cp(Cw). This shows that 
Range ( C x x U) <:;:: cp(Range U), and our claim is proved. We now deduce the lemma 
from the result that cp is an isomorphism of Range C onto Range( C x x U). 0 

For C E emm write the spectral decomposition as 

(4.18) 
p=l 

(cf. Gantmacher [5, Vol. I, p. 104]). The spectral radius of C will be denoted by 
p(C), viz. p(C) = maxhl: IE spec(C)}. 

LEMMA 4. 19. Let the spectral decomposition of C E e mm be given by (4.18) 
and let U E U (nl' ... ,nm)' Suppose that 

(4.20) A = ,BG(U) + C x x U. 

Then 
t 

(4.21) A = L:hp(Ep x x U) + (Zp x xU)) + ,BG(U). 
p=l 

Further, if n > m and ,B ~ Spec(C), then the spectral decomposition of A is given 
by (4.21). 

PROOF. We use (4.8)-(4.10) to ~st-ablish (4.21) and to verify that G(U), Ep x xU, 
Zp x x U satisfy the conditions of a spectral decomposition in the case that 
n > m and ,B ~ Spec(C). Then ni > 1 for some i, 1 ::; i ::; m, and we have 
In - G(U) = 1m X X U =I- I. Thus G(U) =I- O. 0 

COROLLARY 4.22. Suppose A is given by (4.20). Then Spec(A) = Spec(C) U 
{,B} and the multiplicity of each eigenvalue 0: of A, 0: =I- ,B, equals the multiplicity 
of 0: in Cj , while the multiplicity of,B as an eigenvalue of A equals n - m plus the 
multiplicity of ,B as an eigenvalue of C. 

PROOF. Use Lemmas 4.17 and 4.19. 0 
REMARK. If,B E Spec(C) (in which case Spec(A) = Spec(C)), then the spectral 

decomposition of A is obtained by adding G(U) to one of the Ep x x U, 1 ::; p ::; t. 
If m = n, G(U) = 0 and A = C. 
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LEMMA 4.23. LetUEU(nl, ... ,nm ) andletG=G(U). LetBECnn . Then 
BG = 0 = G B if and only if B = C x x U for some C E cmm . 

PROOF. We let UiJ' = UiVJ, i,j = 1, ... ,m, and we partition B conformably 
with U. Then BG = 0 = GB is equivalent to BiJ·Gjj = 0 and GiiBij = 0, 
i, j = 1, ... ,m, and hence, since nullity ( Gti ) = 1, i = 1, ... ,m, also equivalent to 
Bij = CijUiVJ = CijUiJ" D 

5. The structure of completely reducible M-idempotents. In view of 
their importance to our results, we now describe the structure of completely re­
ducible idempotent M-matrices. An idempotent M-matrix will be called an M­
idempotent. We call an M -idempotent totally singular if it is completely reducible 
and each irreducible component is singular. A matrix A is nonnegative (A 2: 0) if 
all its entries are nonnegative and positive (A > 0) if all its entries are positive. 

LEMMA 5. 1. Let G ben an n x n nonsingular irreducible M -idempotent. Then 
n=1andG=[1]. 

PROOF. A nonsingular idempotent is the identity which is irreducible only if it 
is1x1. D 

LEMMA 5.2. Let G E Rnn. Then G is a singular irreducible M-idempotent if 
and only if 

(5.3) G =1 -U, 

and 

(5.4) U > 0, U2 = U, rank U = 1. 

PROOF. If G is of the given form, then G is an irreducible M-matrix and 
G2 = G, since U2 = U. Conversely, let G be an irreducible singular M-matrix. 
Then rank G = n - 1 and hence, since G is idempotent, G = I - uvT where Gu = 0 
and vTG = O. But since G is an irreducible M-matrix, U > 0 and v > O. Hence 
U = uvT > O. D 

In particular, if G is a 1 x 1 singular M-idempotent, then G = O. 

LEMMA 5.5. Let G E R nn . If G is a totally singular M -idempotent with 
red( G) = m, then there is a unique m-partition {nl,' .. , nm } of n and a unique 
normalized positive U E U(nl,'" ,nm ) such that G = G(U), viz. G and U satisfy 
(4.11)-(4.14). The converse also holds. 

PROOF. Let {nl, ... ,nm } be the m-partition of n which reduces G. It is im­
mediate by Lemma 5.2 that we may choose positive Uii, i = 1, ... , m, to satisfy 
(4.11)-(4.13). We then express each Uii as Ui(Vi)T so that (4.14) holds. Then 
G = G(U) and U is a normalized positive element of U(nl, ... , nm ). The unique­
ness of the partition and of U follows from Lemma 4.16. 

To prove the converse, let {nl,"" nm } be an m-partition of n and let U be 
a normalized positive matrix in U(nl,"" nm ). Then it is clear that G = G(U) 
is an M-matrix and theidempotence and the total singularity of G follow from 
(4.11)-(4.13). D 
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COROLLARY 5.6. If G is a totally singular M -idempotent, then the nullity of 
G is red(G). 

PROOF. Let red(G) = m. By Lemma 5.5, G is the direct sum of m irreducible 
singular M-matrices and the nullity of each of these is 1. 0 

EXAMPLE 5.7. An example of an M-idempotent which is not completely re-
ducible is 

6. The structure of ZMA-matrices. We now come to our main results on 
the structure of ZM A-matrices. In view of Lemma 3.10 similar results then follow 
for ZMO-matrices. 

Let A E Rnn be a ZMA-matrix. By Lemma 3.1 and Theorem 3.6 we shall write 
the distinct eigenvalues of A as 

(6.1) 

where 

(6.2) 

and the spectral decomposition of A as 

t 

(6.3) A = 2OO)apEp + Zp). 
p=l 

LEMMA 6.4. Let A be a ZMA-matrix. 
(i) If n = 1, then t = 1 in (6.1). 
(ii) If n > 1, then t > 1 in (6.1) and p(A) > o. 
PROOF. Assertion (i) is trivial and (ii) follows from the result that the minimal 

eigenvalue al of an irreducible Z-matrix is simple. 0 
We now exploit three basic results to obtain information about the spectral 

decomposition (6.3). First, if r is sufficiently large, then 

AT = ~ (aT E + (r) a T - 1 Z + ... + ( r ) aT-v(p)+l ZV(P)-l) L..J p p 1 p p v(p) - 1 p p , 
p=l 

where v(p) is the index of the eigenvalue a p of A, i.e. the dimension of the largest 
Jordan block associated with a p • It follows that since p = p(A) = at > lapl, 
p = 1, ... , t -1, 

(6.6) lim (AT / pT rv(t)-l) = Z:(t)-l 
T-->OO 

(as is well known) and we use the convention that Et replaces (ZdO if v(t) = 1 (or 
equivalently Zt = 0). Second, we note that El is a positive (rank 1) matrix, since 
A is an irreducible Z-matrix. Third, it follows from the usual Frobenius normal 
form of a Z-matrix that a nilpotent Z-matrix is nonpositive. 
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LEMMA 6.7. Let A E R nn be a Z M A -matrix. Then the spectral radius of A is 
simple geometrically, viz. Zt = 0 in (6.3). 

PROOF. If n = 1 the result is trivial. Let n > 1. Then by Lemma 6.4, 
p(A) = p > O. Suppose to the contrary that the index of p is a positive integer 
v > 1. Then, since A is ZMA-matrix it follows from (6.6) that Z = Zr- l is a 
nonzero nilpotent Z-matrix and so Z ::; O. But E1Z = 0 and since El > 0 we now 
obtain that Z = O. But this is a contradiction. D 

We shall require the next lemma which is independent of preceding results. 

LEMMA 6.8. Let A E Rnn be a ZM-matrix. Then 

(6.9) i = 1, ... ,no 

PROOF. If A is nilpotent, then, as is well known, A is a permutation similar to 
a strictly upper triangular matrix. Hence (6.9) holds in this case. 

So suppose that A is nonnilpotent. Assume that (6.9) does not hold, say lahhl > 
p(A), where 1 ::; h ::; n. Let B = Allahhl. Then p(B) < 1. Hence limr--->oo B r = O. 
On the other hand, since B is a ZM-matrix we have 

b~~ 2 (bhh)2 2 1, 

and so by induction 

bt~ 2 (bhht 2 1, r = 2k, k = 1,2, .... 

But this is a contradiction. D 
An example of an irreducible M-matrix H (with positive spectrum) for which 

maxhii -> p(H) is given by 

H = [ ~ - ~ - ~l' 
-1 -1 2 

Here spec(H) = {.885,3.254,4.861} to an accuracy of 3 places of decimals. It is 
easily seen that H2 is not a Z-matrix. 

LEMMA 6.10. Let A E Rnn be a ZMA-matrix. 
(i) If n = 1, then the projection E t associated with p(A) is 1 E Rll. 
(ii) If n > 1, then E t is a totally singular M -idempotent and 1 ::; red(Et ) < n. 

PROOF. (i) This is obvious. 
(ii) In view of Lemma 6.4, it follows from (6.6) that 

(6.11) lim (AI p(An = Et . 
r--->oo 

Hence Et is a Z-matrix being a limit of Z-matrices. But an idempotent matrix has 
nonnegative eigenvalues and hence Et is an M-idempotent. 

We now prove the total singularity of Et . Note that F = 1- E t 2 0 since, 
by Lemma 6.8, the diagonal elements of E t are majorized by 1. Further E t i=- 1, 
since t > 1 by Lemma 6.4. Thus F is a nonzero nonnegative idempotent. Since 
E1Et = 0 = EtEl we also have ElF = El = F El and it follows by [1, Theorem 
3.14, p. 41], that F is completely reducible and that the maximal eigenvalue of each 
irreducible block of F is the Perron-Frobenius root of F, which is 1. But this yields 
the total singularity of Et . Finally, since Et i=- 0, it follows from Corollary 5.6 that 
red(Et ) < n. D ' 
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THEOREM 6.12. Let A E Rnn, where n > 1. 
(i) Let A be a ZM A-matrix with spectral radius p. Let C = Et and let m = 

red( C). If {nl, ... , n m } is the m-partition of n which reduces C, then there exists a 
unique normalized positive U E U(nl"'" n m ) and a unique ZPA-matrix C E cmm 

such that C = C(U) and 

(6.13) A= C x xU +pC. 

Further, 

(6.14) spec(C) = spec(A) \ {pl. 

(ii) Conversely, let m < n and let {nl, ... , n m } be an m-partition of n. Let U be 
a positive element of U (nl, ... , n m ). Let C = C(U) and let C be a Z M A-matrix in 
Rmm such that p(C) < p. If A E Rnn satisfies (6.13), then A is a ZMA-matrix, 
peA) = p, {nl, ... ,nm } is the m-partition which reduces C, and C = Et . 

REMARK. If C is irreducible (red(C) = 1), then (6.13) and (6.14) become 
A = aU + pC, where U = 1- C is a positive rank 1, n x n matrix and -p< a < p. 

PROOF. (i) By Lemma 6.10, C = Et is a totally singular M-idempotent and 
m = red(C) < n. Hence if {nl"'" nm } is the m-partition of n which reduces C, 
by Lemma 5.5 there is a unique normalized positive U E U(nl, ... , nm ) such that 
C = C(U). Let B = A - pC. Then BC = 0 = CB and hence, by Lemma 4.23, 
B = Q x x U where C E Rmm and (6.14) now follows from Corollary 4.22. 

We now show that C is a ZMA-matrix. Let i #- j, 1:::; i,j:::; m. Since Cij = 0 
and since by Corollary 2.14 the ZMA-matrix A is essentially full, it follows that 

(6.15) 

But Uij > 0 and hence CiJ" < O. Thus C is an essentially full (hence irreducible) 
Z-matrix. 

Finally, for the proof of (i), observe that it follows from Lemma 4.23 and (4.10) 
that 

(6.16) 

The argument of the previous paragraph now shows that cr is an irreducible Z­
matrix. Hence C is a ZMA-matrix. 

(ii) Under the conditions of (ii) we again obtain (6.16). Since p(C x x U) < 
P E spec(A) it follows that C = limr---;oo(Ajpy. Hence, by (6.11), we deduce that 
C=Et . 

To prove that A is a ZMA-matrix we note that (6.13) implies that Aij = CijUij 
for i #- j. Since C is an essentially full Z-matrix, we have Cij < 0 and, by assump­
tion, Uij > 0, i #- j. Hence AiJ" < 0, i #- j. Next we have 

(6.17) 

By Lemma 6.8, Cii :::; p( C) < p, and hence A is an essentially full Z-matrix. A 
similar argument using (6.16) in place of (6.13) shows that all powers of A are 
essentially full Z-matrices. Hence A is a ZM A-matrix. 0 
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THEOREM 6.18 (INFLATION THEOREM). Let A E Rnn and let ap E R, 
p = 1, ... ,t, satisfy (6.1) and (6.2). 

(i) If A is a ZMA-matrix with spec{A) = {al,"" at}, then there exist uniquely 
(a) a sequence of integers np, p = 1, ... , t, for which 

(6.19) 1 = nl < ... < nt = n, 

(b) a sequence of np_l-partitions of np, p = 2, ... , t, 

(6.20) 

(c) a sequence of normalized positive Up E U{nf, ... , m~p_J, p = 2, ... , t, 
(d) a sequence of ZMA-matrices Cp E cnpnp , p = 1, ... , t, such that 

(6.21) Cl =alERll ; 

(6.22) Cp = Cp - l X X Up + apG(Up), p = 2, ... ,t, 

and 

(6.23) 

(ii) Conversely, if (a )-( d) hold, then A is a Z M A -matrix and spec( A) = {aI, ... , 
at}. 

PROOF. (i) The proof is by induction on t. If t = 1, then n = 1 by Lemma 
6.4 and A = Cl is given by (6.21) and (6.23), and uniqueness is clear. Let t > 1 
and suppose the result holds for all ZMA-matrices with fewer than t pairwise 
distinct eigenvalues. By Lemma 6.4, n > 1 and by Theorem 6.12 there is a unique 
nt-l < nt = n, a unique nt-I-partition {~lt), ... , m~L 1} of n, and a unique 
normalized U E U(mit), ... ,m~L) such that A = Ct- l X X Ut + atG(Ut}. By 
Corollary 4.22, Spec(Ct-t) = {al,"" at-I}. Hence the inductive assumption 
applies and the result follows. 

(ii) The converse result follows from (ii) of Theorem 6.12 by induction. 0 
EXAMPLE 6.24. Let 

A= [-~ 
-1 

-3 
7 

-1 

-1] -1 . 
5 

Then nl = 1, al = 3, Cl = 3. At the next stage we have n2 = mi2) = 2, a2 = 6, 

- v'2] 
2 ' 

and so 

- v'2] 
5 . 

At the third stage we have n3 = 3, (mi3) , m~3») = (2,1), a3 = 10, 

U3 ~ q~: -----,~~ _--=~-::-~] E U (2, 1), 
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and A = C3 = C2 X X U3 + a 3G(U3 ). By Theorem 6.18, A is an MMA-matrix. 
We can continue this process by choosing n4 = 5, (m14) , m~4), m~4») = (2,2,1), 
a4 = 20, 

.36 .48 .36 .48 .6 

.48 .64 .48 .64 .8 

.36 .48 .36 .48 .6 

.48 .64 .48 .64 .8 

.6 .8 .6 .8 1 

1 E U(2,2,1), 

G(U4) = [ _ :~: - .48] EB [ .64 
.64 - .48 - :::] EB [0] 

and obtain the M M A-matrix 

15.32 -6.24 -1.08 -1.44 - .6 
-6.24 11.68 -1.44 -1.92 - .8 

B = C3 X X U4 + a4G(U4) = -1.08 -1.44 15.32 - 6.24 - .6 
-1.44 -1.92 -6.24 - 11.68 - .8 

- .6 - .8 - .6 - .8 5 

Observe that the inflation operation is associative, i.e. Ul x x (U2 X x U3 ) = 
(Ul x x U2 ) x x U3 for appropriate partitioning. 

COROLLARY 6. 25. Let A E R nn. Then A is a Z M A -matrix if and only if its 
spectral-decomposition is A = aIEl + ... + atEt, where al, ... , at satisfy (6.1) and 
(6.2) and . 

(6.26) Ep = G(Up) x X Up+! X X ... x X Ut- l X X Ut , P = 1, ... , t, 

where Ul = 0 E R11 and U2 , ••• , Ut satisfy (c) of Theorem 6.18. 

PROOF. Suppose A is a ZMA-matrix. Then al, ... , at satisfy (6.1) and (6.2). 
The proof of (6.26) is by induction on t. If t = 1, then n = 1 by Lemma 6.4 and 
El = 1 = G(O) E R 11. Let t > 1 and suppose that the spectral projections of Ct - l 
in (6.22) are given by 

(6.27) Fp = G(Up) x X Up+l X X ••• x X Ut-I, P = 1, ... ,t - 1. 

But then (6.26) follows from Lemma 4.19 and (6.27). 
Conversely, suppose that (6.1), (6.2), and (6.26) hold. If t = 1, then A = 

al E R 11 and the result holds. Suppose inductively that the result is true with 
t replaced by t - 1. Let Ct - l = alFl + ... + at-1Ft-I, where the Fp are given 
by (6.27), P = 1, ... , t - 1. Then Ct - l is a ZMA-matrix. If A is given by (6.22) 
and (6.23), then A has the required spectral decomposition by Lemma 4.19 and is 
a ZMA-matrix by Theorem 6.18. 0 

COROLLARY 6.28. LetAERn be aZMA-matrix. LetA=alEl+···+atEt 
be its spectral decomposition. Let {3p E R, p = 1, ... ,t, satisfy {3l < {32 < ... < {3t 
and suppose that B = {3lEl + ... + {3tEt. Then 

(i) B is a ZMA-matrix if and only if -{32 < {3l. 
, (ii) B is a ZMO~matrix if and only if -{32 = {3l. 

(iii) B is an M M A-matrix if and only if 0 :s:: {3l. 
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PROOF. (i) By Corollary 6.25 the projections Ep , p = 1, ... , t, satisfy (6.26). 
Then the result follows from Corollary 6.25. 

(ii) Follows from (i) and Theorem 3.7. 
(iii) Follows from (i) and Theorem 3.9. 0 
EXAMPLE 6.29. Let A be the matrix of Example 6.24. We then have a1 = 3, 

a2 = 6, a3 = 10. Further, in the notation of Example 6.24, 

E, ~ 1 x x U, x X UF ~ [: : :] 

E2=G(U2)XXU3=~[ ~ ~ =~], 
- 2 - 2 4 

E3 = G(U3) = ~ [ - ~ - ~ ~]. 
o 0 0 

If (31 = 3, (33 = 3, (33 = 5, then 

B = [ - ~ - ; = ~]. 
- 2 - 2 1 

Then B is a Z M 0-matrix and 

B' ~ [ _1~ -8 0] 
17 0 , 
o 9 

which is a completely reducible M-matrix. 
We now strengthen Lemma 6.8 for ZME-matrices. 

COROLLARY 6.30. Let A E Rnn be a ZME-matrix. Ifn > 1, then 

(6.31) lakk I < p(A), k = 1, ... ,n. 

PROOF. In view of Lemma 3.10 and the result that for a ZM E-matrix A we have 
p(A) E spec(A) it is enough to prove the lemma for a ZMA-matrix A. Since n > 1, 
we may write A in the form (6.13) where p = p(A) and C is an m x m ZMA-matrix 
where m < nand p(C) < p. By Lemma 6.8 we have ICkkl :::; p(C), k = 1, ... , m. 
The result now follows from (6.17) and the observation that the diagonal elements 
of U are positive. 0 

7. Roots of ZME-matrices and eventual Z-matrices. 

THEOREM 7.1. Let A E Rnn and let r be a positive integer. 
(i) If A is a ZMA-matrix and r is odd, then there is a unique ZMA-matrix B 

which satisfies Br = A. 
(ii) If A is a ZMO-matrix and r is odd, then there is a unique ZMO-matrix B 

which satisfies Br = A. 
(iii) If A is an MMA-matrix, then there is a unique MMA-matrix B which 

satisfies Br = A. 
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PROOF. (i) Since A is a ZMA-matrix we may write it in the form 

(7.2) A = aIEl + ... + atEt 

by Corollary 6.25, where a!, ... ,at satisfy (6.1) and (6.2). Let (3p be the real rth 
root of a p , p = 1, ... , t, and define B by 

(7.3) B = (3lEl + ... + (3tEt. 

Then A is a ZMA-matrix by Corollary 6.28. 
To prove uniqueness, let a be a ZMA-matrix such that aT = A. Then, by (6.5) 

and the simplicity of the eigenvalue al of A, the spectral decomposition of a is 
given by 

0= "IlFl + ... + "It,Ft" 

where "11, ... ,"It' satisfy (6.1) and (6.2). But then it follows from aT = A that 
t = t', "Ip = (3p, and Fp = Ep, p = 1, ... ,t. 

(ii) The proof is similar. 
(iii) The proof is similar; let (3p be the nonnegative rth root of ap , p = 1, ... ,t. 0 
For our next theorem we require a somewhat more precise form of Theorem 7.1. 

LEMMA 7.4. Let A, B E R nn and let r be a positive integer. If A is a Z M A-
matrix (ZMO-matrix), BT = A, and the spectrum of B satisfies (6.1) and (3.2), 
then B is a ZMA-matrix (ZMO-matrix). 

PROOF. (i) Since A is a ZME-matrix we may write it in the form 

(7.5) A = aIEl + ... + atEt 

by Corollary 6.25, where a!, ... , at satisfy (6.1) and tall :S a2. Since spec(B) = 
{(31, ... , (3t'} also satisfies (6.1) it follows from BT = A that t = t' and (3; = a p, 
p = 1, ... , t. Since al is a simple eigenvalue of A, the eigenvalue (31 of B is also 
simple. Hence, since (3p =1= 0, p = 2, ... ,t, it follows as in the proof of Theorem 7.1 
that the spectral decomposition of B is given by 

(7.6) 

Thus if A is a ZMA-matrix (ZMO-matrix) the matrix B is also a ZMA-matrix 
(ZMO-matrix) by Corollary 6.28. 0 

THEOREM 7. 7. Let A E R nn be an eventual Z -matrix. 
(i) If some power of A is an irreducible Z-matrix, then A is a ZME-matrix. 
(ii) If some even power of A is an irreducible Z -matrix, then A is a ZM A-matrix. 
(iii) If there is a power of A which is an irreducible Z-matrix and an odd power 

of A which is an M -matrix, then A is an M M A-matrix. 

PROOF. (i) By Lemma 3.1, Spec(A) = {al,"" ad is real and satisfies (6.1), 
where al is a simple eigenvalue and the associated projection El is positive. If r is 
a sufficiently large odd integer, then AT is a ZM-matrix and AT is irreducible since 
al is a simple eigenvalue of AT and its associated projection El is positive. Hence 
AT is a ZME-matrix by Corollary 3.8. But since the spectrum of A satisfies (6.1) 
it follows from Lemma 7.4 that A is also a ZME-matrix. 

(ii) This follows immediately from (i) and Theorem 3.6, since the irreducibility 
of an even power of A implies the irreducibility of A2. 

(iii) This follows from (i) and Theorem 3.9, since the irreducibility of a power of 
A implies the irreducibility of A. 0 
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8. Exponentials and logarithms. In this section we allow matrices to· be 
complex in some cases. This small increase in generality would also be possible in 
some other sections. 

Let A E cnn . Then B = eA may be defined by means of the usual power series. 
If the spectral decomposition of A is given by 

(8.1) 

then the spectral decomposition of B is 

(8.2) 

where 

(8.3) 

Evidently if D:p is real and 

(8.4) 

(which is the same as (6.1)), then 

p = 1, ... ,t. 

(8.5) 0 < {31 < ... < {3t. 

It is also possible to define a logarithm of an arbitrary nonsingular matrix in cnn 

(see [4]), but here we shall only consider the logarithm of a matrix B whose spectral 
decomposition satisfies (8.2) and (8.5). In that case, we may define A = log B as 
the matrix given by (8.1) where 

(8.6) p = 1, ... ,t. 

We then have the usual inverse function relations: e10g B = B and log eA = A. 
Matrices which are essentially M M A-matrices were defined in Definition 1.1(vi). 

Evidently if A is essentially an M M A-matrix, we may choose a nonnegative s so 
that A + sI is an MMA-matrix. Observe that a ZME-matrix is essentially an 
M M A-matrix. 

THEOREM 8.7. (i) Let A E Rnn be essentially an M M A-matrix. Then eA is 
a nonsingular M M A-matrix. 

(ii) Let B E Rnn be a nonsingular MMA-matrix. Then 10gB is essentially an 
MMA-matrix A. 

(iii) Let A E cnn and suppose that eA is an M M A-matrix. Then A is essentially 
an MMA-matrix if and only ifspec(A) is real. 

PROOF. (i) Since A+sI is an MMA-matrixfor some s E R, it follows easily from 
Corollary 6.25 that the matrix A has a spectral decomposition given by (8.1) and 
(8.4). Then B satisfies (8.2), (8.5) and so by Corollary 6.28(iii), B is a nonsingular 
MMA-matrix. 

(ii) The spectral decomposition of B satisfies (8.2) and (8.5). Hence the spectral 
decomposition of A = log B satisfies (8.1) and (8.4). By Corollary 6.28, A is 
essentially an M M A-matrix. 

(iii) If A is essentially an M M A-matrix, then its spectrum is real. Conversely, 
suppose that spec (A) is real and that B = eA is an M M A-matrix with spectral 
decomposition satisfying (8.2) and (8.5). Then D:p = log {3p, p = 1, ... , t, since et is 
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a strictly monotonic function on Rand (8.1) and (8.4) hold. Hence A = log Band 
so A is essentially an MMA-matrix by (ii). 0 

If B is a nonsingular M M A-matrix it is easy to see that log A is an M M A-matrix 
if and only if f31 ~ 1 in (8.5) and a ZME-matrix if and only if (f32)-1 ~ f31. 

DEFINITIONS 8.8. Let A E cnn . 

(i) The semi group {esA : s ~ O} will be called the semigroup with infinitesimal 
generator A and will be denoted by S(A). 

(ii) The semigroup S(A) will be called a real (nonnegative, MMA-, etc.) semi­
group if esA is a real (nonnegative, MMA-, etc.) matrix whenever s > O. 

It is well known that the semigroup S (A) is nonnegative (positive) if and only 
if A is essentially nonnegative (and irreducible), i.e. A + sf is nonnegative (and 
irreducible) for some s E R [9, pp. 257 and 260j. We prove an analogous result. 

THEOREM 8.9. Let A E cnn . Then the following are equivalent. 
(i) esA is an eventual Z matrix for all sufficiently small positive sand S(A) 

contains an irreducible Z -matrix. 
(ii) A E Rnn, spec(A) <;;; R, and S(A) contains an eventual Z-matrix C some 

power of which is an irreducible Z -matrix. 
(iii) A is essentially an M M A-matrix. 
(iv) S(A) is an MMA-semigroup. 

PROOF. (i)=>(ii). As is easily proved 

(8.10) A= lim (esA-I)/s. 
s-tO+ 

As an eventual Z-matrix is real (by definition) it follows from (8.10) that A is real. 
Let es'A be an irreducible Z-matrix. Clearly s' > O. Let 

(8.11) k = 1,2, .... 

Then, for sufficiently large k, Bk is an eventual Z-matrix some power of which is 
an irreducible Z-matrix since B~ = B 1 . By Theorem 7.7, Bk is an M M A-matrix 
and hence spec(Bk) is real for sufficiently large k. Hence, by (8.10), 

lim k(Bk-I)/s'=A, 
k-too 

and it follows that spec(A) is real. 
(ii)=>(iii). By Theorem 7.7 the matrix C is an MMA-matrix. Since esA = C for 

some positive s, it follows by Theorem 8:7(iii) that sA is an MMA-matrix. Thus 
(iii) follows. 

(iii)=>(iv). By Theorem 8.7(i). 
(iv)=>(i) is trivial. 0 

9. Positive diagonal similarity to symmetric matrices. We shall show 
that for a symmetric Z M A-matrix the matrices which occur in the inflation con­
struction of Theorem 6.18 are again symmetric. 

LEMMA 9.1. Let A be a ZMA-matrix and let U and C be the matrices which· 
satisfy (6.13) in Theorem 6.12. Then U and C are symmetric if and only if A is 
symmetric. 

PROOF. If U and C are symmetric, the symmetry of A follows immediately from 
(6.13). Conversely, let A be symmetric. Then G is symmetric since, by assumption, 
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G is the projection associated with p(A). But then each irreducible component G ii , 

i = 1, ... ,m, of G is symmetric and it now follows from the normalization (4.15) 
that Ui = Vi, i = 1, ... , m. Hence U is symmetric. D 

THEOREM 9.2. Let A be a Z M A-matrix with t pairwise distinct eigenvalues. 
Then A is symmetric if and only if the matrices Ct, ... , Ct-l, U2, ... , Ut which 
occur in Theorem 6.18 are symmetric. 

PROOF. If Cl , ... , Ct-l, U2 , ... , Ut are symmetric, it follows immediately from 
(6.22) that A is symmetric. 

Conversely suppose that A is symmetric. Our proof is by induction on t. If 
t = 1, there is nothing to prove. Let t > 1. By Lemma 8.1 it follows from 
(6.22) and (6.23) that Ct- l and Ut are symmetric. Since Ct- l has t - 1 pairwise 
distinct eigenvalues, by Corollary 4.22, it follows by our inductive assumption that 
Ct, ... ,Ct- 2, U2, ... ,Ut- l are symmetric. This yields the result. D 

DEFINITION 9.3. (i) A diagonal matrix with positive diagonal elements will be 
called a positive diagonal matrix. 

(ii) Let A, BE cnn (or Rnn). Then A is called positively diagonally similar to 
B (A ~ B) if there is an n x n positive diagonal matrix X for which B = X-I AX. 

We shall show that an irreducible Z M A-matrix is positively diagonally similar to 
a unique symmetric ZMA-matrix. We begin with two lemmas. They are essentially 
special cases of a theorem dating from Parter and Youngs [8], see also Engel and 
Schneider [2]. But as the proofs in the needed cases are very simple they are given 
here fOl.' the sake of completeness. 

LEMMA 9.4. Let A and A' be two essentially full symmetric matrices in Rnn 
and suppose that A ~ A'. Then A = A'. 

PROOF. Let A' = X-I AX, where X is a positive diagonal matrix. Let 1 ::::; 
h, k ::::; n, h -j. k. Then ahk = akh -j. 0 and x;;lahkxk = Xklakhxh. It follows that 
Xh = Xk and hence X is a positive multiple of the identity. The lemma follows. D 

LEMMA 9.5. Let {nl, ... , n m } be an m-partition of nand U E U(nl, ... , nm ) 

be positive. Then there is a unique symmetric U' E U (nl' ... ,nm ) such that U' ~ U. 
Further, U' is positive. 

PROOF. We may assume that Uhk = UhVk, h, k = 1, ... , n. (Here the subscripts 
refer to elements.) We let Y be the diagonal matrix for which Ykk = (Vk / Uk) 1/2 , 

k = 1, ... , n. Then U' = y-lUY is a symmetric matrix. Since rank(U') = 1 and 
trace(Uil) = 1, i = 1, ... , m, it follows that U' E U(nl, ... , nm ). Evidently U' is 
positive. 

The uniqueness of U' follows from the Lemma 9.4. D 

THEOREM 9.6. Let A E R nn be a Z M A -matrix. Then there exists a unique 
symmetric Z M A -matrix A' which is positively diagonally similar to A. 

PROOF. The proof of the existence of A' is by induction on t, the number 
of distinct eigenvalues of A. If t = 1, then n = 1 and the result is true. Let 
n> 1 and suppose the result holds for all irreducible ZMA-matrices C with fewer 
than t distinct eigenvalues. Let U E U(mt, ... , mt-d ~ R nn and C E Rmm be 
matrices satisfying (6.13). By inductive assumption there exists a positive diagonal 
matrix X E Rmm such that C' = X-lCX. By Lemma 8.5, there is a positive 
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diagonal matrix Y E Rnn such that U' = Y-1UY is a symmetric positive matrix 
in U (ml, ... , mt-l). Let Z E R( ml, ... , mt-l) be the diagonal matrix given by 
Zi = xiYi E Rmimi , i = 1, ... ,m. Then C' X xU' = Z-l(C X X U)Z. Also G(U') 
is symmetric and G(U') = Z-lG(U)Z. Hence, if p = p(A), 

(9.7) A' = C x x U + pG(U) = Z-l(C x X U + pG(U)Z = Z-lAZ 

is a symmetric martrix. Since A' is positively diagonally similar to A it follows that 
A is a ZMA-matrix. 

Since, by Corollary 2.14, A is essentially full, the uniqueness of A follows from 
Lemma 9.4. D 

A different proof and a generalization of Theorem 9.6 will appear in Hershkowitz 
and Schneider [6]. In view of Lemma 3.10 similar results hold on the positive 
diagonal similarity of ZMO-matrices to symmetric ZMO-matrices. 
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