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I· In OUI PlO';OU< paPei [3]. w, ~,::::::Ut::~:10 i< , do« ,0nn<cHon b,tw"n 

OVER GROUPS WITH 0 

GERNOT M. ENGEL, Owego, HANS SCHNEIDER·), Madison 

the cyclic products of matrices and diagonal similarity. In this paper we consider 
diagonal similarity for matrices, which may be infinite, and whose elements lie in 
a (possible non-commutative) group G with O. 

Let H be a subgroup of a group G and let A be an irreducible square matrix with 
entries in GO. In Theorem 3.4, we give necessary and sufficient conditions for the 
existence of a matrix B with entries in H O which is diagonally similar to A. If H is 
a complete lattice ordered group whose positive cone H+ is normal in G, we give 
necessary and sufficient conditions for the existence of a matrix ' B in (H+)O which 
is diagonally similar to A; see Theorems 4.1 and 4.2. Our Theorem 4.1 reduces 
to a result due to AFRIAT [1J, [2J Theorem 2 and FIEDLER-PTAK [4J Theorem 2.2 
in the case when G and H are the additive group of reals, there is no absorbing (zero) 
element and A is a finite matrix. 

Let A be a rectangular matrix, possible infinite, with entries in GO, such that each 
row and column has at least one element in G. We construct a square matrix Alp 

of larger siz::, which is always completely reducible, Corollary 5.4. In Theorem 5.6, we 
show that two recta:ngular matrices A and B are diagonally equivalent if and only 
if Alp and Blp are diagonally similar. Thus it is possible to derive theorems on 
diagonal equivalence for arbitrary rectangular matrices from theorems on the 
diagonal similarity of irreducible square matrices, e.g. Theorem 6.3. In particular, 
as a corollary to either Theorem 6.2 or Theorem 6.3 we obtain a slightly improved 
version of the remarkable result by LALLEMENT-PETRICH ([6J, Theorem 1 (b) -= (e), 

*) The research of this author was supported in part by NSF Grant GP-37978X. This paper 
was presented at the First Santa Barbara conference on Theoretical Matrix Theory, December 
1973 and at the Gatlinburg meeting, Munich, December 1974. 
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or [7J, Theorem 4.13) which motivated our construction of Alp, Lallement-PetriCh ---+ 

apparently were the first to prove a theorem relating products of elements of a matrix 
to diagonal equivalence, without an additional hypothesis on the matrix, such as 
a full indecomposability, 

As an application in § 7 we derive a non-iterative algorithm for the optimal scaling 
of a real or complex matrix by diagonal similarity and give an example with details 
(Example 7.4), In the Appendix, we include an executable APL statement for the 
mapping A ~ Alp, with some examples, 

2. PRELIMINARY DEFINITIONS 

Definitions 2.1. By wand "t we shall always denete sets and we shall assume 
1 EW n"t. 

(i) A path of length m is a finite sequence fJ = (i l' i2, .. " im) where m is a positive 
integer, m > 1, and is E W for s = 1,2, "" m, If i = i l and j = im, we say fJ is 
a path from i to j, We say a path fJ = (iI' i2, , ." im) is a path without repetitions if 
ii' i2, "" im - I are distinct. 

(ii) A closed path is a path fJ = (ii' i2, .'" im) with im = ii' 

(iii) A cycle is a closed path without repetitions, 

(iv) If fJ = (ii, i2, "" iJ and ex = UI,j2' · ·"jn) are paths with im =jl then fJex 
will denote the path (ii' i2, .' " im,j2' .,.,jn)' 

Definition 2.2. If G is a group, we shall always assume that 0 If G and define the I 
semigroup GO = G u to}, where Og = 0 = gO for all g EGo. 

Definition 2.3. 

(i) If E is a set, let E""t denote the set of W x "t matrices with elements in E, viz, 
A E E""t if A is a function (i,j) ~ au of W x "t into E. We denote Ero .", by E",. 

(ii) Let G be a group and let fJ = (ii' i2, ... , im) be a path, For A E G~ = (GO)", r 
m-I I 

we define ilP(A) = IT aijij+!' If fJ is a cycle, ilp(A) is said to be a cyclic product. I 
j~l ) 

(iii) I fJ is a path such that ilP(A) E G, we call fJ a non-zero path for A. I 
(iv) Let A E G~. If for all i, jEw, i oj: j, there exists a non-zero path from i to j, I 

we call A irreducible. 

Remark 2.4. Let A E G~. Let fJ = (iI' i2, ... , im) be a non-zero closed path (cycle) 
for A. Then, for 1 ;;;; r < m, Y = (i" i,+ I, . . • , im -I' ii' . . . , i,) is also a non-zero closed 
path (cycle) for A. 
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Definitions 2.5. 

(i) Let G be a group and let B E G~. Then B is called a diagonal matrix if for 
all i,j E W, bi] E G implies i = j. We write B = diag (b i ) 

(ii) When G is a group, a diagonal matrix B E G~ is non-singular if b ii E G for 
all i E w. 

(iii) If A E G~,t and B E G~ is a diagonal matrix we define C = BA E G~,t by 
cij = biia ij , for i E W, j E 'r, If B E G~ we define C = AB E G~,t by cij = aijb jj for 
JEW, j E 7:. 

Definitions 2.6. Let A E G~,t' 

(i) Let 0 '* W' ~ w, 0 '* 7:' ~ 7:. Then B = A[w', 7:'J denotes the matrix in G~, ,t' 
obtained by restricting A, to w' X 7:', viz b if = a ij' for (i, j) E W' X 7:', 

(ii) We call {w. : I( E K} a partition of W where K is an index set if w. '* 0, for 
K E K, W. n W.' = 0, for I( '* 1(', with I( and 1(' E K, and finally U{ W. : I( E K} = w. 

(iii) Let {w. : I( E K} and {7:. : K E K} be partitions of wand 7: respectively. Then A 
is the direct sum of the ,4[w., 7:.J, I( E K (we write A = Ee.EK A[w., 7:.J) if aij E G 
implies there is a I( E K such that i E w. and j E 7: •. If K = {1, 2}, we may write 
A = A[w1 , 7:1J Ee A[w2, 7:2]. 

(iv) A matrix A E G~ is cha inable if there are no partitions {w!, w2 } of w, {7:!, 7:2} 
of-r: such that A = A[w!, 7: 1J Ee A[W2, 7:2]. 

Comment. The term chainable was introduced by SINKHORN-KNOPP [8]. It follows 
from Corollary 5.4(ii) that our definition is equivalent to that of [8]. 

Definitions 2.7. Let A E G~. Then A is completely reducible if there is a partition 
{w. : I( E K} of w such that A = E8.EK A[w., w.J and A[w., w.J is irreducible for 
I(EK. 

Remark 2.S. Let A E GO. It is well-known and easily proved that A is not irreducible 
if and only if there exists a partition {WI' W2} of w such that A[w1 , W2J = o. 

3. DIAGONAL SIMILARITY FOR IRREDUCIBLE MATRICES 

In § 3 and § 4, the results are trivial when A is the 1 x 1 matrix O. In the proofs 
we therefore assume that A is not that matrix, 

We begin by proving a lemma, which is related to [3J, Lemma 2.4. By means of 
this lemma, we are able to replace conditions on products on closed paths by condi­
tions on cyclic products, provided that we are considering a normal subgroup (or 
a subsemigroup invariant under conjugation). 
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s Lemma 3.1. Let G be a group and let H be a semigroup contain ed in G such that 

x-1Hx E Gfor all x E G. Let A E G~.lf ilrCA) E HO fo r all cycles y, then IIp(A) E HO . t 
for all closed paths fJ . . { , 

Proof. Let fJ = (ii, i 2 , • . . , im) be a closed path. The proof is by induction on m. '~.r ;t 
The result is true if m = 2. So, suppose that m > 2 and that the result is true for '~f 
all closed paths ex = (j1,j2' .. . ,jp) with 2 ~ p < m. If fJ is a cycle there is no more '; " 
to show. Otherwise, there exist integers q and r with 1 < q < r ~ In such that :11 
Y = (iq, .. . , i,) is a cycle. Let D = (iI' . .. , iq), e = (i" ... , im) · Then fJ = DYe. Let Z';:.·t:.~;' 
x = il.(A), y = iliA), Z = Il,(A). Then ilp(A) = xyz. Since the inductive ';f 
hypotheses hold for the closed path De, we have il.,(A) = x z E H. Hence also '~. 
zx = x -I(XZ)XEH. Thus yzxEH, whence IlP(A) = xyz = X(y ZX) X-I EH. The ,1' 
lemma follows by induction. '?if 

,ii 
Lemma 3.2. Let A E GZ be irreducible. Let H be the subgroup of G generated ~ 

by all IIp(A), where fJ is a non-zero closed path. Then there exists a non-singular " -;:;~J 
dia gqnal matrix X E GZ such that X-I AX E HZ· :;t 

Proof. Since A is irreducible, there exist non-zero paths Pi from 1 to i and "Ii "11 
from ito 1, for all i E (f). Let Xi = ilp,(A) . Since fJlYi is a non-zero closed path, we have '1'." l 
ilp.(A) Ily,(A) = IIp,y,(A) = hi E H. Let ilp,(A) = Xi' Suppose that aij =F O. Then 
xiaijxil = IIp,(A) aijIlyJ(A) hi! = iliA) hit, where D is the non-zero closed path ' J 
Pi(i,j) Yj· Hence lIlA) E H, and so xiaijxi l 

E H . If X = diag (Xi) E GZ, it follows ' 1 
that XAX- I E HZ. . : 

Remarks and Examples 3.3. (i) It is clear from the proof of Lemma 3.2, that we 
may choose X = diag (x), where Xl = IIp,(A), for any non-zero path fJi from 1 to i. J , 1 

j 

". (ii) Let G be the free group with generators a, b. Let 

[ 

2 ] ~l 
A = ~ : 2 E G(I . 2} . I 

Let H be defined as in Lemma 3.2. Then H is generated by a2, b2 and ba 2b. If X=- -- 1 
= diag (a 2

, b) then '; 

X-lAX = [:~ ~=~!:bJEH(l.2}' 
(iii) We now show that in general there is no diagonal X E GZ such that XAX- I 

E 

E XZ, where K is the group generated by the cyclic products iliA). For let G and A 
be as in (ii). Then K is generated by a2

, bZ
• We proceed by contradiction. For let 

X = diag (sbq
, tb') E G?I,2} where either s = 1 or the canonical expression for s 

ends in a, and t satisfies the same conditions. Then 
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BY considering an off diagonal element we see that either r or q is odd. But by inspec­
ting the diagonal elements we see that this is impossible. 

Theorem 3.4. Let A E G~ be irreducible. Let H be a normal subgroup of G. The 

following are equivalent: 

(i) For all cycles y, II/A) E HO. 

(ii) There exists a non-singular diagonal matrix X E GO, such that XAX- 1 E H~. 

Proof. (i) = (ii). By Lemma 3.1, IIp (A) E H for all non-zero closed paths p. 
The result follows from Lemma 3.2. 

(ii) = (i). Let X = diag (xJ E G~. Let y be a non-zero cycle. Then for some 
i E ro, xiII/A) x~ 1 = II/X-lAX) E H, and (i) follows. 

For example, if A E G~ is an irreducible matrix whose entries are quaternions 
such that all cyclic products are real, then A is diagonally similar to a real matrix. 

If ro is finite and G is commutative, our next theorem reduces to [3], Corollary 
4.4, (1) -= (3). 

Theorem 3.5. Let A, B E G~ be irreducible. Then the following are equivalent: 

(i) There exist u i E G, for i E ro, such that for every closed path P from i to i, 
[JpCB) = u~lIIp(A) u i. 

(ii) There exists a non-singular diagonal X E G~ such that XAX- 1 = B. 

Proof. (i) = (ii). For i E ro, we define the paths Pi and Yi as in the proof of 
Lemma 3.2. Since PiYi is a closed path from 1 to 1, it follows that 

IIp,(B)IIy,(B) = u~lIIpi(A)IIYi(A)U1' 

Let Xi = IIp,(B)-l U~l IIp,(A). Hence X;l = IIy,(A) u1 II) . .(B)-l. Since P,(i,j) Yj 
is a closed path it follows that 

IIp,(B) bij IIyj(B) = U~l IIp,(A) aij IIyj(A) U1 . 

Hence b ij = x ia ijX j-l, and (ii) follows. 

(ii) '* (i). By straightforward computation of the path products the results follows 
with U j = X;l, i E ro. When G is commutative, we obtain a corollary, where we can 
replace closed paths by cycles in statement (i). 

Corollary 3.6. Let G be an abelian group and let A, B E G~ be irreducible. Then 
the following are equivalent: 

(i) For all cycles y, IIy(B) = IIiA). 

(ii) There exists a non-singular diagonal x E G~ such that XAX- 1 = B. 
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4. DIAGONAL SIMILARITY OVER PARTIALLY ORDERED GROUPS 

In this section we shall consider lattice ordered groups H (cf. FUCHS [5J p. 66). 
The partial order in H will be denoted by ;;;; and we write H+ = {h E H : h ~ I}. I 

For the main result in this section we shall require a (conditionally) complete lattice I 
ordered group H ([5J p. 89). ~ 

Theorem 4.1. Let G be a group and let H be a subgroup of G such that 

(a) H is a complete lattice ordered group. 

(b) xH+x- 1 ~ H+ for all x E G. 

Let A E G~ be irreducible. Then the following are equivalent: 

(i) For all cycles y, lly(A) E (H+)o. 

(ii) There exists a non-singular diagonal X E GZ such that XAX - 1 E (H+)~. 

Proof. (i) =:> (ii). By Lemma 3.1, IIp(A) E (H+)O, for all closed paths p. For each 
i E (j) let Yi be a non-zero path from i to 1, and let Pi be the set of non-zero paths 
from 1 to i. Define ili = {lIp,(A) lly,(A) : Pi E pJ For each pair i,j E (j) such that 
aij E G we define ilij = {llp ,(A) aij lly/A) : Pi E P;}. Since A is irreducible, 0 ~ 
~ ilij ~ il j ~ H +, where inf ilij ~ inf il j ~ 1. Let wij = inf ilij, Zj = inf il j • Let 

Pi E Pi' Then 

Let lly,(A) = St. It follows that s: taijsj E H. Hence, taking the infinum over Pi> 
we obtain (cf. [5J p. 90) 

We deduce that 

Let X i = z,si t
. Then x,a'jx: 1 EH+ , and (ii) is proved. 

(ii) =:> (i). The proof is similar to the proof of Theorem 3.4, (ii) =:> (i). 

For example, jf A E G~ is a matrix whose entries are quaternions such that all 
cyclic products are in the real interval [0, 1]. Then A is diagonally similar to a matrix 
whose entries are in [0, 1]. 

When (j) is finite we do not require the lattice ordered group H to be complete. 

Theorem 4.2. Let G be a group, and let H be a subgroup of G such that: 

(a) H is a lattice ordered group. 

(b) xH+x- 1 E H+ for all x E G. 
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Let A E G~ be irreducible. Then the following are equivalent: 

(i) For all cycles y, IliA) E (H+)o. 

(ii) There exists a non-singular diagonal X E G~ suxh that XAX- 1 E (H+)~. 

Proof. We repeat the proof of Theorem 4.1, and we use the symbols defined 
there. We need only show that inf Llii' and inf Ll i exist. Let Pi E Pi and suppose that 
Pi = 8e1'], wheree is a closed path. Let x = IliA), y = Il8 (A), z = Il~(A) Ily,(A). 
Then 

IIp,(A) Ily,(A) = xyz = xyx- 1 
• xz ~ xz = Il6iA) Il,/A). 

It follows easily that 

where P; is the set of non-zero paths from 1 to i without repetitions. This infimum 
exists since P; is a finite set. Similarly, 

As an example let w be finite and A a matrix of quaternions whose cyclic products 
are rational numbers in [0, 1]. Then A is similar to a matrix whose entries are rational 
in [0, 1]. 

5. THE CONNECTION BETWEEN DIAGONAL SIMILARITY 
AND DIAGONAL EQUIVALENCE 

The following lemma is intuitively obvious, but since it is crucial to our argument 
we give a formal proof. 

Lemma 5.1. Let A E G~,t have a non-zero element in each row and column. 
Then there is a partition {w" : K E K} of wand a partition {1'" : K E K} of l' such that 

and A[w", 1',,] is chainable for all K E K. 

Proof. Let i E w. For k E W we define k - i if for all partitions {w~ : K E K'}, 

{< : K E K'} of wand l' respectively such that A = EB"eK' A[w~, <] there is a K E K 
such that i E w~, k E w~. It is easily seen that - is an equivalence relation on w. 
Let {WK : K E K}. be the set of equivalence classes. Let 1'" = {j E l' : 3i E w,,' au ~ a}. 
Since each column of A has a non-zero element, it follows that U{ rIC : K E K} = 1'. 
Let j E 1'" n 1''''' Then there exists i E wK , i' E W,,' such that au ~ 0, a;,J ~ 0. Let 
{ w~: A. E L}, {1'~: A. E L} be partitions of wand l' respectively such that 

A = EB A.eL A[w~, 1'D . 
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Suppose j E <. Then it follows that both i E w~, i ' E w~ . Hence i ~ t, whence K = K' 

and it follows that {'t'K: /cEK} is a partition ofr. Clearly A = Ei1 KEK , A[wK, 't'K]. Let A. E 

E K. Since any partition of Wi. for which A is a direct sum, can be extended to a parti­
tion of W for which A is a direct sum by uniting it with {WK : K E K" {A}}, it follows 
that A[w;., 1',J is chainable. 

Definition 5.2. (of Alp) Let A E G~,<. Let a = {(i,j) E W x l' : aij =1= a}. We define 
the matrix B = Alp E G~ by 

Observe that if A = 0 then Alp is empty (i.e. the 0 x 0 matrix). To avoid trivial 
exceptions we assume that the 0 x 0 matrix is irreducible and chainable. In the proofs 
of the results in § 5 and § 6 it is possible to assume that A E G~ has a least one element 
in each row and column and then one may check that the results hold without that 
restriction. 

Theorem 5.3. Let {WK : K E K}, {1'K : 1'K E K} be partitions of wand l' respectively 

and put AK = A[wK, 't'KJ E G~. " •. If 

(1) 

and 

(2) AK is chainable for K E K 

then 

(3) 

and 

(4) (AKYp is irreducible for K E K . 

Proof. Let B = Alp, and let (AK)lp E G~., when aK ~ WK x 1'K' Let (i,j) E aK' 
(k, l) E aK" K =1= K'. Since i E wK , IE 1'K" we have bij = a~/ail = O. Hence B = 

= EBkEK (AK)IP. So we need only prove that if A is chainable then Alp is irreducible. 
Suppose B = Alp E G~ is reducible. Then there exists a partition {a I' az} of a 

such that B[al, azJ = 0, 
For Ie = 1,2, define 

Since {aI' az} is partition of a, it follows that WK, 1'K' Ie = 1,2 are non-empty and 
WI U Wz = W, 1'1 U 1'z = 1'. We must still prove that WI (') Wz = 0 and 1'1 (') 1'2 = 0. 
Let i E WI (') wz. Then for some j, IE 1', (i, j) E aI, (i, I) E az· Hence bU,i)(i,l) = 
= a-;/ai/ =1= 0, which is impossible since B[al , a 2J = O. Hence WI (') Wz = 0. 
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Ler jET1 (lT2' Then for some i , kEw, we have ( i , j) E IT\, (k ,j) EU2' Hence 

b (i ,j)(k .j) = a~laij = ~ , which is impossible. Hence TI (l T2 = 0, and the result is 
proved. 

Corollary 5.4. (i) For all A E G~, Alp is completely reducible. 

(ii) If A E G~, then Alp is irreducible if and only if A is chainable. 

Corollary 5.5. Let W = {I, 2, ... , n} and let A E G~. Then the following are 
equivalent: 

(i) There exist permutation matrices P, Q such that 

PAQ = [AI 0 ] 
o A2 

where AI' A2 are rectangular. 

(ii) There exists a permutation matrix R such that 

RAIPR- 1 = [BI 0 ] 
o B2 

where B 1 , B2 are square. 

In the Appendix, we give some examples of Alp for some matrices A which may 

be helpful for the understanding of the proofs of the results in the rest of this section. 

If A E G~,t we denote the support matrix of A by A*, viz A* E G~ " and a7. j = 1 
ifaijEG, a'ij =Oifaij= 0, for (i, j)Ew x T. 

Theorem 5.6. Let A, C E G~., and suppose that A* = C*. Let Alp E G~ . Then the 
following are equivalent: 

(i) There exist non-singu lar diagonal matrices Y E G~, Z E GtO such that 
C = YAZ. 

(ii) There exists a non-singular diagonal X E G~ such that XAIPX- 1 = C'P. 

Proof. For a non-sigular diagonal Z E G~ define Z = diag (Zij) E G~ by zij = Zj, 

for (i, j) E a. 

(i) => (ii). If C = YAZ, then Clp = Z-I A'PZ, by straightforward computation. 

(ii) => (i). Let XA'PX- l = C'p, where X = diag (Xi) E G~. Let B = Alp, F = C'P. 

Let i, k E W, JE T . Since bU.j)(k ,j) = a~ laij = 1 and f(i,j)(k ,j) = </cij = 1, it follows 

that X( i ,i) = x(k ,i ) ' Hence we may define Z i = x(~'~ ) ' for JET . Now let i E w, j, lE T. 

Then zjla~lailz l = <.i1Ci/ whence cijzjla~l = cilz~lail' Hence we may define 
Yi = c;jz j1a;,/, for i E w. Then YiaijZj = cij and the result follows. 
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Lemma 5.7. Let H be a subgroup of G. Let A E G~.< and Alp E G~. Then the 
following are equivalent: 

(i) There exist a non-singular diagonal y E G~ such that yA E H~. <. 

(ii) Alp E H~. 

Proof. (i) => (ii) . Let B = A (p. Then let (i , j), (k, 1) E (J. If y = diag (Yi) E G~, 

then h(i.j)(k.l) = aijail = ailly:l . Yiail E HO. 

(ii) => (i). For each i E OJ there is a JET such that aij E G. Let Yi = ail 1 E G at 
lET. Then Yiail = b(i.j)(i.1) E HO. If y = diag (Y;), it follows that yA E H~.<. 

Lemma 5.8. Let H be a subgroup of G and let A E G~.< be chainable. Let A'p E G~. 
Then the following are equivalent: 

(i) There exist non-singular diagonal Y E G~, Z E G~ such that YAZ E H~.<. 

(ii) There exists a non-singular diagonal X E G; such that XAIPX- 1 E H;. 

Proo f. (i) => (ii) . Immediate by Theorem 5.6. 

(ii) => (i). Let XAIPX- 1 E H~ and let B = A IP. Since b(I.}Hk.j) = 1 for (i, j)(k, j) E (J 

it follows that xijx;:/ E H. Hence for i E OJ, JET there exist zj 1 E G and hi) E H such 
that xi} = hi}zjl. Define Z as ie the proof of Theorem 5.6. Then ZA'PZ-l E H~ . 
If C = AZ, C lp = ZA'PZ-l E H~, whence by Lemma 5.7 YAZ = YC E H~.< for, 
some non-singular diagonal Y E G~. 

6. APPLICATIONS OF A'p 

Theorem 6.1. Let A E G~.<. Let H be the subgroup of G generated by all IIp(A'P) 

where P is a non-zero path for Alp. Then there exist non-singular diagonal Y E G~ 
and Z E G~ such that YAZ E H~. 

Proof. Let Alp E G~ . Since Alp is the direct sum of irreducible matrices, we may 
apply Lemma 3.2 to the irreducible blocks of B. Hence there exists a non-singular 
diagonal X E G~ such that XAIPX- 1 E H~. By Lemma 5.8, the result follows. 

To obtain results in the other direction, we again need the hypothesis that H is 
a normal subgroup of G. 

Theorem 6.2. Let A E G~.< and let Alp E G~. Let H be a normal subgroup of G. 
The following are equivalent: 

(i) For all cycles y, IIy(AIP) E HO. 

(ii) There exist non-singular diagonal matrices Y E G~, Z E G~ such that 

YAZEH~. 
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t Proof. Again, we need only consider the case when A is chainable and Alp is ir-

i 

reducible. By Theorem 3.4 (i) is equivalent to 

(ii)' There exists and X E G~ such that XAlPX- 1 
E H~, and by Lemma 5.8, (ii)' 

is equivalent to (ii). 

l 
I Theorem 6.3. Let A, C E G~ ." and suppose that A* = C*. Let Alp E G~. Then 
l the following are equivalent: 

i 
i 

,) 

f 
1 

t 
! 

I 

(i) If (i, j) E (J then there is a uij E G such that for every closed path P from (i, j) 
to (i,j), IIfl(C1p) = u-:/ IIfl(A1p) U ij . 

(ii) There exist non-singular diagonal Y E G~ and Z E G,o such that C = YAZ. 

Proof. Immediate by Theorem 3.5 and Theorem 5.6. 

Corollary 6.4. Let A E G~ . t' Then the following are equivalent: 

(i) For all cycles y, II/Alp) E {a, l}. 

(i)' For all closed paths p, IIp(Alp) E {a, l}. 

(ii) There exist non-singular diagonal Y E GO and Z E G? such that YAZ E I E{O,l}w.,. 

I 
I 
i 
j , 
l 

I 
I 
1 

f 

Proof 1. Put C = A* in Theorem 6.3. 

Proof 2. Put H = {l} in Theorem 6.2. 
Corollary 6.4 is the theorem by Lallement-Petrich [6J, [7J, mentioned ill our 

introduction. 

Corollary 6.5. Let A, C E GO and suppose that A* = C* and aii is in the center 
of G for i E w. Let Alp E G~. Then the following are equivalent: 

(i) (a) ail = Cij, for i E w, 

(b) if (i, j) E (J then there is a Uij E G such that for every closed path P from (i, j) 
to (i, j), 

(ii) There exists a non-singular diagonal X E G~ such that C = XAX- I
. 

7. APPLICATIONS 

Let C be the complex field, and R the real field. Also W will be a finite set in 
( this section. 

~ Definition 7.1. 

(i) Let A E Cwo Let r be the set of non-zero cycles for A. If y = (i I' . .. , im) E r, 
we put Iyl = m - 1 and ji = {iI' i 2, .,,' im - I}· 
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Oi) If A E Cw , we put 

IIAII = max {Ialii: i,jEw}. 

Theorem 7.2. Let A E Cw be irreducible. Then 

min {IIXAX-I II : Cw is non-singular diagonal} = max {llIy(A)lI/YI : Y E r} . 

Proof. [f A is the 1 x 1 matrix 0, there is no more to prove so assume A is not 
this matrix. Further, without loss of generality we assume that aij ~ 0, for i,j E OJ. 

Let 

Since A is irreducible, r(A) > O. Hence there exists a non-zero cycle fJ = (iI' . .. , i",) 
such that r(A)IPI = IIp(A). Let B = r(A)-l A. Then IIp(B) = 1 and lIy(B) ;:;; 1, 
for Y E r. By Theorem 4.2 there exists a non-singular X = diag (Xi) E Rw, Xi > 0, 
such that for U = XBX-l, we have 0;:;; uij ;:;; 1, for i,j E w. Since IIp(U) = 

= IIp(B) = 1, we have Ukl = 1, where k = iI' I = i2. 

Since XAX- I = r(A) U, we have 

XAX- I = r(A). 

We still need to show that if Y = diag (yJ E Rw , Yi > 0, is non-singular, then 

r(A) ;:;; YAy-I. 

So let V = y-1AY. Then IIp(V) = IIp(A) = r(A)IPI, whence we can find k, I such 

that Vkl ~ r(A), where k = i" I = i, + 1 for some 1 ;:;; r < m. 

Remark 7.3. It is easy to see that in Theorem 7.2 the assumption that A is irre­
ducible may be considerably relaxed and that the theorem still holds if A has a non­
zero cycle. Indeed, for all A E Cw 

inf {IIXAX-1 11 : X non-singular diagonal} = max {llIy(A)ll/IYI : Y E r} 

where the right hand side is defined to be 0 when r = 0. 

Example 7.4. Let 

The non-zero cycles are 

[

.01 
A = 0 

.05 
.03 
.008 

(1, 1), (2,2), (2, 3, 2), (1, 2, 3, 1) = fJ, say. 
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An easy compuration shows that 

rCA) = II p(A)I/ IPI = .5 

where r(A) is defined as in the proof of Theorem 7.2. Thus, by Theorem 7.2, there 
exists X = diag (Xl> X 2 , x 3 ) such that the elements of XAX- 1 lie in the interval 
[0, .5]. Furthermore, by the same theorem, the interval is minimal. 

We have proved much more than an existence theorem. By Theorem 4.2 we can 
actually find an X. For, 2A satisfies the hypotheses of that theorem (where H = G 
is the multiplicative group of positive reals ordered in the opposite manner from 
the usual one). We use the notation of the proof of Theorem 4.2. In fact if /31 = 
= (1,2,3, 1), /32 = (1,2), /33 = (1,2,3) then P; = {/3J, i = 1,2,3. Hence Xl = 

= llpPA) = 1, X 2 = IIp,(2A) = 2, X3 = llp3(2A) = 10. (Observe that it is un­
necessary to compute the lly(2A) for the cycles y). We compute 

(

.01 .5 
XAX- 1 = 0 .03 

.5 .04 

In order to state the additive analogue of Theorem 7.2, we define l'p(A) = 

= ailiz + ... + aim-lim' for any cycle /3 = (il> ... , im)· 

Theorem 7.5. Let A E R"" (co finite) and. let 

Then 

seA) = max l'y(A) . 
(yen IYI 

seA) = min ( max (Xi + aij - Xj)) . 
{xiER:iew} (i,j)ewXw· 

Theorem 7.5 is a sharpened version of the theorem of Afriat [1J, [2J and Fiedler­
Ptak [4J, which was mentioned in the introduction. 

APPENDIX. APL STATEMENT AND EXAMPLES 

Suppose A is a finite real matrix: The following APL program may be used to 
compute an approximation AlP. 'This approximation will be precise when there are 
no round off errors.in the division. 

VALP[DJ V 
VT +-- ALP A; J; K; X 

[1J VT +-- X[(K x LJ -;- K) 0 • + 1 + (K +-- 1 ! QA) I J +-- J - 1J -;­
-;- X[J 0 • + 0 x J +-- eX =1= O)/t(}X +--, AJ 
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V' 
C 

1 2 5 
4 0 0 

10 0 0 

ALPC 

1 2 5 1 1 

0.5 1 2.5 0.5 0.5 
.l; 

0.2 0.4 1 0.2 0.2 ! 
I 

1 0 0 1 1 ~ 1 0 0 1 1 1 

A 
" 1 0 5 

I 4 2 0 
0 0 10 

ALP A I 
1 5 1 0 5 

0.2 1 0.2 0 1 

1 0 1 0.5 0 

2 0 2 1 0 

0 1 0 0 1 

B 

1 0 5 
4 2 0 

10 0 0 

ALPB 

1 5 1 0 1 
0.2 1 0.2 0 0.2 

1 0 1 0.5 1 

2 0 2 1 2 

1 0 1 0 1 
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