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MATRICES WHOSE POWERS ARE M-MATRICES OR Z-MATRICES

SHMUEL FRIEDLAND, DANIEL HERSHKOWITZ, AND HANS SCHNEIDER

ABSTRACT. A matrix $A$ all of whose (positive) powers are $Z$-matrices is called here a $ZM$-matrix. A matrix is called a $ZMA$-matrix if all powers of $A$ are irreducible $Z$-matrices. We prove that the spectrum of a $ZMA$-matrix is real and only the eigenvalue minimal in absolute value may be negative. By means of an operation called inflation which generalizes the Kronecker product of two matrices, we determine the class of $ZMA$-matrices of order $n$ in terms of the classes of $ZMA$-matrices of smaller orders. We use this result to show that a $ZMA$-matrix is positively diagonally similar to a symmetric matrix. Similar results hold for $MMA$-matrices which are defined in analogy with $ZMA$-matrices in terms of $M$-matrices, and for $ZMO$-matrices which are defined to be $ZM$-matrices such that all odd powers are irreducible and all even powers reducible. We also prove that a matrix is a $ZMA$-, $ZMO$- or $MMA$-matrix under apparently weaker conditions. If $A$ is a real matrix such that all sufficiently large powers of $A$ are $Z$-matrices, then $A$ is a $ZMA$-matrix if $A^2$ is irreducible, $A$ is a $ZMO$-matrix if $A$ is irreducible and $A^2$ is reducible, and $A$ is an $MMA$-matrix if $A$ is an irreducible $Z$-matrix and some odd power of $A$ is an $M$-matrix.

1. Introduction. A $Z$-matrix is a real $n \times n$ matrix with all its off-diagonal elements nonpositive. An $M$-matrix may be defined as a $Z$-matrix all of whose eigenvalues have nonnegative real parts. There is a voluminous literature on $Z$- and $M$-matrices which, since such matrices are related to nonnegative matrices in an obvious manner, may be said to have originated even before the explicit definition of $M$-matrices by Ostrowski [7] and $Z$-matrices by Fiedler and Ptak [3]. For much information on $Z$- and $M$-matrices see Berman and Plemmons [1].

In this paper we shall investigate matrices whose powers are $Z$- or $M$-matrices, usually under some irreducibility condition. There is a surprisingly rich structure theory for such matrices. Before describing our principal results we shall give some definitions. By $\mathbb{R}$ ($\mathbb{C}$) we denote the real (complex) numbers and by $\mathbb{R}^{mn}$ ($\mathbb{C}^{mn}$) the set of all $m \times n$ matrices with elements in $\mathbb{R}$ ($\mathbb{C}$). From now on if we say a power of $A$ we shall mean a positive power of $A$. By spec($A$) we shall denote the set of (distinct) eigenvalues of $A$. We say that the matrix $A$ is a direct sum of matrices $B$ and $C$ ($A = B \oplus C$) where other authors might say that $A$ is permutation similar to $B \oplus C$ (see the beginning of §4).
DEFINITIONS 1.1. Let $A \in \mathbb{R}^{nn}$.

(i) We call $A$ a $ZM$-matrix ($MM$-matrix) if all powers of $A$ are $Z$-matrices ($M$-matrices).

(ii) We call $A$ a $ZMA$-matrix ($MMA$-matrix) if $A$ is a $ZM$-matrix ($MM$-matrix) and all powers of $A$ are irreducible.

(iii) We call $A$ a $ZMO$-matrix if $A$ is a $ZM$-matrix and all odd powers of $A$ are irreducible, while all even powers of $A$ are the direct sum of two or more matrices.

(iv) We call $A$ a $ZME$-matrix if $A$ is either a $ZMA$-matrix or a $ZMO$-matrix.

(v) We call $A$ an eventual $Z$-matrix (eventual $M$-matrix) if for some positive $k$ the matrix $A^r$ is a $Z$-matrix ($M$-matrix) whenever $r \geq k$.

(vi) We call $A$ essentially an $MMA$-matrix if there is an $s \in \mathbb{R}$ for which $A + sI$ is an $MMA$-matrix.

Our definitions of $ZMA$-, $ZMO$-, and $MMA$-matrices are motivated by results showing that $ZM$-matrices satisfying apparently much weaker irreducibility conditions belong to these classes. The strongest results of this type appear in §7 and depend on the structure theory developed in §6.

We now summarize our principal results. In §2 we investigate $Z$-matrices $A$ whose squares are also $Z$-matrices. We show that the graph of such a matrix is essentially transitive (Lemma 2.10) and it follows easily that if $A$ is also irreducible, then the off-diagonal elements of $A$ are negative (Corollary 2.14). We also characterize those patterns $S$ such that for all matrices $A$ with pattern $S$ both $A$ and $A^2$ are $Z$-matrices. Furthermore, in this case $A$ is a $ZM$-matrix (Theorem 2.18).

In §3 we study an eventual $Z$-matrix $A$ such that $A$ is an irreducible $Z$-matrix. Our fundamental lemma shows that $\text{spec}(A)$ is real. We put

$$\text{spec}(A) = \{\alpha_1, \ldots, \alpha_t\}, \quad \alpha_1 < \cdots < \alpha_t,$$

and we show that all eigenvalues are nonnegative with the possible exception of $\alpha_1$ which is a simple eigenvalue. Further,

$$-\alpha_2 \leq \alpha_1.$$

We then turn to the study of the class of $ZM$-matrices $A$ such that $A$ is irreducible. We show that such an $A$ is in fact a $ZME$-matrix, and that $A$ is a $ZMA$-matrix if and only if $A^2$ is irreducible or the strict inequality holds in (1.3) (Corollary 3.8 and Theorem 3.6). Thus $ZMO$-matrices are characterized within the class considered by the reducibility of $A^2$ or by the equality in (1.3), and $MMA$-matrices by the existence of an odd power of $A$ which is an $M$-matrix or by $0 \leq \alpha_1$ (Theorems 3.7 and 3.9).

In §4 we introduce an operation called inflation which generalizes the Kronecker and Hadamard products of two matrices. Suppose there is a given partition of $\{1, \ldots, n\}$ into $m$ subsets. For $C \in \mathbb{C}^{mn}$ and $U \in \mathbb{C}^{nn}$ we define a matrix $C \times U \in \mathbb{C}^{nm}$ relative to the given partition (Definition 4.1). If $U$ belongs to a certain subset of the rank 1 partitioned matrices in $\mathbb{R}^{nn}$ (denoted here by $\mathcal{U}$; see Definition 4.3), then the operation of inflation has simple properties. Let $C \in \mathbb{C}^{nm}$ and let $U \in \mathcal{U}$ and suppose that

$$A = (C \times U) + \beta G(U) = C \times U + \beta G(U),$$

(1.4)
where \( G(U) \) is a certain idempotent associated with \( U \in \mathcal{U} \). Then \( \text{spec}(A) = \text{spec} C \cup \{\beta\} \). Indeed, if the spectral decomposition of \( C \) (cf. [5, Vol. 1, p. 104]) is
\[
C = (\gamma_1 E_1 + Z_1) + \cdots + (\gamma_t E_t + Z_t),
\]
where \( E_p \) is idempotent and \( Z_p \) is nilpotent, \( p = 1, \ldots, t \), then for \( U \in \mathcal{U} \) and \( \beta \not\in \text{Spec}(C) \) the spectral decomposition of \( A \) in (1.4) is given by
\[
A = (\gamma_1 E_1 \times \times U + Z_1 \times \times U) + \cdots + (\gamma_t E_t \times \times U + Z_t \times \times U) + \beta G(U)
\]
(Lemma 4.19).

In §5 we study completely reducible idempotent \( M \)-matrices \( G \) such that every irreducible component of \( G \) is singular (called a totally singular \( M \)-idempotent). We show that such an idempotent is of the form \( G(U) \), where \( U \) is a positive element of \( \mathcal{U} \) defined above, and that \( U \) is unique under an appropriate normalization (Lemma 5.5).

Our main results are contained in §6. If \( A \) is a \( ZMA \)-matrix of order \( n \), \( n > 1 \), with spectral radius \( \rho(A) \), then there exist a unique partitioning of \( \{1, \ldots, n\} \) into \( m \) subsets, \( 1 \leq m < n \), a unique normalized positive \( U \in \mathcal{U} \), and a unique \( ZMA \)-matrix \( C \in \mathbb{R}^{mn} \) whose spectral radius satisfies \( \rho(C) < \rho(A) \) such that
\[
A = C \times \times U + \rho(A) G(U)
\]
(Theorem 6.12). Thus the class of all \( ZMA \)-matrices of order \( n \) may be determined from the classes of \( ZMA \)-matrices of orders less than \( n \). It follows (Theorem 6.18) that a \( ZMA \)-matrix may be constructed by inflation starting with a matrix
\[
C_1 = \alpha_1,
\]
of order 1, successively forming
\[
C_p = C_{p-1} \times \times U_p + \alpha_p G(U_p), \quad p = 2, \ldots, t,
\]
where \( U_p \) is a matrix in \( \mathcal{U} \) of appropriate dimension, and then setting
\[
A = C_t.
\]
The matrices \( C_p, p = 1, \ldots, t \), and normalized \( U_p, p = 1, \ldots, t \), obtained in this manner are unique. Conversely, a matrix \( A \) obtained by inflation in the above manner is a \( ZMA \)-matrix. We then deduce that the spectral decomposition of a \( ZMA \)-matrix \( A \) is of form
\[
A = \alpha_1 E_1 + \cdots + \alpha_t E_t,
\]
where the \( E_p, p = 1, \ldots, t \), are themselves given by inflation in a simple manner (Corollary 6.25). As another application we deduce (Corollary 6.28) that any matrix \( B \) obtained from a \( ZMA \)-matrix \( A \) by replacing \( \alpha_p \) by \( \beta_p \) in (1.10), \( p = 1, \ldots, t \), remains a \( ZME \)-matrix provided the inequalities (1.2) and (1.3) are maintained.

In §7 we show that a \( ZMA \)-matrix (\( ZMO \)-matrix) has unique \( r \)th root which is a \( ZMA \)-matrix (\( ZMO \)-matrix) provided \( r \) is an odd positive integer, and that an \( MMA \)-matrix has a unique \( r \)th root which is an \( MMA \)-matrix for all positive integers \( r \) (Theorem 7.1). We also show that if \( A \) is an eventual \( Z \)-matrix and some power of \( A \) is irreducible, then \( A \) is a \( ZME \)-matrix (Theorem 7.7). Therefore \( A \) is a \( ZMA \)-matrix if \( A \) is an eventual \( Z \)-matrix and an even power of \( A \) is an irreducible \( Z \)-matrix.
In §8 we show that $e^A$ is an $MMA$-matrix if $A$ is essentially an $MMA$-matrix. Further, if $e^A$ is an $MMA$-matrix, then $A$ is essentially an $MMA$-matrix if and only if $\text{spec}(A)$ is real (Theorem 8.7). We also show that the semigroup $\{e^{sA} : s > 0\}$ consists entirely of $MMA$-matrices if and only if $A$ is essentially an $MMA$-matrix (Theorem 8.9).

In §9 we show that if $A$ is a symmetric $ZMA$-matrix, then all the matrices which occur in the inflation process (1.7)–(1.9) are symmetric and that every $ZMA$-matrix is positively diagonally similar to a symmetric $ZMA$-matrix (Theorems 9.2 and 9.6).

It may be remarked that most of our results on $ZMA$-matrices (and in particular, our main theorems in §6) have analogues for $ZMO$-matrices which are often not stated. This is a consequence of the result (Lemma 3.10) that $A$ is a $ZME$-matrix if and only if $A + \varepsilon I$ is a $ZMA$-matrix for all positive $\varepsilon$.

We also remark that it is easy to find an example of a $ZM$-matrix none of whose powers is irreducible, e.g. Example 5.7. We have not investigated the theory of $ZM$-matrices without an irreducibility condition except for our results in §2. It is clear that many of our results will not hold in this more general context. For example, compare the obvious result that every nilpotent matrix is an eventual $Z$-matrix with the last theorem quoted above from §7.

We end this introduction with a natural problem: Characterize the $ZMA$-matrices and $MMA$-matrices of order $n$ without reference to $ZMA$-matrices of smaller order. In view of the results of §9 it is sufficient to characterize symmetric $ZMA$- and $MMA$-matrices.

2. $Z$-matrices whose squares are $Z$-matrices.

DEFINITIONS 2.1. Let $A \in \mathbb{R}^{n \times n}$.

(i) The (directed) graph $\Gamma(A)$ of $A$ has $\{1, \ldots, n\}$ as its vertex set and $(i, j)$ is an arc of $\Gamma(A)$ if $a_{ij} \neq 0$. An arc $(i, j)$ of $\Gamma(A)$ is normally denoted by $i \rightarrow j$.

(ii) A path from $i$ to $j$ in $A$ of length $m$ is a sequence of arcs $(i_0, i_1), \ldots, (i_{m-1}, i_m)$ in $\Gamma(A)$ with $i = i_0$ and $j = i_m$. We normally denote this path by $i_0 \rightarrow i_1 \rightarrow \cdots \rightarrow i_m$.

(iii) The path $i_0 \rightarrow i_1 \rightarrow \cdots \rightarrow i_m$ is called a simple path if, for $l > k$, $i_k = i_l$ implies $k = 0$ and $l = m$.

(iv) The path $i_0 \rightarrow i_1 \rightarrow \cdots \rightarrow i_m$ is called a circuit if it is simple and $i_0 = i_m$.

Usually we refer to an arc (path) of $\Gamma(A)$ as an arc (path) in $A$. If there is a path from $i$ to $j$ in $A$, then there exists a simple path from $i$ to $j$ in $A$.

DEFINITIONS 2.2. Let $A \in \mathbb{R}^{n \times n}$.

(i) We call $A$ essentially graph transitive if, for every path $i \rightarrow j \rightarrow k$ with $i \neq k$ in $A$, it follows that $i \rightarrow k$ in $A$.

(ii) We call $A$ graph transitive if $i \rightarrow j \rightarrow k$ in $A$ implies that $i \rightarrow k$ in $A$.

(iii) We call $A$ essentially full if $i \rightarrow j$ in $A$ (viz. $a_{ij} \neq 0$) whenever $i \neq j$, $i, j = 1, \ldots, n$.

(iv) We call $A$ full if $i \rightarrow j$ in $A$ (viz. $a_{ij} \neq 0$), $i, j = i, \ldots, n$.

(v) (As usual) we call $A$ irreducible if there is a path in $A$ from $i$ to $j$ for every $i, j, i, j = 1, \ldots, n$.

(vi) We call $A$ completely reducible if there is a path in $A$ from $j$ to $i$ whenever there is a path in $A$ from $i$ to $j$. 

It is clear that $A$ is essentially graph transitive if and only if for every simple path $i \to j \to k$ with $i \neq k$ it follows that $i \to k$. Observe that every matrix in $\mathbf{R}^{11}$ and $\mathbf{R}^{22}$ is essentially graph transitive and that every matrix in $\mathbf{R}^{11}$ is essentially full. Note that an irreducible matrix is completely reducible, and that (as is easily proved and well known) a completely reducible matrix is a direct sum of irreducible matrices.

**Lemma 2.3.** Let $A \in \mathbf{R}^{nn}$, and suppose that $A$ is essentially graph transitive and $i \neq j$, $1 \leq i, j \leq n$. If there exists a simple path from $i$ to $j$ in $A$ of length $m$, then there exists a simple path from $i$ to $j$ of length $r$ for all $r$, $1 \leq r \leq m$.

**Proof.** Easy. □

**Lemma 2.4.** Let $A \in \mathbf{R}^{nn}$ be irreducible.

(i) The matrix $A$ is essentially full if and only if it is essentially graph transitive.

(ii) If $n > 1$, then $A$ is full if and only if it is graph transitive.

**Proof.** (i) If $A$ is essentially full, then it is evidently essentially graph transitive. To prove the converse, suppose that $A$ is essentially graph transitive. Let $i \neq j$, $1 \leq i, j \leq n$. Since $A$ is irreducible, there exists a simple path from $i$ to $j$ in $A$. Hence, by Lemma 2.3, there exists a path of length 1 from $i$ to $j$, viz. $a_{ij} \neq 0$.

(ii) The proof is similar. □

**Lemma 2.5.** Let $A \in \mathbf{R}^{nn}$ and suppose that $A$ and $A^2$ are $Z$-matrices. Let $i \neq k$, $1 \leq i, k \leq n$. Then

(2.6) \[ a_{ik}(a_{ii} + a_{kk}) \leq 0 \]

and

(2.7) \[ a_{ik}(a_{ii} + a_{kk}) < 0 \]

if there exists a simple path $i \to j \to k$ in $A$.

**Proof.** Note that the element of $A^2$ in position $(i, k)$ is given by

(2.8) \[ a_{ik}^{(2)} = a_{ik}(a_{ii} + a_{kk}) + S, \]

where

(2.9) \[ S = \sum_{h \neq i, h \neq k} a_{ih}a_{hk}. \]

Since every term of the last sum is nonnegative we have $S \geq 0$. But $a_{ik}^{(2)}$ is nonpositive and (2.6) now follows from (2.8).

If $i \to j \to k$, then one term of the sum in (2.9) is positive. Hence $S > 0$ in (2.9), and (2.7) follows from (2.8). □

**Lemma 2.10.** Let $A \in \mathbf{R}^{nn}$ and suppose that $A$ and $A^2$ are $Z$-matrices. Then

(i) $A$ is essentially graph transitive.

(ii) If there is a path from $i$ to $k$ in $A$, $i \neq k$, then

(2.11) \[ a_{ik} < 0, \]

(2.12) \[ (a_{ii} + a_{kk}) \geq 0, \]
and

\[(a_{ii} + a_{kk}) = 0\]

only if \(i \to k\) is the unique simple path from \(i\) to \(k\) in \(A\).

**Proof.** (i) Let \(i \to j \to k\) be a simple path in \(A\). Then \(a_{ik} \neq 0\) by (2.7) in Lemma 2.5, and (i) is proved.

(ii) By Lemma 2.3 and part (i) either there exists a simple path \(i \to j \to k\) in \(A\) or \(i \to k\) is the unique simple path from \(i\) to \(k\) in \(A\). The results (2.12) and (2.13) follow from (2.6), (2.7), and the nonpositivity of \(a_{ik}\). □

**Corollary 2.14.** Let \(A \in \mathbb{R}^{n \times n}\) and suppose that \(A\) and \(A^2\) are Z-matrices, where \(A\) is irreducible. Then

(i) \(A\) is essentially full.

(ii) If \(n = 2\), then \(A\) has at most one negative diagonal element and (if it exists) its absolute value is less than or equal to the other diagonal element.

(iii) If \(n > 2\), then \(A\) has at most one nonpositive diagonal element and (if it exists) its absolute value is less than any other diagonal element.

**Proof.** (i) follows from Lemmas 2.10(i) and 2.4.

(ii) If \(n = 2\), then by irreducibility \(1 \to 2\) and the assertions follow from (2.12).

(iii) If \(n > 2\), then by (i), there is a simple path of length 2 from \(i\) to \(k\) in \(A\) for all \(i, k, i \neq k, 1 \leq i, k \leq n\). Hence, by (2.12) and (2.13), \(a_{ii} + a_{kk} > 0\) and the assertions follow. □

To illustrate the various possibilities which may arise in Corollary 2.4 we give three examples of irreducible Z-matrices whose squares are also Z-matrices.

\[
A = \begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 2 & -4 \\ -2 & -1 \end{bmatrix}, \quad C = \begin{bmatrix} -1 & -2 & -2 \\ -6 & 3 & -2 \\ -6 & -2 & 3 \end{bmatrix}.
\]

In fact, the matrices \(A\) and \(C\) are examples of ZMO-matrices and \(B\) is a ZMA-matrix. The matrix \(A\) above shows that we cannot improve “negative” to “nonpositive” in part (ii) of Corollary 2.14.

**Definition 2.15.** (i) A **pattern matrix** \(S\) is an \(n \times n\) matrix with each entry in \(\{-1, 0, 1\}\).

(ii) For a pattern matrix \(S\) we define the subset \(\Pi(S)\) of \(\mathbb{R}^{n \times n}\) by \(A \in \Pi(S)\) if \(a_{ij} > 0\), \(a_{ij} = 0\), \(a_{ij} < 0\) according as \(s_{ij} = 1\), \(s_{ij} = 0\), \(s_{ij} = -1\), \(i, j = 1, \ldots, n\).

**Definition 2.16.** Let \(A \in \mathbb{R}^{n \times n}\) and let \(i_0 \to \cdots \to i_m\) be a path in \(A\). This path is said to be a **positive (negative)** path if \(a_{ij}\) is positive (negative) for each arc \(i \to j\) of the path.

**Lemma 2.17.** Let \(A \in \mathbb{R}^{n \times n}\) and suppose that every simple path in \(A\) of length 2 is a circuit. Then every path in \(A\) contains at most two distinct vertices.

**Proof.** Without loss of generality, we prove the result for a path \(i_0 \to \cdots \to i_m\) in \(A\), where \(i_k \neq i_{k+1}, k = 0, \ldots, m - 1\). Then \(i_k \to i_{k+1} \to i_{k+2}\) is a simple path and hence \(i_{k+2} = i_k, k = 0, \ldots, m - 2\). Thus \(i_0 = i_2 = \cdots\) and \(i_1 = i_3 = \cdots\). □
THEOREM 2.18. Let $S \in \mathbb{R}^{mn}$ be a pattern matrix. Then the following are equivalent.

(i) Every positive path in $S$ of length 1 is closed and every negative path in $S$ of length 2 is closed.

(ii) For all $A \in \Pi(S)$, the matrix $A$ is a ZM-matrix.

(iii) For all $A \in \Pi(S)$, the matrices $A$ and $A^2$ are Z-matrices.

PROOF. (i)$\Rightarrow$(ii). From the first part of (i) it follows that every path $i \rightarrow j$ in $A$ with $i \neq j$ is negative. Hence every simple path $i \rightarrow j \rightarrow k$ in $A$ is negative and so, by the second part of (i), it is a circuit.

Let $m$ be a positive integer and let $i \neq j$, $1 \leq i, j \leq n$. We observe that

$$a_{ij}^{(m)} = \sum_{1 \leq i_1, \ldots, i_{m-1} \leq n} a_{i_1i_2} \cdots a_{i_{m-1}i_j}.$$  \hspace{1cm} (2.19)

Since every simple path in $A$ of length 2 is a circuit, it follows from (2.19) and Lemma 2.17 that

$$a_{ij}^{(m)} = \sum_{0 \leq m_1, m_2, m_3 \leq m} (a_{ii})^{m_1} (a_{ij}a_{jj})^{m_2} a_{ij}(a_{jj})^{m_3}.  \hspace{1cm} (2.20)$$

Suppose $a_{ij}^{(m)} \neq 0$. Then, by (2.20), $a_{ij} \neq 0$. Hence $a_{ij} < 0$. Further $a_{ji} \leq 0$ and so $a_{ij}a_{ji} \geq 0$. Also $a_{ii} \geq 0$, for otherwise $i \rightarrow i \rightarrow j$ is a negative path contrary to (i). Similarly $a_{jj} \geq 0$. It now follows from (2.20) that $a_{ij}^{(m)} < 0$. Thus $A^m$ is a Z-matrix.

(ii)$\Rightarrow$(iii) is trivial.

(iii)$\Rightarrow$(i). Since $A$ is a Z-matrix, clearly every positive path in $A$ of length 1 is closed. Suppose there exists a negative path $g \rightarrow h \rightarrow k$ such that $g \neq k$. Define an $n \times n$ matrix $A$ by

$$a_{ij} = \begin{cases} -n & \text{if } (i,j) = (g,h) \text{ or } (h,k), \\ s_{ij} & \text{otherwise.} \end{cases}$$  \hspace{1cm} (2.21)

Then $A \in \Pi(S)$. If $h \notin \{g,k\}$, then $|a_{gj}a_{jk}| \leq 1$ for $j \neq h$. Hence it follows from (2.21) that

$$a_{gk}^{(2)} = \sum_{1 \leq j \leq n} a_{gj}a_{jk} \geq n^2 - (n-1) = (n-1)^2 + n > 0.  \hspace{1cm} (2.22)$$

If $h = g$, then, since $(g,h) \neq (h,k)$, $a_{gg}a_{gk} = n^2$, $|a_{gk}a_{kk}| \leq n$, and $|a_{gj}a_{jk}| \leq 1$ for $j \neq \{g,k\}$. Hence,

$$a_{gk}^{(2)} \geq n^2 - n - (n-2) = (n-1)^2 + 1 > 0.  \hspace{1cm} (2.23)$$

Similarly if $h = k$ we again obtain (2.23). Thus in every case $a_{gk}^{(2)} > 0$, which is a contradiction since $A^2$ is a Z-matrix. \hfill \Box

REMARK 2.24. Condition (i) of Theorem 2.18 has the following matrix theoretic interpretation: After permutation similarity the pattern matrix $S$ is a direct sum of matrices of the following three types:

(a) $1 \times 1$ matrices,

(b) $2 \times 2$ matrices with nonnegative diagonal elements and negative off-diagonal elements,
(c) matrices of the type

\[ T = \begin{bmatrix} T_{11} & T_{12} \\ 0 & T_{22} \end{bmatrix}, \]

where \( T_{11} \) and \( T_{22} \) are nonnegative diagonal matrices, and \( T_{12} \) is nonpositive.

3. **ZMA-, ZMO-, and ZME-matrices.** Let \( A \in \mathbb{R}^{nn} \) be a Z-matrix. Then \( A \) has an eigenvalue \( \mu(A) \) for which \( \mu(A) < \text{Re} \alpha \) for every eigenvalue \( \alpha \) of \( A \), \( \alpha \neq \mu(A) \), and some associated eigenvector is nonnegative. We shall call \( \mu(A) \) the **minimal eigenvalue** of \( A \). If \( A \) is irreducible, then \( \mu(A) \) is a simple eigenvalue, viz. a simple zero of the characteristic polynomial of \( A \) and its associated eigenvector may be chosen positive, e.g. [1, Theorem 4.16, p. 156].

By considering the Jordan canonical form of \( A \in \mathbb{C}^{nn} \) (or the spectral decomposition (1.5)) it is easy to prove the following result: Let \( \alpha^p \) be a simple eigenvalue of \( A^p \), \( p \geq 1 \). Let \( x \) be the eigenvector of \( A^p \) belonging to \( \alpha^p \) (which is unique up to a scalar multiple). Then \( \alpha \) is a simple eigenvalue of \( A \) with eigenvector \( x \).

**Lemma 3.1.** Let \( A \in \mathbb{R}^{nn} \) be an eventual Z-matrix and suppose that some power of \( A \) is an irreducible Z-matrix. Then

(i) All eigenvalues of \( A \) are real.

(iii) If \( \text{spec}(A) \) is given by (1.2), then \( \alpha_1 \) is a simple eigenvalue of \( A \), its associated projection is positive, and

\[(3.2) \quad |\alpha_1| \leq \alpha_p, \quad p = 2, \ldots, t. \]

(Thus \( \alpha_p > 0 \), \( p = 2, \ldots, t \).)

**Proof.** By assumption there is a \( p \), \( p \geq 1 \), for which \( A^p \) is an irreducible Z-matrix. Suppose \( \alpha \) is an eigenvalue of \( A \) such that \( \alpha^p \) is the minimal eigenvalue \( \mu(A^p) \) of \( A^p \). Since \( \alpha^p \) is a simple eigenvalue of \( A^p \) and its associated eigenvector \( x \) is positive, it follows from the remark preceding this lemma that \( \alpha \) is a simple eigenvalue of \( A \) with associated eigenvector \( x \).

Now suppose that \( A^r \) is a Z-matrix for all \( r \geq k \) and let \( r \geq k \). Then \( A^r \) is a Z-matrix and hence its minimal eigenvalue \( \mu(A^r) \) has a nonnegative associated row eigenvector \( y^T \).

Thus

\[ \alpha^r y^T x = y^T A^r x = \mu(A^r) y^T x, \quad r \geq k, \]

and, since \( y^T x \neq 0 \), it follows that

\[(3.3) \quad \alpha^r = \mu(A^r), \quad r \geq k. \]

Thus \( \alpha^r \) is real for all positive integers \( r \geq k \), and it follows that \( \alpha \) is real.

Let \( \beta \) be an eigenvalue of \( A \). By (3.3) we have

\[(3.4) \quad \text{Re}(\beta^r) \geq \alpha^r, \quad r \geq k. \]

Since this holds for all \( r \geq k \) and \( \alpha^r > 0 \) when \( r \) is even, it follows that \( \beta^2 \) is nonnegative. Hence \( \beta \) is real which proves (i). Thus (3.4) becomes

\[(3.5) \quad \beta^r \geq \alpha^r, \quad r \geq k. \]

We now consider (3.5) for an odd and an even \( r \) and obtain respectively \( \beta \geq \alpha \) and \( \beta^2 \geq \alpha^2 \), which proves \( \beta \geq |\alpha| \). Thus spec\((A)\) satisfies (3.2) with \( \alpha = \alpha_1 \) a simple eigenvalue.
We must still show that the projection $E$ associated with $\alpha$ is positive. We have shown that the column eigenvector $x$ corresponding to $\alpha$ is positive. Similarly the row eigenvector $u$ corresponding to $\alpha$ is positive. But $E = xu^T/u^Tx$ and (ii) is proved. □

When $A \in \mathbb{R}^{nn}$ is an eventual $Z$-matrix and some power of $A$ is an irreducible $Z$-matrix, we shall assume that $\text{spec}(A)$ is given by (1.2). We now consider $ZM$-matrices. In §7 we shall return to eventual $Z$-matrices.

**Theorem 3.6.** Let $A \in \mathbb{R}^{nn}$ be a $ZM$-matrix. Then the following are equivalent.

(i) $A$ is irreducible and $-\alpha_2 < \alpha_1$.

(ii) $A$ is a $ZMA$-matrix.

(iii) $A^2$ is irreducible.

**Proof.** (i)⇒(ii). By Lemma 3.1(ii), $\alpha_1 = \mu(A)$ is a simple eigenvalue of the $Z$-matrix $A$ and its associated row and column eigenvectors are positive. If $-\alpha_2 < \alpha_1$, then $\mu(A^r) = \alpha_1^r$ is a simple eigenvalue of $A^r$ with positive associated eigenvectors and hence [1, Theorem 3.14, p. 41] $A^r$ is irreducible, $r = 1, 2, \ldots$. This proves (ii).

(ii)⇒(iii) is trivial.

(iii)⇒(i). Suppose $A^2$ is irreducible. Then $\mu(A^2) = \alpha_2^2$ is a simple eigenvalue of $A^2$ and hence $\alpha_2 \neq -\alpha_1$. We deduce (i) from (3.2). □

**Theorem 3.7.** Let $A \in \mathbb{R}^{nn}$ be a $ZM$-matrix. Then the following are equivalent.

(i) $A$ is irreducible and $-\alpha_2 = \alpha_1$.

(ii) $A$ is a $ZMO$-matrix.

(iii) $A$ is irreducible and $A^2$ is reducible.

**Proof.** (i)⇒(ii). If (i) holds, then $\mu(A^r) = \alpha_1^r$ is a simple or multiple eigenvalue of $A^r$ according as $r$ is odd or even. Since, by Lemma 3.1(ii), $\alpha_1^r$ has associated with it positive row and column eigenvectors, the complete reducibility of $A$ for all positives follows from [1, Theorem 3.14, p. 41]. This proves (ii).

(ii)⇒(iii) is trivial.

(iii)⇒(i) follows immediately by (i)⇒(ii) of Theorem 3.6 and Lemma 3.1. □

**Corollary 3.8.** Let $A \in \mathbb{R}^{nn}$ be a $ZM$-matrix. Then the following are equivalent.

(i) $A$ is irreducible.

(ii) $A$ is a $ZME$-matrix.

(iii) All odd powers of $A$ are irreducible.

We now easily obtain the following result on $MMA$-matrices.

**Theorem 3.9.** Let $A \in \mathbb{R}^{nn}$ be a $ZM$-matrix. Then the following are equivalent.

(i) $A$ is irreducible and $\alpha_1 \geq 0$.

(ii) $A$ is an $MMA$-matrix.

(iii) $A$ is irreducible and there is an odd power of $A$ which is an $M$-matrix.

**Proof.** (i)⇒(ii). By Theorem 3.6 the matrix $A$ is a $ZMA$-matrix since $-\alpha_2 < \alpha_1$. But $\mu(A^r) = \alpha_1^r \geq 0$, $r = 1, 2, \ldots$, and (ii) follows.
(ii) ⇒ (iii) is trivial.

(iii) ⇒ (i). Since A is irreducible we may write \( \text{spec}(A) \) in form (1.2) by Lemma 3.1. If \( A' \) is an M-matrix, then \( \alpha_1 \geq 0 \). Since \( r \) may be chosen odd it follows that \( \alpha_1 \geq 0 \). \( \square \)

**Lemma 3.10.** Let \( A \in \mathbb{R}^{nn} \) be a ZM-matrix. Then A is a ZME-matrix if and only if \( A + \varepsilon I \) is a ZMA-matrix for all positive \( \varepsilon \).

**Proof.** Suppose A is a ZME-matrix and let \( \varepsilon > 0 \). Let \( r \) be a positive integer. Then \( (A + \varepsilon I)^r \) is a positive linear combination of \( I, A, \ldots, A^r \) and hence \( (A + \varepsilon I)^r \) is a Z-matrix. Since A is irreducible, \( (A + \varepsilon I)^r \) is irreducible and therefore \( A + \varepsilon I \) is a ZMA-matrix. Conversely, suppose \( A + \varepsilon I \) is a ZMA-matrix for all \( \varepsilon > 0 \). Since \( A + \varepsilon I \) is irreducible, so is A, and \( A^r = \lim_{\varepsilon \to 0} (A + \varepsilon I)^r \) is a Z-matrix, \( r = 1, 2, \ldots \). Hence by Corollary 3.8 the matrix A is a ZME-matrix. \( \square \)

**4. The operation of inflation.** Our notation will not distinguish between a subset of \( \{1, \ldots, n\} \) and its cardinality. An unordered partition \( \{n_1, \ldots, n_m\} \) of \( n \) (viz. \( \{1, \ldots, n\} \)) into \( m \) subsets will be called an \( m \)-partition of \( n \). By \( C(n_1, \ldots, n_m) \), we denote the set of all \( n \times n \) complex matrices with the partition induced by \( \{n_1, \ldots, n_m\} \), viz. \( A_{ij} \) is the submatrix of \( A \in \mathbb{C}^{nn} \) whose rows are indexed by \( n_i \) and whose columns are indexed by \( n_j \). We shall write \( A_{ij} \in \mathbb{C}^{n_i n_j} \). Given an underlying partition \( m \)-partition of \( n \) we shall also write \( z_i \in \mathbb{C}^{n_i} \) for a vector whose elements are indexed by \( n_i \). When displaying matrices it may be convenient to assume that the sets \( n_i \) consist of consecutive integers. Similar notations will be used for \( \mathbb{R}^{nn} \).

Clearly \( G \in \mathbb{C}^{nn} \) is reducible if for some \( 2 \)-partition of \( n \) we have \( G_{12} = 0 \), and completely reducible if, for some \( m \)-partition, the matrix \( G \) is a direct sum of irreducible \( G_{ii} \),

\[
G = G_{11} \oplus \cdots \oplus G_{mm},
\]

viz. \( G_{ij} \) is irreducible and \( G_{ij} = 0 \) if \( i \neq j \), \( i, j = 1, \ldots, m \). We call \( \{n_1, \ldots, n_m\} \) the partition that reduces \( G \) and we call \( m \) the reducibility of \( G \) and write \( \text{red}(G) = m \). Note that a completely reducible matrix is irreducible if and only if \( \text{red}(G) = 1 \).

We now define an operation which associates an \( n \times n \) matrix denoted by \( C \times U \) with an \( m \times m \) matrix \( C \), and an \( n \times n \) matrix \( U \) with a given \( m \)-partition.

**Definition 4.1.** Let \( \{n_1, \ldots, n_m\} \) be an \( m \)-partition of \( n \), \( U \in \mathbb{C}(n_1, \ldots, n_m) \), and \( C \in \mathbb{C}^{mm} \). Then the inflation matrix of \( C \) with respect to \( U \) (relative to \( \{n_1, \ldots, n_m\} \)) is defined by

\[
C \times U = \begin{bmatrix}
  c_{11} U_{11} & \cdots & c_{1m} U_{1m} \\
  \vdots & \ddots & \vdots \\
  c_{m1} U_{m1} & \cdots & c_{mm} U_{mm}
\end{bmatrix}.
\]

Note that the notation \( C \times U \) does not make explicit the \( m \)-partitioning involved. Also note that \( C \in \mathbb{R}^{mm} \) and \( U \in \mathbb{R}(n_1, \ldots, n_m) \) implies that \( C \times U \in \mathbb{R}^{nn} \). Let \( n = rm \), where \( r \) is a positive integer, and let \( n_i = r \), \( i = 1, \ldots, m \). If \( U_{ij} = V \), \( i, j = 1, \ldots, r \), then \( C \times U = C \times V \), the Kronecker product of \( C \) and \( V \). Thus our operation of inflation is a generalization of the Kronecker product.

We shall use the inflation operation \( C \times U \) is some cases when \( U = I_n \), the \( n \times n \)
identity, and, most frequently, when \( U \) belongs to a certain subset of the rank 1 matrices, which we now define.

**Definition 4.3.** Let \( \{n_1, \ldots, n_m\} \) be an \( m \)-partition of \( n \). We define the subset \( \mathcal{U}(n_1, \ldots, n_m) \) of \( \mathbb{C}(n_1, \ldots, n_m) \) by \( U \in \mathcal{U}(n_1, \ldots, n_m) \) if
\[
\text{rank } U_{ii} = 1 \quad \text{and} \quad U_{ii} \text{ is irreducible,} \quad i = 1, \ldots, m,
\]
and
\[
U_{ij}U_{jk} = U_{ik}, \quad i, j, k = 1, \ldots, m.
\]

Equivalently, \( U \in \mathbb{C}^{mn} \) belongs to \( \mathcal{U}(n_1, \ldots, n_m) \) if and only if there exist \( u_i, v_i \in \mathbb{C}^{n_i} \) such that \( u_i, v_i \) have no zero components and
\[
(v_i)^T u_i = 1, \quad i = 1, \ldots, m,
\]
\[
U_{ij} = u_i(v_j)^T, \quad i, j = 1, \ldots, m.
\]

Note that \( U_{ii} \) is idempotent and hence \( \text{trace } U_{ii} = \text{rank } U_{ii} = 1 \). The following properties are easily proved for \( U \in \mathcal{U}(n_1, \ldots, n_m) \).

\[
(\alpha C) \times U = \alpha(C \times U),
\]
\[
(C + D) \times U = (C \times U) + (D \times U),
\]
\[
(CD \times U) = (C \times U)(D \times U),
\]
where \( C, D \in \mathbb{C}^{mn} \).

If \( m = n \), then \( U_{ij} = 1 \in \mathbb{C}^{11}, i, j = 1, \ldots, n \), and hence \( C \times U = C \). (Usually \( n > m \).) With every matrix \( U \in \mathcal{U}(n_1, \ldots, n_m) \) we associate a matrix
\[
G = G(U) = I_n - (I_m \times U).
\]
Thus
\[
G = G_{11} \oplus \cdots \oplus G_{mm},
\]
where
\[
G_{ii} = I - U_{ii}, \quad i = 1, \ldots, m,
\]
and hence
\[
\text{nullity}(G_{ii}) = 1, \quad (G_{ii})^2 = G_{ii}, \quad i = 1, \ldots, m.
\]

Conversely given \( G \in \mathbb{C}^{mn} \) satisfying (4.12)–(4.14) with \( U_{ii} \) an irreducible rank 1 matrix we can find \( u_i, v_i, i = 1, \ldots, m \), satisfying (4.6) and hence construct a \( U \in \mathcal{U}(n_1, \ldots, n_m) \) to which \( G \) corresponds, viz. \( G = G(U) \). However, \( U \) is not unique. Thus we call \( U \in \mathcal{U}(n_1, \ldots, n_m) \) normalized if in (4.6) we have
\[
\|u_i\| = \|v_i\|, \quad i = 1, \ldots, m,
\]
where \( \| \cdot \| \) is the Euclidean norm of appropriate dimension. We then have uniqueness:

**Lemma 4.16.** Let \( \{n_1, \ldots, n_m\} \) and \( \{n'_1, \ldots, n'_m\} \) be \( m \)- and \( m' \)-partitions of \( n \) respectively and let \( U \in \mathcal{U}(n_1, \ldots, n_m) \) and \( U' \in \mathcal{U}(n'_1, \ldots, n'_m) \) be normalized. If \( G = G(U) = G(U') \) is given by (4.11), then \( m = m' \), \( \{n_1, \ldots, n_m\} = \{n'_1, \ldots, n'_m\} \), and \( U = U' \).

**Proof.** Let \( G_{ii} \) be given by (4.13), \( i = 1, \ldots, m \). By (4.12), since \( G_{ii} \) is irreducible, \( G_{ii} = I - U'_{ii} \), after renumbering the sets of one of the partitions,
\( i = 1, \ldots, m \). Thus we have \( m = m' \) and the identity of the two partitions. By (4.15), \( U_{ii} \) determines \( u_i, v_i \) uniquely and hence \( U = U' \).

In the rest of this section we assume that \( \{n_1, \ldots, n_m\} \) is an \( m \)-partition of \( n \).

**Lemma 4.17.** Let \( C \in \mathbb{C}^{m \times m} \) and let \( U \in \mathcal{U}(n_1, \ldots, n_m) \). Then
\[
\text{rank}(C \times U) = \text{rank} C.
\]

**Proof.** For \( x \in \mathbb{C}^m \) and \( x^T = (x_1, \ldots, x_m) \) define \( \varphi(x) \in \mathbb{C}^n \) by
\[
\varphi(x)^T = (x_1 u_1^T, \ldots, x_m u_m^T),
\]
where \( U_{ij} = u_i v_j^T, i, j = 1, \ldots, m \). It is easy to check that \( \varphi \) is a linear map of \( \mathbb{C}^m \) into \( \mathbb{C}^n \) which is 1-1 since \( \varphi(x) = 0 \) implies that \( x = 0 \). We claim that \( \varphi(\text{Range} C) = \text{Range}(C \times U) \). Suppose first that \( z \in \text{Range} C \), say \( z = Cx \), where \( x \in \mathbb{C}^m \). Direct computation shows that \( (C \times U)\varphi(x) = \varphi(Cx) = \varphi(z) \). Hence \( \varphi(\text{Range} C) \subseteq \text{Range}(C \times U) \). Next let \( y \in \text{Range}(C \times U) \), say \( y = (C \times U)w \), where \( w \in \mathbb{C}^n \). Partition \( w \) conformably with \( U \) and define \( \tilde{w} \in \mathbb{C}^m \) by \( \tilde{w}_i = v_i^T w_i, i = 1, \ldots, m \). Then \( y = (C \times U)\tilde{w} = \varphi(C\tilde{w}) \). This shows that \( \text{Range}(C \times U) \subseteq \varphi(\text{Range} U) \), and our claim is proved. We now deduce the lemma from the result that \( \varphi \) is an isomorphism of \( \text{Range} C \) onto \( \text{Range}(C \times U) \).

For \( C \in \mathbb{C}^{m \times m} \) write the spectral decomposition as
\[
C = \sum_{p=1}^{t} (\gamma_p E_p + Z_p)
\]
(cf. Gantmacher [5, Vol. I, p. 104]). The spectral radius of \( C \) will be denoted by \( \rho(C) \), viz. \( \rho(C) = \max\{\gamma : \gamma \in \text{spec}(C)\} \).

**Lemma 4.19.** Let the spectral decomposition of \( C \in \mathbb{C}^{m \times m} \) be given by (4.18) and let \( U \in \mathcal{U}(n_1, \ldots, n_m) \). Suppose that
\[
A = \beta G(U) + C \times U.
\]
Then
\[
A = \sum_{p=1}^{t} (\gamma_p (E_p \times U) + (Z_p \times U)) + \beta G(U).
\]

Further, if \( n > m \) and \( \beta \notin \text{Spec}(C) \), then the spectral decomposition of \( A \) is given by (4.21).

**Proof.** We use (4.8)–(4.10) to establish (4.21) and to verify that \( G(U), E_p \times U, Z_p \times U \) satisfy the conditions of a spectral decomposition in the case that \( n > m \) and \( \beta \notin \text{Spec}(C) \). Then \( n_i > 1 \) for some \( i, 1 \leq i \leq m \), and we have \( I_n - G(U) = I_m \times U \neq I \). Thus \( G(U) \neq 0 \).

**Corollary 4.22.** Suppose \( A \) is given by (4.20). Then \( \text{Spec}(A) = \text{Spec}(C) \cup \{\beta\} \) and the multiplicity of each eigenvalue \( \alpha \) of \( A \), \( \alpha \neq \beta \), equals the multiplicity of \( \alpha \) in \( C \), while the multiplicity of \( \beta \) as an eigenvalue of \( A \) equals \( n - m \) plus the multiplicity of \( \beta \) as an eigenvalue of \( C \).

**Proof.** Use Lemmas 4.17 and 4.19.

**Remark.** If \( \beta \in \text{Spec}(C) \) (in which case \( \text{Spec}(A) = \text{Spec}(C) \)), then the spectral decomposition of \( A \) is obtained by adding \( G(U) \) to one of the \( E_p \times U \), \( 1 \leq p \leq t \). If \( m = n \), \( G(U) = 0 \) and \( A = C \).
Lemma 4.23. Let $U \in \mathcal{U}(n_1, \ldots, n_m)$ and let $G = G(U)$. Let $B \in \mathbb{C}^{nn}$. Then $BG = 0 = GB$ if and only if $B = C \times U$ for some $C \in \mathbb{C}^{mn}$.

Proof. We let $U_{ij} = u_i v_j^T$, $i, j = 1, \ldots, m$, and we partition $B$ conformably with $U$. Then $BG = 0 = GB$ is equivalent to $B_{ij}G_{ij} = 0$ and $G_{ii}B_{ij} = 0$, $i, j = 1, \ldots, m$, and hence, since nullity$(G_{ii}) = 1$, $i = 1, \ldots, m$, also equivalent to $B_{ij} = c_{ij}u_i v_j^T = c_{ij}U_{ij}$. □

5. The structure of completely reducible $M$-idempotents. In view of their importance to our results, we now describe the structure of completely reducible idempotent $M$-matrices. An idempotent $M$-matrix will be called an $M$-idempotent. We call an $M$-idempotent totally singular if it is completely reducible and each irreducible component is singular. A matrix $A$ is nonnegative $(A \geq 0)$ if all its entries are nonnegative and positive $(A > 0)$ if all its entries are positive.

Lemma 5.1. Let $G$ ben an $n \times n$ nonsingular irreducible $M$-idempotent. Then $n = 1$ and $G = [1]$.

Proof. A nonsingular idempotent is the identity which is irreducible only if it is $1 \times 1$. □

Lemma 5.2. Let $G \in \mathbb{R}^{nn}$. Then $G$ is a singular irreducible $M$-idempotent if and only if

$$G = I - U,$$

and

$$U > 0, \quad U^2 = U, \quad \text{rank } U = 1.$$

Proof. If $G$ is of the given form, then $G$ is an irreducible $M$-matrix and $G^2 = G$, since $U^2 = U$. Conversely, let $G$ be an irreducible singular $M$-matrix. Then rank $G = n - 1$ and hence, since $G$ is idempotent, $G = I - uv^T$ where $Gu = 0$ and $v^TG = 0$. But since $G$ is an irreducible $M$-matrix, $u > 0$ and $v > 0$. Hence $U = uv^T > 0$. □

In particular, if $G$ is a $1 \times 1$ singular $M$-idempotent, then $G = 0$.

Lemma 5.5. Let $G \in \mathbb{R}^{nn}$. If $G$ is a totally singular $M$-idempotent with red$(G) = m$, then there is a unique $m$-partition $\{n_1, \ldots, n_m\}$ of $n$ and a unique normalized positive $U \in \mathcal{U}(n_1, \ldots, n_m)$ such that $G = G(U)$, viz. $G$ and $U$ satisfy (4.11)–(4.14). The converse also holds.

Proof. Let $\{n_1, \ldots, n_m\}$ be the $m$-partition of $n$ which reduces $G$. It is immediate by Lemma 5.2 that we may choose positive $U_{ii}$, $i = 1, \ldots, m$, to satisfy (4.11)–(4.13). We then express each $U_{ii}$ as $u_i(v_i)^T$ so that (4.14) holds. Then $G = G(U)$ and $U$ is a normalized positive element of $\mathcal{U}(n_1, \ldots, n_m)$. The uniqueness of the partition and of $U$ follows from Lemma 4.16.

To prove the converse, let $\{n_1, \ldots, n_m\}$ be an $m$-partition of $n$ and let $U$ be a normalized positive matrix in $\mathcal{U}(n_1, \ldots, n_m)$. Then it is clear that $G = G(U)$ is an $M$-matrix and the idempotence and the total singularity of $G$ follow from (4.11)–(4.13). □
Corollary 5.6. If \( G \) is a totally singular \( M \)-idempotent, then the nullity of \( G \) is \( \text{red}(G) \).

Proof. Let \( \text{red}(G) = m \). By Lemma 5.5, \( G \) is the direct sum of \( m \) irreducible singular \( M \)-matrices and the nullity of each of these is 1. \( \Box \)

Example 5.7. An example of an \( M \)-idempotent which is not completely reducible is

\[
G = \begin{bmatrix}
0 & 0 \\
-1 & 1
\end{bmatrix}.
\]

6. The structure of \( ZMA \)-matrices. We now come to our main results on the structure of \( ZMA \)-matrices. In view of Lemma 3.10 similar results then follow for \( ZMO \)-matrices.

Let \( A \in \mathbb{R}^{nn} \) be a \( ZMA \)-matrix. By Lemma 3.1 and Theorem 3.6 we shall write the distinct eigenvalues of \( A \) as

\[
\alpha_1 < \alpha_2 < \cdots < \alpha_t,
\]

where

\[
-\alpha_2 < \alpha_1 < \alpha_2,
\]

and the spectral decomposition of \( A \) as

\[
A = \sum_{p=1}^{t} \left( \alpha_p E_p + Z_p \right).
\]

Lemma 6.4. Let \( A \) be a \( ZMA \)-matrix.

(i) If \( n = 1 \), then \( t = 1 \) in (6.1).

(ii) If \( n > 1 \), then \( t > 1 \) in (6.1) and \( \rho(A) > 0 \).

Proof. Assertion (i) is trivial and (ii) follows from the result that the minimal eigenvalue \( \alpha_1 \) of an irreducible \( Z \)-matrix is simple. \( \Box \)

We now exploit three basic results to obtain information about the spectral decomposition (6.3). First, if \( r \) is sufficiently large, then

\[
A^r = \sum_{p=1}^{t} \left( \alpha_p^r E_p + \binom{r}{1} \alpha_p^{r-1} Z_p + \cdots + \binom{r}{\nu(p)-1} \alpha_p^{r-\nu(p)+1} Z_p^{\nu(p)-1} \right),
\]

where \( \nu(p) \) is the index of the eigenvalue \( \alpha_p \) of \( A \), i.e. the dimension of the largest Jordan block associated with \( \alpha_p \). It follows that since \( \rho = \rho(A) = \alpha_t > |\alpha_p|, \ p = 1, \ldots, t - 1, \)

\[
\lim_{r \to \infty} \left( A^r / \rho^r \nu(t-1) \right) = Z_t^{\nu(t)-1}
\]

(as is well known) and we use the convention that \( E_t \) replaces \( (Z_t)^0 \) if \( \nu(t) = 1 \) (or equivalently \( Z_t = 0 \)). Second, we note that \( E_1 \) is a positive (rank 1) matrix, since \( A \) is an irreducible \( Z \)-matrix. Third, it follows from the usual Frobenius normal form of a \( Z \)-matrix that a nilpotent \( Z \)-matrix is nonpositive.
Lemma 6.7. Let \( A \in \mathbb{R}^{nn} \) be a ZMA-matrix. Then the spectral radius of \( A \) is simple geometrically, viz. \( Z_t = 0 \) in \((6.3)\).

Proof. If \( n = 1 \) the result is trivial. Let \( n > 1 \). Then by Lemma 6.4, \( \rho(A) = \rho > 0 \). Suppose to the contrary that the index of \( \rho \) is a positive integer \( \nu > 1 \). Then, since \( A \) is ZMA-matrix it follows from \((6.6)\) that \( Z = Z_t^{\nu - 1} \) is a nonzero nilpotent Z-matrix and so \( Z \leq 0 \). But \( E_1 Z = 0 \) and since \( E_1 > 0 \) we now obtain that \( Z = 0 \). But this is a contradiction. \( \square \)

We shall require the next lemma which is independent of preceding results.

Lemma 6.8. Let \( A \in \mathbb{R}^{nn} \) be a ZM-matrix. Then

\[
|a_{ii}| \leq \rho(A), \quad i = 1, \ldots, n.
\]

Proof. If \( A \) is nilpotent, then, as is well known, \( A \) is a permutation similar to a strictly upper triangular matrix. Hence \((6.9)\) holds in this case.

So suppose that \( A \) is nonnilpotent. Assume that \((6.9)\) does not hold, say \( |a_{hh}| > \rho(A) \), where \( 1 \leq h \leq n \). Let \( B = A/|a_{hh}| \). Then \( \rho(B) < 1 \). Hence \( \lim_{r \to \infty} B^r = 0 \).

On the other hand, since \( B \) is a ZM-matrix we have

\[
b_{hh}^{(2)} \geq (b_{hh})^2 \geq 1,
\]

and so by induction

\[
b_{hh}^{(r)} \geq (b_{hh})^r \geq 1, \quad r = 2^k, \quad k = 1, 2, \ldots.
\]

But this is a contradiction. \( \square \)

An example of an irreducible M-matrix \( H \) (with positive spectrum) for which \( \max h_{ii} > \rho(H) \) is given by

\[
H = \begin{bmatrix}
5 & -1 & 0 \\
0 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix}.
\]

Here \( \text{spec}(H) = \{0.885, 3.254, 4.861\} \) to an accuracy of 3 places of decimals. It is easily seen that \( H^2 \) is not a Z-matrix.

Lemma 6.10. Let \( A \in \mathbb{R}^{nn} \) be a ZMA-matrix.

(i) If \( n = 1 \), then the projection \( E_t \) associated with \( \rho(A) \) is \( 1 \in \mathbb{R}^{11} \).

(ii) If \( n > 1 \), then \( E_t \) is a totally singular M-idempotent and \( 1 \leq \text{red}(E_t) < n \).

Proof. (i) This is obvious.

(ii) In view of Lemma 6.4, it follows from \((6.6)\) that

\[
\lim_{r \to \infty} (A/\rho(A))^r = E_t.
\]

Hence \( E_t \) is a Z-matrix being a limit of Z-matrices. But an idempotent matrix has nonnegative eigenvalues and hence \( E_t \) is an M-idempotent.

We now prove the total singularity of \( E_t \). Note that \( F = I - E_t \geq 0 \) since, by Lemma 6.8, the diagonal elements of \( E_t \) are majorized by 1. Further \( E_t \neq 1 \), since \( t > 1 \) by Lemma 6.4. Thus \( F \) is a nonzero nonnegative idempotent. Since \( E_1 E_t = 0 = E_t E_1 \) we also have \( E_t F = E_1 F E_1 \) and it follows by [1, Theorem 3.14, p. 41], that \( F \) is completely reducible and that the maximal eigenvalue of each irreducible block of \( F \) is the Perron-Frobenius root of \( F \), which is 1. But this yields the total singularity of \( E_t \). Finally, since \( E_t \neq 0 \), it follows from Corollary 5.6 that \( \text{red}(E_t) < n \). \( \square \)
THEOREM 6.12. Let $A \in \mathbb{R}^{nn}$, where $n > 1$.

(i) Let $A$ be a ZMA-matrix with spectral radius $\rho$. Let $G = E_t$ and let $m = \text{red}(G)$. If $\{n_1, \ldots, n_m\}$ is the $m$-partition of $n$ which reduces $G$, then there exists a unique normalized positive $U \in \mathcal{U}(n_1, \ldots, n_m)$ and a unique ZPA-matrix $C \in \mathbb{C}^{mm}$ such that $G = G(U)$ and

$$A = C \times U + \rho G.$$  

Further,

$$\text{spec}(C) = \text{spec}(A) \setminus \{\rho\}.$$  

(ii) Conversely, let $m < n$ and let $\{n_1, \ldots, n_m\}$ be an $m$-partition of $n$. Let $U$ be a positive element of $\mathcal{U}(n_1, \ldots, n_m)$. Let $G = G(U)$ and let $C$ be a ZMA-matrix in $\mathbb{R}^{mm}$ such that $\rho(C) < \rho$. If $A \in \mathbb{R}^{nn}$ satisfies (6.13), then $A$ is a ZMA-matrix, $\rho(A) = \rho$, $\{n_1, \ldots, n_m\}$ is the $m$-partition which reduces $G$, and $G = E_t$.

REMARK. If $G$ is irreducible ($\text{red}(G) = 1$), then (6.13) and (6.14) become $A = \alpha U + \rho G$, where $U = I - G$ is a positive rank 1, $n \times n$ matrix and $-\rho < \alpha < \rho$.

PROOF. (i) By Lemma 6.10, $G = E_t$ is a totally singular $M$-idempotent and $m = \text{red}(G) < n$. Hence if $\{n_1, \ldots, n_m\}$ is the $m$-partition of $n$ which reduces $G$, by Lemma 5.5 there is a unique normalized positive $U \in \mathcal{U}(n_1, \ldots, n_m)$ such that $G = G(U)$. Let $B = A - \rho G$. Then $BG = 0 = GB$ and hence, by Lemma 4.23, $B = C \times U$ where $C \in \mathbb{R}^{mm}$ and (6.14) now follows from Corollary 4.22.

We now show that $C$ is a ZMA-matrix. Let $i \neq j$, $1 \leq i, j \leq m$. Since $G_{ij} = 0$ and since by Corollary 2.14 the ZMA-matrix $A$ is essentially full, it follows that

$$0 > A_{ij} = B_{ij} = c_{ij} U_{ij}.$$  

But $U_{ij} > 0$ and hence $c_{ij} < 0$. Thus $C$ is an essentially full (hence irreducible) Z-matrix.

Finally, for the proof of (i), observe that it follows from Lemma 4.23 and (4.10) that

$$A^r = (C \times U)^r + \rho^r G = (C^r \times U) + \rho^r G.$$  

The argument of the previous paragraph now shows that $C^r$ is an irreducible Z-matrix. Hence $C$ is a ZMA-matrix.

(ii) Under the conditions of (ii) we again obtain (6.16). Since $\rho(C \times U) < \rho \in \text{spec}(A)$ it follows that $G = \lim_{r \to \infty} (A/\rho)^r$. Hence, by (6.11), we deduce that $G = E_t$.

To prove that $A$ is a ZMA-matrix we note that (6.13) implies that $A_{ij} = c_{ij} U_{ij}$ for $i \neq j$. Since $C$ is an essentially full Z-matrix, we have $c_{ij} < 0$ and, by assumption, $U_{ij} > 0$, $i \neq j$. Hence $A_{ij} < 0$, $i \neq j$. Next we have

$$A_{ii} = c_{ii} U_{ii} + \rho (I - U_{ii}) = \rho I - (\rho - c_{ii}) U_{ii}.$$  

By Lemma 6.8, $c_{ii} < \rho(C) < \rho$, and hence $A$ is an essentially full Z-matrix. A similar argument using (6.16) in place of (6.13) shows that all powers of $A$ are essentially full Z-matrices. Hence $A$ is a ZMA-matrix. \qed
THEOREM 6.18 (INFLATION THEOREM). Let \( A \in \mathbb{R}^{nn} \) and let \( \alpha_p \in \mathbb{R}, p = 1, \ldots, t, \) satisfy (6.1) and (6.2).

(i) If \( A \) is a ZMA-matrix with \( \text{spec}(A) = \{\alpha_1, \ldots, \alpha_t\} \), then there exist uniquely
(a) a sequence of integers \( n_p, p = 1, \ldots, t, \) for which

\[
1 = n_1 < \cdots < n_t = n,
\]

(b) a sequence of \( n_{p-1} \)-partitions of \( n_p, p = 2, \ldots, t, \)

\[
\{m_1^{(p)}, \ldots, m_{n_{p-1}}^{(p)}\},
\]

(c) a sequence of normalized positive \( U_p \in \mathcal{U}(n_1^{p}, \ldots, n_{n_{p-1}}^{p}), p = 2, \ldots, t, \)

(d) a sequence of ZMA-matrices \( C_p \in \mathbb{C}^{n_p \times n_p}, p = 1, \ldots, t, \) such that

\[
C_1 = \alpha_1 \in \mathbb{R}^{11},
\]

\[
C_p = C_{p-1} \times \times U_p + \alpha_p G(U_p), \quad p = 2, \ldots, t,
\]

and

\[
A = C_t.
\]

(ii) Conversely, if (a)–(d) hold, then \( A \) is a ZMA-matrix and \( \text{spec}(A) = \{\alpha_1, \ldots, \alpha_t\} \).

PROOF. (i) The proof is by induction on \( t \). If \( t = 1 \), then \( n = 1 \) by Lemma 6.4 and \( A = C_1 \) is given by (6.21) and (6.23), and uniqueness is clear. Let \( t > 1 \) and suppose the result holds for all ZMA-matrices with fewer than \( t \) pairwise distinct eigenvalues. By Lemma 6.4, \( n > 1 \) and by Theorem 6.12 there is a unique \( n_{t-1} < n_t = n \), a unique \( n_{t-1} \)-partition \( \{m_1^{(t)}, \ldots, m_{n_{t-1}}^{(t)}\} \) of \( n \), and a unique normalized \( U \in \mathcal{U}(m_1^{(t)}, \ldots, m_{n_{t-1}}^{(t)}) \) such that \( A = C_{t-1} \times \times U_t + \alpha_t G(U_t) \). By Corollary 4.22, \( \text{Spec}(C_{t-1}) = \{\alpha_1, \ldots, \alpha_{t-1}\} \). Hence the inductive assumption applies and the result follows.

(ii) The converse result follows from (ii) of Theorem 6.12 by induction. \( \square \)

EXAMPLE 6.24. Let

\[
A = \begin{bmatrix}
7 & -3 & -1 \\
-3 & 7 & -1 \\
-1 & -1 & 5
\end{bmatrix}.
\]

Then \( n_1 = 1, \alpha_1 = 3, C_1 = 3 \). At the next stage we have \( n_2 = m_1^{(2)} = 2, \alpha_2 = 6, \)

\[
U_2 = \frac{1}{3} \begin{bmatrix}
2 & \sqrt{2} \\
\sqrt{2} & 1
\end{bmatrix} \in \mathcal{U}(2), \quad G(U_2) = I - U_2 = \frac{1}{3} \begin{bmatrix}
1 & -\sqrt{2} \\
-\sqrt{2} & 2
\end{bmatrix},
\]

and so

\[
C_2 = C_1 \times \times U_2 + \alpha_2 G(U_2) = \begin{bmatrix}
4 & -\sqrt{2} \\
-\sqrt{2} & 5
\end{bmatrix}.
\]

At the third stage we have \( n_3 = 3, (m_1^{(3)}, m_2^{(3)}) = (2, 1), \alpha_3 = 10, \)

\[
U_3 = \frac{1}{2} \begin{bmatrix}
1 & 1 & \sqrt{2} \\
1 & 1 & \sqrt{2} \\
\sqrt{2} & \sqrt{2} & 2
\end{bmatrix} \in \mathcal{U}(2, 1), \quad G(U_3) = \frac{1}{2} \begin{bmatrix}
1 & -1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
and \( A = C_3 = C_2 \times U_3 + \alpha_3 G(U_3) \). By Theorem 6.18, \( A \) is an MMA-matrix. We can continue this process by choosing \( n_4 = 5 \), \((m_1^{(4)}, m_2^{(4)}, m_3^{(4)}) = (2, 2, 1)\), \( \alpha_4 = 20 \),

\[
\begin{pmatrix}
.36 & .48 & .36 & .48 & .6 \\
.48 & .64 & .48 & .64 & .8 \\
.36 & .48 & .36 & .48 & .6 \\
.48 & .64 & .48 & .64 & .8 \\
.6 & .8 & .6 & .8 & 1
\end{pmatrix} \in \mathcal{U}(2, 2, 1),
\]

\[
G(U_4) = \begin{bmatrix}
.64 & -.48 \\
-.48 & .64
\end{bmatrix} \oplus \begin{bmatrix}
.64 & -.48 \\
-.48 & .64
\end{bmatrix} \oplus [0]
\]

and obtain the MMA-matrix

\[
B = C_3 \times U_4 + \alpha_4 G(U_4) = \begin{bmatrix}
15.32 & -6.24 & -1.08 & -1.44 & -6.6 \\
-6.24 & 11.68 & -1.44 & -1.92 & -8.6 \\
-1.08 & -1.44 & 15.32 & -6.24 & -8.6 \\
-1.44 & -1.92 & -6.24 & 11.68 & -8.6 \\
-6 & -8 & -8 & -8 & 5
\end{bmatrix}.
\]

Observe that the inflation operation is associative, i.e. \( U_1 \times (U_2 \times U_3) = (U_1 \times U_2) \times U_3 \) for appropriate partitioning.

**COROLLARY 6.25.** Let \( A \in \mathbb{R}^{nn} \). Then \( A \) is a ZMA-matrix if and only if its spectral decomposition is \( A = \alpha_1 E_1 + \cdots + \alpha_t E_t \), where \( \alpha_1, \ldots, \alpha_t \) satisfy (6.1) and (6.2) and

\[
(6.26) \quad E_p = G(U_p) \times U_{p+1} \times \cdots \times U_{t-1} \times U_t, \quad p = 1, \ldots, t,
\]

where \( U_1 = 0 \in \mathbb{R}^{11} \) and \( U_2, \ldots, U_t \) satisfy (c) of Theorem 6.18.

**PROOF.** Suppose \( A \) is a ZMA-matrix. Then \( \alpha_1, \ldots, \alpha_t \) satisfy (6.1) and (6.2). The proof of (6.26) is by induction on \( t \). If \( t = 1 \), then \( n = 1 \) by Lemma 6.4 and \( E_1 = 1 = G(0) \in \mathbb{R}^{11} \). Let \( t > 1 \) and suppose that the spectral projections of \( C_{t-1} \) in (6.22) are given by

\[
(6.27) \quad F_p = G(U_p) \times U_{p+1} \times \cdots \times U_{t-1}, \quad p = 1, \ldots, t-1.
\]

But then (6.26) follows from Lemma 4.19 and (6.27).

Conversely, suppose that (6.1), (6.2), and (6.26) hold. If \( t = 1 \), then \( A = \alpha_1 \in \mathbb{R}^{11} \) and the result holds. Suppose inductively that the result is true with \( t \) replaced by \( t - 1 \). Let \( C_{t-1} = \alpha_1 F_1 + \cdots + \alpha_{t-1} F_{t-1} \), where the \( F_p \) are given by (6.27), \( p = 1, \ldots, t - 1 \). Then \( C_{t-1} \) is a ZMA-matrix. If \( A \) is given by (6.22) and (6.23), then \( A \) has the required spectral decomposition by Lemma 4.19 and is a ZMA-matrix by Theorem 6.18. \( \square \)

**COROLLARY 6.28.** Let \( A \in \mathbb{R}^n \) be a ZMA-matrix. Let \( A = \alpha_1 E_1 + \cdots + \alpha_t E_t \) be its spectral decomposition. Let \( \beta_p \in \mathbb{R}, \ p = 1, \ldots, t, \) satisfy \( \beta_1 < \beta_2 < \cdots < \beta_t \) and suppose that \( B = \beta_1 E_1 + \cdots + \beta_t E_t \). Then

(i) \( B \) is a ZMA-matrix if and only if \( -\beta_2 < \beta_1 \).

(ii) \( B \) is a ZMO-matrix if and only if \( -\beta_2 = \beta_1 \).

(iii) \( B \) is an MMA-matrix if and only if \( 0 \leq \beta_1 \).
PROOF. (i) By Corollary 6.25 the projections $E_p$, $p = 1, \ldots, t$, satisfy (6.26). Then the result follows from Corollary 6.25.

(ii) Follows from (i) and Theorem 3.7.

(iii) Follows from (i) and Theorem 3.9.

EXAMPLE 6.29. Let $A$ be the matrix of Example 6.24. We then have $\alpha_1 = 3$, $\alpha_2 = 6$, $\alpha_3 = 10$. Further, in the notation of Example 6.24,

$$E_1 = 1 \times 1 \times U_2 \times 1 \times U_3 = \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix},$$

$$E_2 = G(U_2) \times 1 \times U_3 = \frac{1}{6} \begin{bmatrix} 1 & 1 & -2 \\ 1 & 1 & -1 \\ -2 & -2 & 4 \end{bmatrix},$$

$$E_3 = G(U_3) = \begin{bmatrix} 1 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

If $\beta_1 = 3$, $\beta_3 = 3$, $\beta_3 = 5$, then

$$B = \begin{bmatrix} 2 & -3 & -2 \\ -3 & 2 & -2 \\ -2 & -2 & 1 \end{bmatrix}.$$

Then $B$ is a ZMO-matrix and

$$B^2 = \begin{bmatrix} 17 & -8 & 0 \\ -8 & 17 & 0 \\ 0 & 0 & 9 \end{bmatrix},$$

which is a completely reducible $M$-matrix.

We now strengthen Lemma 6.8 for ZME-matrices.

COROLLARY 6.30. Let $A \in \mathbb{R}^{n \times n}$ be a ZME-matrix. If $n > 1$, then

$$|a_{kk}| < \rho(A), \quad k = 1, \ldots, n. \quad (6.31)$$

PROOF. In view of Lemma 3.10 and the result that for a ZME-matrix $A$ we have $\rho(A) \in \text{spec}(A)$ it is enough to prove the lemma for a ZMA-matrix $A$. Since $n > 1$, we may write $A$ in the form (6.13) where $\rho = \rho(A)$ and $C$ is an $m \times m$ ZMA-matrix where $m < n$ and $\rho(C) < \rho$. By Lemma 6.8 we have $|c_{kk}| \leq \rho(C)$, $k = 1, \ldots, m$. The result now follows from (6.17) and the observation that the diagonal elements of $U$ are positive.


THEOREM 7.1. Let $A \in \mathbb{R}^{n \times n}$ and let $r$ be a positive integer.

(i) If $A$ is a ZMA-matrix and $r$ is odd, then there is a unique ZMA-matrix $B$ which satisfies $B^r = A$.

(ii) If $A$ is a ZMO-matrix and $r$ is odd, then there is a unique ZMO-matrix $B$ which satisfies $B^r = A$.

(iii) If $A$ is an MMA-matrix, then there is a unique MMA-matrix $B$ which satisfies $B^r = A$. 
PROOF. (i) Since $A$ is a $ZMA$-matrix we may write it in the form

$$A = \alpha_1 E_1 + \cdots + \alpha_t E_t$$

by Corollary 6.25, where $\alpha_1, \ldots, \alpha_t$ satisfy (6.1) and (6.2). Let $\beta_p$ be the real $r$th root of $\alpha_p$, $p = 1, \ldots, t$, and define $B$ by

$$B = \beta_1 E_1 + \cdots + \beta_t E_t.$$  

Then $A$ is a $ZMA$-matrix by Corollary 6.28.

To prove uniqueness, let $C$ be a $ZMA$-matrix such that $C^r = A$. Then, by (6.5) and the simplicity of the eigenvalue $\alpha_1$ of $A$, the spectral decomposition of $C$ is given by

$$C = \gamma_1 F_1 + \cdots + \gamma_{t'} F_{t'},$$

where $\gamma_1, \ldots, \gamma_{t'}$ satisfy (6.1) and (6.2). But then it follows from $C^r = A$ that $t = t'$, $\gamma_p = \beta_p$, and $F_p = E_p$, $p = 1, \ldots, t$.

(ii) The proof is similar.

(iii) The proof is similar; let $\beta_p$ be the nonnegative $r$th root of $\alpha_p$, $p = 1, \ldots, t$. □

For our next theorem we require a somewhat more precise form of Theorem 7.1.

**Lemma 7.4.** Let $A, B \in \mathbb{R}^{nn}$ and let $r$ be a positive integer. If $A$ is a $ZMA$-matrix ($ZMO$-matrix), $B^r = A$, and the spectrum of $B$ satisfies (6.1) and (3.2), then $B$ is a $ZMA$-matrix ($ZMO$-matrix).

**Proof.** (i) Since $A$ is a $ZME$-matrix we may write it in the form

$$A = \alpha_1 E_1 + \cdots + \alpha_t E_t$$

by Corollary 6.25, where $\alpha_1, \ldots, \alpha_t$ satisfy (6.1) and $|\alpha_1| \leq \alpha_2$. Since $\text{spec}(B) = \{\beta_1, \ldots, \beta_{t'}\}$ also satisfies (6.1) it follows from $B^r = A$ that $t = t'$ and $\beta_p^r = \alpha_p$, $p = 1, \ldots, t$. Since $\alpha_1$ is a simple eigenvalue of $A$, the eigenvalue $\beta_1$ of $B$ is also simple. Hence, since $\beta_p \neq 0$, $p = 2, \ldots, t$, it follows as in the proof of Theorem 7.1 that the spectral decomposition of $B$ is given by

$$B = \beta_1 E_1 + \cdots + \beta_t E_t.$$ 

Thus if $A$ is a $ZMA$-matrix ($ZMO$-matrix) the matrix $B$ is also a $ZMA$-matrix ($ZMO$-matrix) by Corollary 6.28. □

**Theorem 7.7.** Let $A \in \mathbb{R}^{nn}$ be an eventual $Z$-matrix.

(i) If some power of $A$ is an irreducible $Z$-matrix, then $A$ is a $ZME$-matrix.

(ii) If some even power of $A$ is an irreducible $Z$-matrix, then $A$ is a $ZMA$-matrix.

(iii) If there is a power of $A$ which is an irreducible $Z$-matrix and an odd power of $A$ which is an $M$-matrix, then $A$ is an $MMA$-matrix.

**Proof.** (i) By Lemma 3.1, $\text{Spec}(A) = \{\alpha_1, \ldots, \alpha_t\}$ is real and satisfies (6.1), where $\alpha_1$ is a simple eigenvalue and the associated projection $E_1$ is positive. If $r$ is a sufficiently large odd integer, then $A^r$ is a $ZM$-matrix and $A^r$ is irreducible since $\alpha_1^r$ is a simple eigenvalue of $A^r$ and its associated projection $E_1$ is positive. Hence $A^r$ is a $ZME$-matrix by Corollary 3.8. But since the spectrum of $A$ satisfies (6.1) it follows from Lemma 7.4 that $A$ is also a $ZME$-matrix.

(ii) This follows immediately from (i) and Theorem 3.6, since the irreducibility of an even power of $A$ implies the irreducibility of $A^2$.

(iii) This follows from (i) and Theorem 3.9, since the irreducibility of a power of $A$ implies the irreducibility of $A$. □
8. Exponentials and logarithms. In this section we allow matrices to be complex in some cases. This small increase in generality would also be possible in some other sections.

Let $A \in \mathbb{C}^{n \times n}$. Then $B = e^A$ may be defined by means of the usual power series. If the spectral decomposition of $A$ is given by

\begin{equation}
A = \alpha_1 E_1 + \cdots + \alpha_t E_t,
\end{equation}

then the spectral decomposition of $B$ is

\begin{equation}
B = \beta_1 E_1 + \cdots + \beta_t E_t,
\end{equation}

where

\begin{equation}
\beta_p = e^{\alpha_p}, \quad p = 1, \ldots, t.
\end{equation}

Evidently if $\alpha_p$ is real and

\begin{equation}
\alpha_1 < \alpha_2 \cdots < \alpha_t
\end{equation}

(which is the same as (6.1)), then

\begin{equation}
0 < \beta_1 < \cdots < \beta_t.
\end{equation}

It is also possible to define a logarithm of an arbitrary nonsingular matrix in $\mathbb{C}^{n \times n}$ (see [4]), but here we shall only consider the logarithm of a matrix $B$ whose spectral decomposition satisfies (8.2) and (8.5). In that case, we may define $A = \log B$ as the matrix given by (8.1) where

\begin{equation}
\alpha_p = \log \beta_p, \quad p = 1, \ldots, t.
\end{equation}

We then have the usual inverse function relations: $e^{\log B} = B$ and $\log e^A = A$.

Matrices which are essentially $MMA$-matrices were defined in Definition 1.1(vi). Evidently if $A$ is essentially an $MMA$-matrix, we may choose a nonnegative $s$ so that $A + sI$ is an $MMA$-matrix. Observe that a $ZME$-matrix is essentially an $MMA$-matrix.

**Theorem 8.7.** (i) Let $A \in \mathbb{R}^{n \times n}$ be essentially an $MMA$-matrix. Then $e^A$ is a nonsingular $MMA$-matrix.

(ii) Let $B \in \mathbb{R}^{n \times n}$ be a nonsingular $MMA$-matrix. Then $\log B$ is essentially an $MMA$-matrix $A$.

(iii) Let $A \in \mathbb{C}^{n \times n}$ and suppose that $e^A$ is an $MMA$-matrix. Then $A$ is essentially an $MMA$-matrix if and only if $\text{spec}(A)$ is real.

**Proof.** (i) Since $A + sI$ is an $MMA$-matrix for some $s \in \mathbb{R}$, it follows easily from Corollary 6.25 that the matrix $A$ has a spectral decomposition given by (8.1) and (8.4). Then $B$ satisfies (8.2), (8.5) and so by Corollary 6.28(iii), $B$ is a nonsingular $MMA$-matrix.

(ii) The spectral decomposition of $B$ satisfies (8.2) and (8.5). Hence the spectral decomposition of $A = \log B$ satisfies (8.1) and (8.4). By Corollary 6.28, $A$ is essentially an $MMA$-matrix.

(iii) If $A$ is essentially an $MMA$-matrix, then its spectrum is real. Conversely, suppose that $\text{spec}(A)$ is real and that $B = e^A$ is an $MMA$-matrix with spectral decomposition satisfying (8.2) and (8.5). Then $\alpha_p = \log \beta_p$, $p = 1, \ldots, t$, since $e^t$ is
a strictly monotonic function on $\mathbb{R}$ and (8.1) and (8.4) hold. Hence $A = \log B$ and so $A$ is essentially an MMA-matrix by (ii). \(\square\)

If $B$ is a nonsingular MMA-matrix it is easy to see that $\log A$ is an MMA-matrix if and only if $\beta_1 \geq 1$ in (8.5) and a ZME-matrix if and only if $(\beta_2)^{-1} \leq \beta_1$.

DEFINITIONS 8.8. Let $A \in \mathbb{C}^{nn}$.

(i) The semigroup $\{e^{sA} : s \geq 0\}$ will be called the semigroup with infinitesimal generator $A$ and will be denoted by $S(A)$.

(ii) The semigroup $S(A)$ will be called a real (nonnegative, MMA-, etc.) semigroup if $e^{sA}$ is a real (nonnegative, MMA-, etc.) matrix whenever $s > 0$.

It is well known that the semigroup $S(A)$ is nonnegative (positive) if and only if $A$ is essentially nonnegative (and irreducible), i.e. $A + sI$ is nonnegative (and irreducible) for some $s \in \mathbb{R}$ [9, pp. 257 and 260]. We prove an analogous result.

THEOREM 8.9. Let $A \in \mathbb{C}^{nn}$. Then the following are equivalent.

(i) $e^{sA}$ is an eventual $Z$ matrix for all sufficiently small positive $s$ and $S(A)$ contains an irreducible $Z$-matrix.

(ii) $A \in \mathbb{R}^{nn}$, $\text{spec}(A) \subseteq \mathbb{R}$, and $S(A)$ contains an eventual $Z$-matrix $C$ some power of which is an irreducible $Z$-matrix.

(iii) $A$ is essentially an MMA-matrix.

(iv) $S(A)$ is an MMA-semigroup.

PROOF. (i)⇒(ii). As is easily proved

\[
(8.10) \quad A = \lim_{s \to 0^+} (e^{sA} - I)/s.
\]

As an eventual $Z$-matrix is real (by definition) it follows from (8.10) that $A$ is real. Let $e^{sA}$ be an irreducible $Z$-matrix. Clearly $s' > 0$. Let

\[
(8.11) \quad B_k = e^{(s'/k)A}, \quad k = 1, 2, \ldots
\]

Then, for sufficiently large $k$, $B_k$ is an eventual $Z$-matrix some power of which is an irreducible $Z$-matrix since $B_k^k = B_1$. By Theorem 7.7, $B_k$ is an MMA-matrix and hence $\text{spec}(B_k)$ is real for sufficiently large $k$. Hence, by (8.10),

\[
\lim_{k \to \infty} k(B_k - I)/s' = A,
\]

and it follows that $\text{spec}(A)$ is real.

(ii)⇒(iii). By Theorem 7.7 the matrix $C$ is an MMA-matrix. Since $e^{sA} = C$ for some positive $s$, it follows by Theorem 8.7(iii) that $sA$ is an MMA-matrix. Thus (iii) follows.

(iii)⇒(iv). By Theorem 8.7(i).

(iv)⇒(i) is trivial. \(\square\)

9. Positive diagonal similarity to symmetric matrices. We shall show that for a symmetric ZMA-matrix the matrices which occur in the inflation construction of Theorem 6.18 are again symmetric.

LEMMA 9.1. Let $A$ be a ZMA-matrix and let $U$ and $C$ be the matrices which satisfy (6.13) in Theorem 6.12. Then $U$ and $C$ are symmetric if and only if $A$ is symmetric.

PROOF. If $U$ and $C$ are symmetric, the symmetry of $A$ follows immediately from (6.13). Conversely, let $A$ be symmetric. Then $G$ is symmetric since, by assumption,
G is the projection associated with \( \rho(A) \). But then each irreducible component \( G_{ii} \), \( i = 1, \ldots, m \), of \( G \) is symmetric and it now follows from the normalization (4.15) that \( u_i = v_i, \ i = 1, \ldots, m \). Hence \( U \) is symmetric. \( \square \)

**Theorem 9.2.** Let \( A \) be a ZMA-matrix with \( t \) pairwise distinct eigenvalues. Then \( A \) is symmetric if and only if the matrices \( C_1, \ldots, C_{t-1}, U_2, \ldots, U_t \) which occur in Theorem 6.18 are symmetric.

**Proof.** If \( C_1, \ldots, C_{t-1}, U_2, \ldots, U_t \) are symmetric, it follows immediately from (6.22) that \( A \) is symmetric.

Conversely suppose that \( A \) is symmetric. Our proof is by induction on \( t \). If \( t = 1 \), there is nothing to prove. Let \( t > 1 \). By Lemma 8.1 it follows from (6.22) and (6.23) that \( C_{t-1} \) and \( U_t \) are symmetric. Since \( C_{t-1} \) has \( t - 1 \) pairwise distinct eigenvalues, by Corollary 4.22, it follows by our inductive assumption that \( C_1, \ldots, C_{t-2}, U_2, \ldots, U_{t-1} \) are symmetric. This yields the result. \( \square \)

**Definition 9.3.** (i) A diagonal matrix with positive diagonal elements will be called a positive diagonal matrix.

(ii) Let \( A, B \in \mathbb{C}^{nn} \) (or \( \mathbb{R}^{nn} \)). Then \( A \) is called positively diagonally similar to \( B \) (\( A \sim B \)) if there is an \( n \times n \) positive diagonal matrix \( X \) for which \( B = X^{-1}AX \).

We shall show that an irreducible ZMA-matrix is positively diagonally similar to a unique symmetric ZMA-matrix. We begin with two lemmas. They are essentially special cases of a theorem dating from Parter and Youngs [8], see also Engel and Schneider [2]. But as the proofs in the needed cases are very simple they are given here for the sake of completeness.

**Lemma 9.4.** Let \( A \) and \( A' \) be two essentially full symmetric matrices in \( \mathbb{R}^{nn} \) and suppose that \( A \sim A' \). Then \( A = A' \).

**Proof.** Let \( A' = X^{-1}AX \), where \( X \) is a positive diagonal matrix. Let \( 1 \leq h, k \leq n, h \neq k \). Then \( a_{hk} = a_{kh} \neq 0 \) and \( x_h^{-1} a_{hk} x_k = x_k^{-1} a_{kh} x_h \). It follows that \( x_h = x_k \) and hence \( X \) is a positive multiple of the identity. The lemma follows. \( \square \)

**Lemma 9.5.** Let \( \{n_1, \ldots, n_m\} \) be an \( m \)-partition of \( n \) and \( U \in \mathcal{U}(n_1, \ldots, n_m) \) be positive. Then there is a unique symmetric \( U' \in \mathcal{U}(n_1, \ldots, n_m) \) such that \( U' \sim U \). Further, \( U' \) is positive.

**Proof.** We may assume that \( u_{hk} = u_{kh} \), \( h, k = 1, \ldots, n \). (Here the subscripts refer to elements.) We let \( Y \) be the diagonal matrix for which \( y_{kk} = (v_k / u_k)^{1/2} \), \( k = 1, \ldots, n \). Then \( U' = Y^{-1}UY \) is a symmetric matrix. Since \( \text{rank}(U') = 1 \) and \( \text{trace}(U'_{11}) = 1, i = 1, \ldots, m, \) it follows that \( U' \in \mathcal{U}(n_1, \ldots, n_m) \). Evidently \( U' \) is positive.

The uniqueness of \( U' \) follows from the Lemma 9.4. \( \square \)

**Theorem 9.6.** Let \( A \in \mathbb{R}^{nn} \) be a ZMA-matrix. Then there exists a unique symmetric ZMA-matrix \( A' \) which is positively diagonally similar to \( A \).

**Proof.** The proof of the existence of \( A' \) is by induction on \( t \), the number of distinct eigenvalues of \( A \). If \( t = 1 \), then \( n = 1 \) and the result is true. Let \( n > 1 \) and suppose the result holds for all irreducible ZMA-matrices \( C \) with fewer than \( t \) distinct eigenvalues. Let \( U \in \mathcal{U}(m_1, \ldots, m_{t-1}) \subseteq \mathbb{R}^{mn} \) and \( C \in \mathbb{R}^{mm} \) be matrices satisfying (6.13). By inductive assumption there exists a positive diagonal matrix \( X \in \mathbb{R}^{mm} \) such that \( C' = X^{-1}CX \). By Lemma 8.5, there is a positive
diagonal matrix $Y \in \mathbb{R}^{nn}$ such that $U' = Y^{-1}UY$ is a symmetric positive matrix in $\mathcal{U}(m_1, \ldots, m_{t-1})$. Let $Z \in \mathbb{R}(m_1, \ldots, m_{t-1})$ be the diagonal matrix given by $Z_i = x_i Y_i \in \mathbb{R}^{m_i \times m_i}$, $i = 1, \ldots, m$. Then $C' \times \times U' = Z^{-1}(C \times \times U)Z$. Also $G(U')$ is symmetric and $G(U') = Z^{-1}G(U)Z$. Hence, if $\rho = \rho(A),$

$$A' = C \times \times U + \rho G(U) = Z^{-1}(C \times \times U + \rho G(U)Z = Z^{-1}AZ$$

is a symmetric matrix. Since $A'$ is positively diagonally similar to $A$ it follows that $A$ is a $ZMA$-matrix.

Since, by Corollary 2.14, $A$ is essentially full, the uniqueness of $A$ follows from Lemma 9.4. □

A different proof and a generalization of Theorem 9.6 will appear in Hershkowitz and Schneider [6]. In view of Lemma 3.10 similar results hold on the positive diagonal similarity of $ZMO$-matrices to symmetric $ZMO$-matrices.
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