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AN 100 BALANCING OF A WEIGHTED DIRECTED GRAPH
Hans Schneider and Michael H. Schneider

1 Introduction

A problem that occurs frequently in economics, urban planning, image re­
construction, and statistics is to adjust t.he entries of a large matrix so that
they satisfy prior linear restrictions on the entries. \Ve have shown in [10]
and [9] that important instances of thp-se problems can be posed as

Problem 1 Given a weighted, directtd graph, (X, U, g), find arc weights,
fu, u E U that are "close" to the oT'iginal weights and satisfy a given set of
restrictions on the entries.

For example, in [9] we studied the problem of finding vertex weights 1ix

for which 7rx9u1i;I, U = (x,y), is a circulation in the underlying graph,
(X, U). 'We will refer to adjustments of this form as Scaling the data. In
[9] we discussed the relationship between this scaling problem and general
equilibrium modeling and analyzed a simple-iterative algorithm for finding
the 1i'S.

The circulation conditions are linear restrictions requiring that at every
vertex, x, the II norm of the vector of weights on arcs directed out of x
equals the lr norm of the vector of weights on arcs directed into x. A related
problem of scaling the data so that these vectors have equal 12 norms occurs
in pre-conditioning of square matrices to reduce round-off error in comput­
ing eigenvalues [8]. The generalization to requiring equality of arbitrary lp
norms for 1 $ p < 00 can be reduced to the II balancing problem. The case
of requiring equality in the loo norm produces a different problem which,
apparently, cannot be solved efficiently using the techniques described in
[10] and [9].

In this paper we are interested in showing that the arc weights of G can
be adjusted so that Hery strong component is· balanced using a definition
based on the loo norm and on a stronger notion of circulation. The term
balanced appears in many contexts in graph theory, optimization~ and matrix
theory. Our definition of balanced is related to matrix balancing as described
in [2,10]

In the case of II -balancing, it is easy to see that balancing every vertex
of G implies that G is also baianced at c'U.tsets. That is, if the arc-weights
of G form a circulation, then for any subset of the vertices A, the sum of
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the weights on arcs directed out of A equals the sum of the weights on a.rcs
directed into A. Tile corresponding st3.tement is not true with respect to
the 100 norm. This stronger circulation condition based on ctltsets is the
appropriate definition in the ioo case. That is, we define a graph to be 100 ­

balanced if for every subset of the vertices A. the maximum weight on arcs
directed out of A equals the maximum weight on arcs directed into A. \Ve
call graphs with this property balanced a.."'1d delete the 100 prefix.

We describe an algorithm for finding additive adjustments to the origi­
nal arc-weights so that the resulting graph is balc.nced. Specifically, given
arbitrary arcs weights, Du ,U E U, we want to find vertex weights 7rx , X EX,
such that the weight function Iu = 7l"x+gu -1iy, 'lL = (x, y) E U, is balanced.
(We show in Section (3) that this problem has an equivalent multiplicative
form.) vVe show that if a graph is balanced, then every arc of G must be
contained in a strong component. Thus, we consider the problem of find­
ing vertex weights 7l"x, x EX. for which every strong component of "he
reweighted graph (X, U, J) is balanced. We show that the function fu is
uniquely determined on every strong component.

The principal subroutine used in ou.r algorithm is a variant of Karp's [7]
algorithm for finding ma.:cimum-mean cycles in a weighted, directed graph
(s~e also [5,6]). Given an arbitrary graph G, our algorithm constructs a
sequence of graphs

where Hi+! is constructed from IIi by contracting a maximum-mean cycie
and deleting any resulting loops. The final term of this sequence is the
acyclic graph formed by contracting every strong component of G to a
point and deleting any resulting loops. At each iteration of the algorithm,
we generate a set of vertex weights a i for Hi corresponding to a maximum­
mean cycle of JIi. At the conclusion of the algorithm, the sum of the
weights a i computed at each iteration is the desired set of vertex weights
which balances every strong component of G.

We show that the number of times the ma.ximum-cycle mean subroutine
is used is bounded by 2n, where n is the number of vertices in G. Since the
running time for the minimum cycle-mean algorithm is O(nm), where m is
the number of arcs in G, the running time for our algorithm is O(n2m).
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2 Notation and Definitions

\V.:! want to clarify some basic graph definitions used throughout the paper.
Let (X, U) be a (directed) graph with vertex set X and arc set U. We allow
(X, U) to have loops and parallel arcs. We will use the notation 1£ = (x, y)
to refer to an arc U E U with initial vertex x and final vertex y. (There
ma.y be more than one such arc u.) A walk of length k is a sequence of arcs
(possibly empty) v = (UI' U2, U3, ••• , Uk) in which the terminal endpoint of
Ui is the initial endpoint of 1li+l' That is, a walk is directed and may contain
repeated arcs (or vertices). A cycle is an walk v = (Ul' U2, ••• ,Uk) with no
repeated vertices in which the initia.l endpoint of Ul is the final endpoint of
Uk. The number of arcs in a walk (or cycle) Il is denoted by Illl, and the
set of all cycles of (X, U) is denoted by <I>.

We follow the convention that the ma."'dmization over an empty set is
defined to be -00. Let S be a non-empty set and let as be an arbitrary
extended real-valued fUllction on S (i.e., the values of 00 and -00 are
permitted). The equation

minas = -00
sES

means that the value -00 is attained at some s E S. For any finite real T,

00 +T = 00 and -00 +T = -00. The operation of -00 +00 is defined to be
00. This is a notational convenience, since it only appears in minimization
expressions, and when it o.ccurs there is always a term with value strictly
less than 00. Operations involving 00 and -00 occur when we consider
maximum weight paths of a fixed length ending at a vertex x.

A weighted graph G = (X,U,g) is a graph (X,U) together with a real­
valued function 9 defined on U; gu is called the weight of u. For a walk v
in (X, U, g), the weight of v, gil, is defined by

gil = Lgu.
uEII

For a cycle IL in G, the cycle mean of IL is defined by

1
cycle mean of IL = -I-I L guo

IL uE/.£

A cycle IL E <P is a maximum-mean cycle if

1 1
-II L gu ~ -I£'1 L gu, for any IL' E <P.

IL uE/.£ I uEI"
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Also,

;\(G) =ma: { _111 L 9u }
~E l J.L uE~

is called the maximum-cycle mean for G. \Ve will usually delete the depen­
dence on G. Note, A(G) == -00 if and only if G is acyclic (has no directed
cycle).

In our notation, the vertex set X is a pariI tion of some underlying set X;
that is, a vertex x E X is identified with a subset of X. This notation allows
us to describe our main algorithm in which sets of vertices are successively
contracted. \Ve will refer to a partit:on X' as coarser than a partition X
(of the underlying set ,l') if every element of X' is a union of elements of
X. Similarly, we refer to X as a finer pa.rtition than X'.

For a non-empty set A ~ X, the 5ubgraph of G induced by A is the
graph with vertex set A and with all arcs of U with both endpoints in A..
For the graph (X, U), the strong component of x E X is the union of all
y E X for which there is a walk (possibly empty) from x to y and y to x.
Note, the strong components of G determIne a partition of .-¥, which we
denote by X·. We define the condensed grn.ph of G, Condense (G), to be
the acyclic graph formed by contracting the strong components of G and
deleting all loops. (See Section CL1) for the precise definition.) A graph G
is strongly-connected if there is a walk between every pair of vertices, namely,
if G has exactly one strong component.

Our definition of balanced depends critically on the notion of a cutset of
a graph.

Definition 1 A subset C c X is compatible with the partition X if for
every x E X either

1. C n x = x, or

2. C nx = 0.

It is easy to see that C is compatible with X if and only if C is a union of
elements of X.

Definition 2 For C that is compatible with X I the cutset of G determined
by C I W {C; G} I is defined as

w{C;G} = {w+(C;G),w-(C;G)},
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wher'C

w+(CjG) =
w- (C;G)

{u = (x, y) E U I x ~ C, and y ~ X - C} ,

{u = (x, y) E U I x ~ X - C, and y ~ C} .

If there is no possibility of confusion, we will delete the dependence on G,

Definition 3 A weighted graph G = (X, U, 9) is balanced at (a compatible
set) C iff

rna-x 9u = rna-x 9u.
uew+(c) uew-(c)

Definition 4 A graph G = (X, U,g) is balanced iff it is balanced at every
compatible set C.

3 Problem Statement

\Ve first show that if a graph G is b<alanced, then every arc lies in a strong
component of G and, therefore, G is the union of the subgraphs induced
by the strong-components. Equivalently, every connected component of G
is strongly connected.

Lemma 1 A weighted directed graph G = (X, U,g) is balanced if and only
if

(i) For u = (x, y) E U, x and yare contained in the same strong com­
ponent of G,

(ii) Every subgraph induced by a strong component is balanced.

Proof: (=}) Let G = (X, U,g) be bala.nced, and let u = (x, y) E U be an
arc for which x and yare in different strong components. Define C C ,1.'
to be the the union of all vertices z for which there exists a ,valk from = to
x, and consider w(C). It follows that w+(C) '::J 0, but that w-(C) = 0.
The balance condition at C requires that

max gu = ma-x gu,
u=(x,y)ew+(c) u=(x,y)e",,-(C)

which ca.nnot be satisfied since the ma-ximum over an empty set is defined
to be -00.

5



Part (ii) follows directly from Part (i), since if C is contained in a strong
component of G then w {C; G} and w {C; II} coincide, where II is the
subgraph induced by the strong component.

( {:: ) The converse is obvious.

I

Lemma (1) implies that it is not possible to balance arbitrary graphs.
Therefore, we describe an efficient algorithm for the following problem:

Problem 2 Given a weighted graph (X, U,g), find vertex weights 'irx,X E
X, such that the subgraph induced by every strong component of (X, U, J)
is balanced, where

fu = 'irx +gu - "1." for u = (x,y) E U.

We call vertex weights lIx ,X E X that solve Problem (2) balancing weights
for (X, U,g) and refer to the resulting arc-weight function fu, u E U as
balanced on strong components.

By taking logarithms, it is easy to see that the following problem is
equivalent to Problem (2):

Problem 3 Given a weighted graph (X, U,fJ) with gu > 0, find vertex
weights lIx > O,x E X, for which every strong component of (X,U,J) is
balanced, where

for everyu = (x, y) E U.

The additive form of Problem (2) is more natural for describing the
algorithm.

4 Technical Operations

Our balancing algorithm is composed of a sequence alternating two basic
operations-contraction and reweighting. \Ve descri be each of these.
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4.1 The Operation of Contraction (and Marking)

The operation of contraction involves identifying vertices of G and deleting
loops of the resulting graph contained in a marked set of the vertices.

Definition 5 A weighted graph G = (X, U,g) together with a set Al ~ X
that is compatible with X is called a weighted marked graph and denoted
by (X, U,g; M).

Let G = (X, U, g; AI) be a weighted marked graph, a.nd let X' be a
coarser partition of X than X. For x EX, let Ax be the element of
X' containing x. Let M' be compatible with X' and contain M. In the
operation of contraction we will refer to the set of deleted arcs defined as

v = {u = (x,y) E U! Ax = Ay ~ M'}

Definition 6 The contraction of G wi th respect to the pair (X', AI'), writ­
ten G/(X'; .M'), is the weighted marked graph (X', U', g'; AI') satisfying the
following conditions:

(i) there is a 1-1 and onto mapping ¢: U' - U - V such that 4>(Ax ,Ay ) =
(x,y), for u = (x,y) E U - V, and

(ii) g~ = g,p(u) .

Intuitively, in the contracted graph G/(X'; .M') all vertices of X con­
tained in a vertex of X' are identified; all loops at marked vertices of
the resulting graph are then deleted. Normally, we will identify an arc
in G/(X'; lU') with its image under 4>(,) in G, so that the set of arcs in
the contracted graph can be viewed as a subset of the arcs of the origi­
nal graph. Thus we will use the notation: Let u = (Ax, A y ) be an arc
of G/(X';Al') corresponding to arc u = (x,y) of G. Alternatively, to
avoid double subscripts we may also write: Let u = (A, B) be an arc of
G/(X';M') corresponding to arc u = (x,y) of G (where A and B are the
vertices of G/(X'; Al') containing x and y, respectively).

Note that the condensed gmph of G is defined as

Condense (G) = G/ (X*;-1:')

where X* is the partition oLl' determined by the strong components of G.
In our algorithm, we shall consider the important case in which the

partition is induced by a cycle J.L of G, that is, when one element of X' is



the union of the vertices of J1. and the others are the remaining elements of
X. The set of marked vertices, 1.I', is the union of .\1 and the vertices of J1..
In this case we denote the ~ontracted graph by G/ J1.. Thus, for a sequence
of graphs

G = HO ---+ HI --+ H 2 --+ ••• --+ H k ,

where Hi+! is constructed from Hi by contraction, the vertex set of each
graph is a partition of the underlying set X and is a coarser than the
preceeding term.

4.2 The operation of reweighting

Each time a ma.ximum-mean cycle is computed, a corresponding set of vertex
weights is computed and used to reweight the graph. This operatioil is called
reweighting G.

Definition 7 Let G = (X, U,g) be a weighted graph, and let 1fx , X E X be
a set of 'Vertex weights for G. The graph G-rr = (X, U,1) where

fu = 1fx +gu -1f1l , 1l = (x,y) E U,

is the reweighted graph of G (with respect to 1f).

5 U niqueness

Before describing the algorithm for showing the existence of balancing weights,
we show that the weights are determined uniquely up to an additive constant
on every strong component.

Theorem 2 Let G = (X, [J,9) be a strongly-connected weighted gmph. If
1f and (j are balancing weights for G, then 11'x - (jx = c for some constant
c, and, therefore, the arc-weight function f defined by

fu == 1fx +9u - 1f1l , for 1l == (x, y) E U

is the unique arc-u'eight function for which (X, U,1) is balanced.

Proof: Let 1ix and (jx, x EX, be vertex \veights for which G-rr and Gu

are balanced. For u == (x, y) E U, define

iu == 7ir +9u - "1I' and

hu == (jz: +9u - (jll'
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Note that

hu = Tx+Iu - Ty , U = (X,y) E U,

where

Tx = (7x - 1rx , X E ..-Y.

Define Z ~ X by

z = {z E .oX I Tz = max TX }
xEX

and define C ~ X by

(1)

C= U z
zEZ

Suppose C i- X and consider the cutset determined by C. The balance
conditions with respect to h and equation (1) imply

max {Tx + fu - T y } = ma.x {Tx + fu - Ty },
u=(x,y)Ew+ (C) u=:=(x,y)Ew- (C)

where w+ (C) ,w- (C) ::f (/) since G is strongly-connected. But since Tx ­

Ty > 0, for U = (x,y) E w+ (C), and Tx - T y < 0, for (x,y) E w- (C), this
contradicts the balance condition for f. This contradiction implies that
C =X, namely that Tx is constant on X, and, therefore, Iu =h,., U E U.

I

It follows from Theorem (2) that for an arbitrary graph G, if 1rx ,X E X
are vertex weights which balance every strong component of G, then (7x, x E
X, also balance every strong component if and only if 1r - (7 is constant on
strong components.

6 Computing Maximum-Mean cycles

For G = (X, U,g), let

,\ = max {-11 , L gu}
/lEotl Jt Eu /l

be the ma..ximum cycle-mean of (X, U,g). We describe a variant of Karp's
algorithm [7] for computing the ma.ximum-mean cycle of G.
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Although our treatment of the subproblem fOl computing a ma..ximum­
mean cycle is closely related to [7], there are two differences which a~e im­
portant for this paper. First, our treatment shows that Karp's algorithm can
be extended to arbitrary graphs, whereas the original ver~ion required that
G be strongly-connected. Second, we compute verte:x weights ax, x EX,
using the output from the maximum-cycle mean algorithm \vhich are used
for solving Problem (2). There is also a trivial difference that we compute
maximum-mean cycles rather that minimum-mean cycles. (Karp's algo­
rithm also finds maximum-mean cycles, by multiplying the weights by -1.)
Since we use the constructions introduced in the proof in later results, we
have included a modification of Karp's proof to shO'\" that our algorithm is
correct. Related modifications can be found in [5].

For each x EX, let Fk(x), k = 0,1,2, ... , n be the ma..ximum weight
over the set of walks of length k that terminate at x. The .J.l;H v) 's can be
computed in time O(nm) using the recurrence

Define

0, x EX

max {H(Y) +gu} , k = 0,1,2, ... , n - 1.
u=(y,x)ew-(x) .

1l"~ = max {Fk(X)} , for x E X.
°9$n-l

(2)

Note that if G has no positive cycle, then 7i~ is the ma..ximum of the
weights of all walks ending at x. In this case, we call a walk v that ends at
x and that has weight ii~ a maximal weight walk ending at x.

The first two parts of Lemma (3) are contained in [4]. Note that we do
not assume that G has a cycle in this Lemma.

Lemma 3 Let G = (X, U, g) be a weighted graph and suppose that all.cycle
weights of G are nonpositive. Let 7i~ be given by (2) for x EX, and let

f - 0 0
u - 1ir +gu - 1l"y,

Then the following are true:

for u = (x, y) E U.

(i) fu ~ 0, for all u E U,.

(ii) If G has a cycle It of weight 0 and u is any arc of It, then fu = 0,.
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7T~ 1- Su. .... 0
"'1

Figure 1: fu = 7r~ +gu - 7r~ :S 0

(iii) Let IL be a cycle of weight 0 and let x and y be vertices of Jt. Let 1]

be a maximal weight walk ending at x and let v be an extension of 1]

along IL ending at y. Then v is a maximal weightu'alk ending at y
(see Fig. (2).

Proof: (i) Since ,,~ and 7r~ are the weights of maximal weight \\/alks ending
at x and y respectively, and since ,,~+ 9"" u = (x, y) is the weight of a walk
ending at y, we immediately deduce (i) (see, Fig. (1).

(ii) Let jL be a cycle of weight O. Since the weight of any cycle is
unaffected by replacing 91}. by fu, we have

Lfu = O.
tiEl'

It follows that fu = 0 for u lyi:r.g on IL, since, by part (i), fu SO.
(iii) Let v be composed of 1] and the \valk p from x to y along the cycle

j1.. Let u = (x', y') be an arc of IL. Then from (ii) we have

a.nd, therefore,

Therefore,

and (iii) is proved (see, Fig. (2)) I
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Figure 2: Extension of maximal walk in cycle of weight O.

Figure 3: Fn(x) = 9,., +g~.

Theorem 4 For every weighted graph G = (X, [T,9) the maximum cycle­
mean A is given by:

(3)

Proof: First, note that G contains no cycle if and only if Fn ( x) = - 00
for every x EX. Therefore, since Fo(x) = 0, for every x EX, the theorem
is true if G is acyclic. (Recall, -00 - (-00) if defined to be 00.)

Now suppose that the ma.x.imum cycle-mean A is O. Let x EX, and
let v be a walk of length n and weight Fn(x) ending at x. Then v must
contain some cycle It; let 11 be the walk ending at x formed by deleting fl

from v (see, Fig. (3)). Since the length of ry is less than n, there is some j,
o::; j ::; n - 1, such that
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It follows that

min {Fn(x) - Fk(x)} ~ O. for every x E X.
O$k$n-l

(4)

Now let J.L be a cycle of weight 0 and let x be any vertex of J.L. Let j,
o ~ j ~ n - 1, be the length of the maximal weight walk TJ ending at x.
Let v be the extension of this walk along J.L such that v has length n. and
suppose that vends at y (see, Fig. (2)). Then, from Part (Iii) of Lemma (3),
it follows that Fn(y) = 1i~, and, therefore, by Part (Ii)

(5)

The result follows from (4) and (5).
'rVe now turn to the case of general finite ,\. Consider the graph with

arc weights gu - A. Then for all k, 0 ~ k ~ n - 1, and for all x E X

is decreased by A. But the ma..'dmum cycle-mean is now 0, and, therefore,
the result follows from the second part of the proof. I

As a corollary to Lemma (3), we ha\'e the following important result (see
Theorem 7.5 of [4]).

Corollary 5 Let G = (X, U, g) be a weighted graph u'ith maximum cycle­
mean A (possibly, -'X)).

(i) Then

A= inf { rna-x {l1x + gu - l1Y }} ,
O'E~n u=(r,y)EU

(ii) In the case A> -00, define

Then
A= ma..x {1rx +gu -1ry }.

u=(x,y)EU

If Jt is any maximum-mean cycle for G, then

'Trx + gu -'Try = A, for u = (x,y) E Jt.

13
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Proof: (i) First, suppose that G is acyclic (Le., A = -00). For x EX,
let ax be the length (number of ti.rcs) of the longest walk in G ending at x.
Let Al be any posi ti ve number and set ax = lUax. Since a y ~ ax + 1, for
1L = (x, y) E U, we have

Since Jo.I is arbitrary, (i) follows in the acyclic case.

(ii) Now suppose that G has a cycle. Note that replacing the arc weights
by (jx +gu - ay, U = (x,y) E U, does not change the weight of any cycle.
Therefore, one of the altered weights must always be as large as A. It follows
that

A::; inl { 11la.X {ax +gu - ay}}.
<7E:x" u=(x,y)EU

Let 7rx be definEd by (6). Since the r.'s are the weights of ma.ximum­
weight walks with respect to the arc weights gu - A, it follows that

7rx + (gu - A) ::; 1f'y, for any u = (x,y) E U,

or, equivaleatly,

1r'x +gu - 7ry ::; A, for any u = (x,y) E U.

If 1L is any arc on a maximum-mean cycle IL. then by Part. (ii) of Lemma (3)

1r'x +gu - 1r'y = A, for any u = (x, y) Ell,

and the result follows. I

The weights 1r'x, X E X defined by (6) are called optimal weights for G
and are essential for computing balancing weights for G.

Once the Fk(X)'S are computed, ,\ and the vertex weights 7rx can be
computed in time O(n2 ). Further, if x is any vertex at \vhich the ma.ximum
in (3) is attained, then any cycle contained in a ma.ximal weight walk of
length n ending at x is a ma.ximum-mean cycle. Let v = (uo, Ul,"" Un-I)

where Uj = (Xj,Xj+l) be a waJk of length n ending at x. Then v has
ma.ximal weight if and only if

(9)
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Starting with vertex Xn = x, we can scan w- (x) and find a Un = (Xn-bXn)

satisfying (9) with i = n - 1. We then scan w- (Xn-I) to find arc U,,-l

satisfying (9) with i =n - 2. We continue in this fashion until \ve encounter
a repeated vertex, at which point we have found a ma.:dmum-mean cycle.
Since no vertex is scanned twice, each arc of G is examined at most once.
Therefore, the number of operations needed to find a ma.ximum-mean cycle
given the weights Fk(x) is bounded by O(m).

7 Some Technical Lelnmas

The next three lemmas are needed to prove that the balancing algori thm
described in Section (8) is correct.

Lemma 6 Let G = (X, U, g; AI) be a weighted marked graph. Let X' be
a partition of X that is coarser than X and finer than X* (the partition
determined by the strong components of G), and let M <;;; M' <;;; X. Then
the strong components of G and G j (X'; AI') coincide.

Proof: (1) Let (Ul,UZ, •.• ,Uk) be a walk between two vertices x and y
contained in the same component of G. If we delete from this walk every
arc whose endpoints are contained in the same vertex of X', then we are
left with a walk from Ax to A y in Gj(X'; Al'). Therefore, the components
of G are contained in the components of Gj (X'; Al').

(2) Conversely, let A and B be vertices of Gj(X'; AI') belonging to
the same component. Then there is a walk (Vl,VZ, .•• ,Vk) in Gj(X';M')
from A to B. Let Vi = (Xi, Yi) be the correspondilLg arcs in G (under
the mapping ¢). Let x and Y be any vertices of G contained in .4. and B,
respecti vely. Define Yo = x and x k+l = y. Then Yi and x i+l , i = 0,1, ... k,
are contained in the same vertex of Gj(X'; M') and, therefore, are contained
in the same component of G (since X' is finer than X*). Therefore there
exists a walk in G from Yi to Xi+! (which could be empty) and also a walk
from x to Y (see Fig. (4)). It follows that the components of Gj(X'; M')
are contained in the components of G. I

Lemma 7 Let G = (X, U, g; M) be a weighted marked graph and let G' =
(X', U',g'; M') =G j(X'; M') be the contraction of G with respect to (X', M').
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Figure 4: Strong components of G and G /CX'; j\I') coincide.

If C is compatible with X', then w {C; G} = w {C; G'}. That is,

u = (x, y) E w+ (C; G)

u = (x, y) E w'- (C; G)

u = (Ax,A y) E w+ (C;G') , and

u = (A.x, A y) E w- (C; G') .

Proof: (1) Let u = (x,y) be an arc of w+(C;G). Then x ~ C and
y ~ X - C. Since C is compatible with X', either Ax n C = Ax or
Ax n C = 0. But x ~ Ax and x n C =. x imply that Ax n C :f; 0. Therefore,
Ax n C = Ax. Similarly, y ~ X - C implies A y n C :f; A. y , and, therefore,
A y n C = 0. It follows that (Ax,A y ) E U' and (Ax,A y ) E w+ (C;G')

(2) Conversely, let u = (Ax, A y ) E U' be an arc of w+ (Ci G'). Then the
corresponding arc u = (x, y) of U clearly satisfies x ~ C and y ~ X - C
and, therefore, is in w+ (Ci G).

Similarly, we can show that u = (x,y) E w- (CiG) if and only if u =
(A;c,A y ) E w- (Ci G'). I

The following lemma is crucial for the inductive proof of the correctness
of the algorithm. It states that if the operations of reweightillg and con­
tracting are applied twice in succession, then the resulting weighted marked
graph can be generated directly by reweighting and contracting the original
graph.

Lemma 8 Let G = (X, U, gi j\1) be a weighted marked graph; let G' =
G 1r /(X'il',J'), and let G" = G~,/(X"iM"). Then G" = G1r,,/(X";M"),
where

1r~ = 1rx +1r~, for x E X,

and A is the element of X' containing x.

16



Proof: Let G' = (X',U',9'i1\f') and G" = (X",U",G";.J.'I"). First,
we observe that X" is coarser than X' and that X' is coarser th~n X.
Therefore, X" is coarser than X. Also, l\I" is compatible with X" and
contains AI. Therefore, contraction of G with respect to (X", M") is well­
defined.

Let V and V' be the bets of deleted arcs when G is contracted to G'
and G' is contracted to G", respectively. Also, let </>: U' -+ U - V and
</>': U" -+ U' - V' be the 1-1 and onto mappings satisfying the conditions
in the definition of contraction. Let 7/.' = 1> 0 4>'. We claim that 7./J is the
mapping required to show that G" = G1r ,,/ (X"iAt"). Clearly, 'lj.l is a 1-1
mapping from U" to U. Further, ¢'(U") = u' - V' and ¢(U') = U - V.
Therefore,

7./J(U") </>(U' - V'),

= </>(U') - </>(V') ,

U - V - </>(V'),
= U - (V U V'),

since </>(V') and V' are identified. Thus, to show that 7./J maps onto U - V"
it suffices to show that V" = V UV', where V" is the set of deleted arcs in
the contraction G1':" / (X"; M"). For x EX, let Ax and Ax be the elements
of X' and X", respectively, containing x.

(1) V" ~ V U V'.
Suppose u = (x, Y) E V". Then Ax = A y ~ AI". If Ax i- A y , then

u E ~T'. If Ax = 4 y , then u E V if Ax ~ M'i otherwise u E V' .

(2) V U V' ~ V".
Let u = (x, y) E V i then Ax = Ay and, therefore, Ax = Ay . Also, Ax ~

M', which implies that Ax n M" i- 0, since M ~ M' ~ !II". Therefore,
the compatibility of M" with X" implies that Ax ~ AI". It follows that
u E V".

Let u = (Ax,A y ), and let A ~ l\I" be the element of X" containing Ax
and A y • Then Ax = Ay = A, and, therefore, u E V".

Finally, to see that the weights are correct, let u = (A, B) be an arc of
G", and assume that

¢'(A,iJ)

</>(A, B)

= (.4, B),

= (x, y).

17
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Then

This completes the proof of the lemma. I

8 The Balancing Algorithm

\Ve are now ready to state our balancing algorithm.

The Balancing Algorithm

Input: A weighted marked graph G = (X, U,g; 111), with 111 = 0.

Output: (i) Vertex weights 1ix , X EX, such that every subgraph induced
by a strong component of the reweighted graph G rr is balanced,

(ii) The acyclic graph H = Condense (Grr ).

(Recall, the weight of u = (x, y) in Grr is 1ix +gu - 1I"y.)

0: (Initialization) Let G i = (X,U,gi;JI i), and Hi = (Xi,Ui,hi;.i.'v!i). Set
i =0, 1I"x =0, GO = HO =G. (Note, .Mo =0.)

1: (Termination) If Hi is acyclic, set 1i = 1I"i, H = IIi and STOP.

2: (Compute Optimal Cycle) Find a ma..ximum-mean cycle J.Li and optimal
weights ai for Hi. Set X i+1 equal to the partition induced by J.Li ,
and set AI i+! equal to the union of the vertices of J.Li and l\I i (see
Section (4.1)).

3: (Reweight and Contract Hi) Form jj = Hi i (the reweighting of Il i with
. q . -.

respect to the vertex weights at) and contract to form lIt+! = }[ / J.Lt •
That is, for arc u = (A, B) E Ui+1 corresponding to arc u = (A, B) E
Ui (see Fig. (5)),

18
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Figure 5: Arc weight in the Contracted Graph

4: (Reweight G) Let Ci+l = (X,U,gi+l;Mi+l) be the weighted, marked
graph defined by

=

1r~+0'~4.' XEX,x~AEXi
.... i+l +g _ .... i+l (x y) E UT

liz: U "y , u =, .

5: (Increment) Set i = i + 1 and return to Step (1).

Notice that we do not make any assumptions about the connectivity of
the input graph. Vertex weights 7l" for which every strong component of Crr
is balanced could also be computed by first finding the strongly connected
components of C and then balancing each component separately. \Ve prefer,
however, to present the algorithm in the more general context of arbitrary
graph. See, for eX3..mple, [1] for a discussion of algori thms for computing the
strong components of a graph.

The next three lemmas establish important properties of the balancing
algorithm which are need to verify that the algorithm is correct. First.
we define a descent function for the algorithm. For an arbitrary graph
G = (X, U), define G(G) by

G(C) = IXI + the number of vertices of X containing a loop.

Lemma 9 The following are true:

(i) At each iteration of the balancing algorithm,

(ii) The algorithm terminates with II = Condense(C rr ) after, at most, 2n
contmction-rfweighting operations.
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Proof: (i) The new vertex of Xi+! formed by Jli is always loopless, and
new loops are ne\'er created at the remaining vertices of X i+!. Therefore,
a contraction-reweighting; in the balancing algorithm cannot increase the
number of vertices with a loop. If :Xi+11 = lXii, then Jl i must be a loop and
the corresponding vertex of Xi+l must he 100pJess, Therefore, a contraction­
reweighting operation either reduces the number of vertices containing a loop
or contracts two vertices.

(ii) Termination of the balancing algori thm in at most 2n iterations follows
immediately from Part (i), and, therefore, the algorithm must terminate
with an acyclic graph H. It follows by induction using Lemma (6) that
the components of II coincide with the components of C. But since H is
acyclic these must be the vertices of H. I

Lemma 10 Suppose the balancing c.lgoT'ithm teT'minates after k contraction­
reweighting operations; let Ai be the mean u:eight of the maximum-mean
cycle J.li computed at the i th iteration. Then

1. hi+! < Ai 'or u E Ui+ 1 andu _ , J' ,

2. A0 ~ A1 ~ A2 ~ ••• ~ Ak •

Proof: Claim (1) follows directly from Corollary (5); claim (2) is an im­
mediate consequence of claim (1) and the definition of Ai. I

In the next lemma, we describe the relationship between the graphs Ci

and Hi, which are defined in the balancing algorithm. \Ve will use these
properties to prove that the graph G-rr is balanced at strong components.

Lemma 11 The follou:ing are true:

(i) At iterntion i of the balancing algorithm,

(ii) Let u = (A, B) E Ui be an arc of Hi corresponding to arc u = (x, y) E
U of G. For gi+l defined in Step (4) of the balancing algorithm

(10)
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(iii) ~t u E U - Ui , the set of arcs deleted up to and including the i th
c..mtraction-reweighting operation. Then

k . .
gu = g~, for k 2: i u E U - U t

•

Proof: (i) Using the definitions of X i+l, Ali+! and (Ji in Step (2) of the
balancing algorithm, it follows that

Since nO = GO = G, the result follows by induction from Lemma (8).

(ii) The result is clearly true for i = 0, since n; = (J~. Using the definitions
of gi+l and n i +1 in Step (4), induction, and the definition of hi, it follows
that for i> 0

=

=
=
=

(iii) If arc u = (x, y) is in U - U i , then x and yare in the same element of
the partition Xi; that is, x, y s A E X i+1 for some vertex A of Hi. Using
the definition of niH in Step (4), if k = i + 1 then

=

=

k , k
n:z: T gu - ny'

i + i + i in:z: (JA gu-ny-(JA,

g~.

The result now follows by induction. I

Note that in Lemma (11) Part (ii) we are claiming more than gi+l =
hi+1 , since u is only required to be in U i , whereas hi+1 is defined only for
u E U i+l. We are claiming that gi+l agrees with the arc weights in the
reweighting of JIi by (Ji prior to the contraction step in which the arcs in
U i - U i+1 are deleted.

'rVe are now ready to prove the .main theorem of the paper.
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Theor~m 12 Let G be a arbitrary weighted graph and let ;'l" be the weights
from tlte balancing algorithm. Then every strong component of G-;r is bal­
anced.

Proof: Let fl be the subgraph of G induced by a strong component Xi.
Let C be a subset of Xi that is compatible with X, and let I.J.' {c; if} be
the corresponding cutset of fl determined by C. \Ve must show that

max {7I":c + gu - 71"y} =
u=(:c,y)Ew+ (C;R)

max _ {7I"x +gu - 7I"y}
u=(:c,y)Ew-(C;H)

(11)

We can assume that 0 C C c Xi, since otherwise this equ£llity is vacuously
satisfied.

Consider the sequence of partitions,

generated by the balancing algorithm. There is a j, 0 < j < k, for which
C is not compatible with Xi, since C is compatible with X but is not
compatible with X·. Let j be the smallest such index.

Because Xi is formed from Xi- l by identifying the vertices of /-Li- l ,

the cycle /-Li- 1 must intersect both w+ (C;J[i- 1) and w- (C;]{i- 1). Also
Corollary (5) implies that in the re\....eighting of Hi- 1 by ai-I, the maximum
weight occurs at each arc of /-Li- 1 and equals Ai-I. That is,

~-l + hi-1 i-I _ ,i-l
A u - (TB - A , for u = (A, B) E /-Li- 1

•

Therefore, the reweighted graph of Hi- l must be balanced at C. That is,

{ ~-l+hi-l i-l}_max . a-A u - aB -
u=(A,B)Ew+ (C;H;-l)

ma..'C . {a~-l + h~-l _ ~-l} ,
u=(A,B)Ew- (C;l!J-l)

and both ma..'Cima must be attai~ed at some arc of j.J.J-I •

It follows from Lemma (7) that w{C;G} and w{C;lI i - l } coincide.
Combined with Lemma. (11) pa.rt (ii), it follows that for i = j

ma..'C g~
uEw+(C;G)

22
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The arcs of pi- l are contained in the set of arcs deleted by the (j - l)st
contraction operation. Therefore, Lemma (11) Part (iii) implies that

g: == gL, for u E pi- l
.

Further, since w {C; G} and w {C; lI i - l } coincide, Lemma (10) implies that

g: ::; >J-l

for any u in the cutset :..J {C; G}. Therefore (12) holds for i == k.
Since the cycle pi- l must lie entirely in the subgraph II, both ma.xima

in (12) must occur at an arc of w+ (C; H) and w- (C; fI), respectively, when
i == k. Now we can apply the definition of g~ = ir~ + gu - ir;, u == (x, y) E U
and 1rr == 1r~ to obtain (11). This proves the theorem. I

The proof of Theorem (12) actually shows a slightly stronger result.
Consider the output of the balancing algorithm- Condense (G1r ), the acyclic
graph formed by contracting the strong c0mponents of G;r. By Lemma (10)
every arc of Condense (G-rr) has weight no greater than the minimum of
the Ai's computed by the algorithm. Therefore, G7r is balanced at every
compatible set C which in not a union of strong components. Equivalently,
if some strong component is separated by the cutset determined by C, then
the balance conditions for the components imply that G1r is also balanced
at C.

The acyclic graph G-rr can, in the following sense, also be balanced. For
an arbitrary graph G == (X, U), a vertex x is an boundary vertex of G if
either w+ (x) or w- (x) is empty (i.e., if either there are no arcs directed
into x or there are no arcs directed out of x). Otherwise a \'ertex is an
interior vertex. Let aG denote the union of the boundary vertices of G. It
is easy to see that the graph formed by contracting the boundary is strong1y­
connected.

Consider H = Condense (G-rr) the acyclic graph generated by the bal­
ancing algorithm. Let X' be the partition of X where one element is all
and the others are the remaining clements of X... Then the balancing al­
gorithm can be applied to the strongly-connected graph II / (X'; all). Let
the resulting weights (defined on the vertices of X') be 1r' and define

(7r == 1rx + 1r~, where x ~ A E X', and x EX.

Then the original graph G rcweighted by (j is balanced at strong compo­
nents and further 1I is also balanced.
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To conclude, we want to combine our results from Theorems (2) and (12)
for the case of strongly-connected graphs.

Corollary 13 Let G = (X, U,g) be a strongly-connected, weighted graph.
Then there exists vertex-weights 1r'x, X EX, unique up to an additiL'e con­
stant, such that the reweigh ted graph G 1r is balanced. Thus there exists a
unique balanced graph obtainable from G by reweighting.

Finally, we mention the multiplicative interpretation ofCorollary (13)
(see Problem (3) in Section (3)). Let A. be an n X n matrix. We can
associate a graph (X, U, g) to A by:

X {1,2,3, ... ,n},

U {(i,i) I aij i- O}, and

gij =

Let I be any subset of {I, 2, 3, ... , n} and let I' be the complement of I.
A matrix A is irieducible if and only if its associated graph is strongly­

connected. Thus, by Corollary (13), if A 2: 0 is irreducible, there exists a
diagonal matrix D with positive diagonal elements, unique up to a multi­
plicative constant, such that B = DAD-l satisfies

max {bij liE I,i E I'} = ma.x{bij liE I',j E I}

for every Ie {1,2,3, ... ,n}.
This result is analogous in the loo-norm to Theorem (2) of [2], and thus

provides another canonical form for diagonal similarity in the case of irre­
ducible nonnegative matrices. For some definitions and a different canonical
form for diagonal similarity without the restrictions of nonnegativity and
irreducibility see [3].

24



9 Numerical Example

Consider the weighted directed graph G given by:

.,
m "G: 7 1GJ

The Gra h H O = G

At iteration i j a maximum-mean cycle p' with mean >.i is computed for
Hi using the weights F. (z) and the formula described in Theorem (4). The
corresponding optimal weights are computed using line (6) in Corollary (5).
In the example, we will not pre5ent the calculations needed to find fl.i and
>,i. Rather, we observe that it follows from line (6) that the optimal weights
corresponding to a :waximum-mean cycle can be computed by first shifting
every arc weight of Hi. by >" and then computing the weights of maximal
weight walks ending at each vertex', We call the graph formed from Hi. by
shifting arc weights ,by >. i. the auxiliary graph for Hi..

First Iteration

A maximum-mean cycle for HO with corresponding cycle mean >.0 is given
by:

• >,0 = 4.

Shifting the arc weights by >.0 = 4 produces:
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r:;;;;~o+--s 1

~IIE]
h for HO

I
!
I,

I
I

The weights of maximal wefght walks with a specified terminal vertex
are shown in the boxes adjaCE:~lt to the vertices. Thus the vector of optimal
weights 0"0 is:

• 0"0 = (0,4,0,6,4,3,1,0),

and the set of marked vertices is

• MI={4,5,6,1}.

The new graph HI is formed by computing H~o (the reweighting of
HO with respect to 0"0) and contracting the cycle J.L0 to-a point. Since the
reweighting is applied to HO , the weights 0"0 are also shown on the graph
of HO.

3
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Th~ new graph HI is:

The a h HI

Note, that only loops at marked vertices are deleted in the contraction
operation.

The vector of weights 11"1 is

• 11"1 = (0,2,0,6,4,3,1,0),

and G1 the reweighting of G with respect to ".1 is

-",

The a h G1 = G 1

Second Iteration

A maximum-mean cycle for HI with corresponding cycle mean ).1 is:

II pI: 2 -+ 2,
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• ;\1=3.

The auxiliary graph with arc weights of H 1 shifted by 3 is:.

The Auxiliar

(

where the weights of maximal weight walks are shown in the boxes ad­
jacent to the vertices.

The corresponding vector of weigh~s 0"1 is

.0"1=(0,1,0,1,0),

and the set of marked vertices IS

• M 2 ={2,4,5,6,7}.

The graph H 2 is computed by reweighting H1 with respect to 0"1 and
contracting 1'1 to a point.

The Graph H\
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The new graph H 2 is

The a h H 2

The vector of weights 11"2 is

• 11"2 = (0,4,0,6,4,3,1,0)+ (0,1,0,1,1:1,1,0) = (0,5,0,7,5,4,2,0),

and G2 the reweighting of G with respect to 11"2 is

The a h G2 =G 2.

Third Iteration

A maximum-mean cycle for H 2 with corresponding cycle mean A2 is

e p.2: {4,5,6,7}-+8-+{4,5,6,7},

~ ..\2 =2.
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The auxiliary graph with arc weights of H2 shifted by 2 together with the
weights of maximal paths is

The Auxiliar

-The corresponding vector of weights (1'2 is

.0'2=(0,1,0,1,0),

and the set of marked vertices is

• J.U3 ={2,4,5,6,i,8}.

The graph H3 is computed by reweighting H 2 with respect to q2 and
contracting p.2 to a point.

2.

The new graph H3 is
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The a h H 3

The vector of weights 1l"3 is

• 1\"3 = (0, 5, 0, 7, 5, 4, 2, 0) + (0, 1, 0, 1, 1, 1, 1, 0) = (0, 6, 0, 8, 6, 5, 3, 0) ,

and G3 the reweighting of G with respect to'1\"3 is

The

Fourth Iteration

A maximum-mean cycle for H3 with corresponding cycle mean A3 is

Cl p.3: {4,5,6,7}-8-{4,5,6,7},

Cl A3 = 1.
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The auxiliary graph with arc weights of H3 shifted by 1 together with the
weights of maximal weight path is

The Auxiliarv Graph for H 3II'-- ---"=~==::...L...~=~~~ __l

The corresponding vector of weights u 2 is

• u 3 = (0, 1, 0, 0) ,

and the set of marked vertices is

• M 4 = {2,3,4,5,6, 7,8}.

The graph H4 is computed by reweighting H 3 with respect to u 3 and
contracting p,3 to a point.

The new graph H4 is
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The a h H 4

The vector of weights 71"4 is

• 11"4 = (0,6,0,8,6,5,3,0) + (0,1,0,0,0,0,0,0) = (0,7,0,8,6,5,3,0),

and G4 the reweighting of G with respect to 11"4 is

,

The a h G4 =G 4.

Since H4 is acyclic, the algorithm terminates, and 11" = 11"4. Note that
the strong components of the resulting graph G>r = G4 are balanced.
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